Paper:

http://dx.doi.org/10.3390/f5050992
Article

Low-Density LiDAR and Optical Imagery for Biomass Estimation over Boreal Forest in Sweden

Iurii Shendryk 1,2,*, Margareta Hellström 2, Leif Klemedtsson 3 and Natascha Kljun 4

1 Center for Ecosystem Science, School of Biological, Earth and Environmental Sciences, University of New South Wales, Sydney 2052, Australia
2 Department of Physical Geography and Ecosystem Science, Lund University, Lund 22362, Sweden; E-Mail: margareta.hellstrom@nateko.lu.se
3 Department of Earth Sciences, University of Gothenburg, Gothenburg 40530, Sweden; E-Mail: leif.klemedtsson@bioenv.gu.se
4 Department of Geography, College of Science, Swansea University, Swansea SA28PP, UK; E-Mail: n.kljun@swansea.ac.uk

* Author to whom correspondence should be addressed; E-Mail: iurii.shendryk@student.unsw.edu.au; Tel.: +61-2-9385-8251.

Received: 24 February 2014; in revised form: 22 April 2014 / Accepted: 14 May 2014 / Published: 21 May 2014

Abstract: Knowledge of the forest biomass and its change in time is crucial to understanding the carbon cycle and its interactions with climate change. LiDAR (Light Detection and Ranging) technology, in this respect, has proven to be a valuable tool, providing reliable estimates of aboveground biomass (AGB). The overall goal of this study was to develop a method for assessing AGB using a synergy of low point density LiDAR-derived point cloud data and multi-spectral imagery in conifer-dominated forest in the southwest of Sweden. Different treetop detection algorithms were applied for forest inventory parameter extraction from a LiDAR-derived canopy height model. Estimation of AGB was based on the power functions derived from tree parameters measured in the field, while vegetation classification of a multi-spectral image (SPOT-5) was performed in order to account for dependences of AGB estimates on vegetation types. Linear regression confirmed good performance of a newly developed grid-based approach for biomass estimation ($R^2 = 0.80$). Results showed AGB to vary from below 1 kg/m$^2$ in very young forests to 94 kg/m$^2$ in mature spruce forests, with RMSE of 4.7 kg/m$^2$. These AGB estimates build a basis for further studies on carbon stocks as well as for monitoring this forest ecosystem in respect of disturbance and change in time. The methodology developed...
in this study can be easily adopted for assessing biomass of other conifer-dominated forests on the basis of low-density LiDAR and multispectral imagery. This methodology is hence of much wider applicability than biomass derivation based on expensive and currently still scarce high-density LiDAR data.
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1. Introduction

Biomass assessment of forest ecosystems gained importance and attention in connection with the Climate Convention and the Kyoto Protocol [1]. In this context, biomass is of huge interest, as it can be combined with estimates of vegetation productivity in order to assess the magnitude and rate of carbon sequestration, autotrophic respiration as well as the amount of carbon emitted to the atmosphere when the ecosystem is disturbed [2]. Therefore, improved and comprehensive estimation of the biomass stored in forests can be considered as a key area of research for understanding the global carbon cycle [3]. However, accurate estimation of forest biomass remains a challenging task. So far, our understanding of terrestrial biomass quantity and distribution has been primarily based on ground measurements of limited areas with many regions remaining unmeasured [2]. At the same time, direct estimation of AGB (aboveground biomass) via ground surveys is both time-consuming and expensive and generally repeated only at ten-year intervals [4]. Therefore, the possibility of biomass estimation using remote sensing is considered a promising alternative or complement to conventional ground-based methods [5], even more so in view of recent initiatives to create publicly available national LiDAR datasets of several European countries and the USA [6,7].

It is widely recognized that LiDAR (Light Detection and Ranging) technology represents the future of biomass estimation, and, as such, has become widely used in vegetation studies [4,8–13]. LiDAR is an active remote sensing system which transmits pulses of laser light toward the ground by means of a scanning mirror. The time difference between sent and reflected pulses is measured and converted into a distance measurement [3,10]. A LiDAR pulse is in the near infrared or visible part of the electromagnetic spectrum (900–1064 nm). The active LiDAR system allows recording of several returns per pulse [10]. In a forested area, first returns are usually associated with the tree canopy top and the last returns with the underlying ground surface. Hence the so-called canopy height model (CHM) can be derived [14]. Intermediate returns allow the derivation of structural characteristics of the tree canopy. Although there were many successful attempts to utilize LiDAR data for AGB estimations, it is still considered a challenging task, especially when using low density laser scanning systems due to its inability to reflect canopy structure comprehensively [15]. Generally, AGB estimation at individual tree level requires high point densities of more than 5 points/m² and is based on regression models using LiDAR-derived parameters, such as tree height and estimates of AGB measured in the field [11–13]. A comparison of commonly-used algorithms for individual tree delineation from a high point density LiDAR data, such as FUSION, TreeVaW and watershed segmentation was undertaken by Edson and Wing [16], where they emphasized the inability of these
methods to use laser hits from trees located under the primary canopy in rendering the canopy height model (CHM) surface. The low density LiDAR is considered to be even less effective for the estimation of forest variables and is usually problematic in delineation of individual trees due to under-sampling and thus suitable for plot- and stand-wise studies [10,17]. Furthermore, the research in the area of LiDAR data integration with vegetation classes derived from satellite imagery for estimation of AGB is not well documented. This study addresses the possibility of integrating LiDAR-derived tree heights with vegetation types derived from satellite imagery. According to Andersen et al. [18] and Chen et al. [9] the integration of optical imagery and LiDAR data can result in substantial improvement of biomass estimates compared to the use of LiDAR data alone. Thus, the objective of this study is to investigate how low point density LiDAR data (<1 points/m²) from airborne systems in combination with spectral information from satellite imagery may allow reliable estimation of AGB on a plot level in conifer-dominated forest in the southwest of Sweden.

2. Study Area

The study site (58°22′10″ N, 12°08′47″ E), named Skogaryd Research Catchment (SRC), is located in the southwest Sweden (Västra Götaland county) near lake Vänern and extends to an area of approximately 30 km² (Figure 1). SRC is a part of the Swedish Infrastructure for Ecosystem Sciences (SITES) station network. The topography of this region is characterized by an average elevation of 80 m asl and predominately gentle slopes. The soils in the area are highly fertile covered by stands of spruce, pine and birch of varying age. Coniferous trees dominate the landscape ranging from approximately 2 m to 30 m in height. The typical representatives of flora beneath the tree canopy layer consists of species such as juniper, blueberry shrub and feather moss. Lakes and bogs as well as agricultural fields are scattered throughout the region. Such a fragmented landscape has historically been formed due to farming and rural development [19].

Figure 1. Map of Sweden, divided into counties, showing the location of the Skogaryd Research Catchment; the RGB orthophoto on the left details the study area.
3. Data and Methods

3.1. Field Measurements

Collection of ground truth data was carried out during summer 2012 in two phases. The first phase ran from 26th June till 6th July and the second phase was performed from 21st August till 27th August. Plots of the forested areas of SRC were selected on the basis of a random sampling scheme applied to a preliminary vegetation classification (cf. Section 3.3) by assigning each pixel with a unique reference number. Then, based on randomly generated numbers, samples were drawn from the preliminary vegetation classification map. A total of 230 points distributed in equal number within all vegetation classes were generated. These points were verified for species in the field and used for validation of the final vegetation classification. During both fieldwork phases an additional (randomly selected) 83 plots were surveyed for modeling and validation of the AGB. These plot data were also used for delineation of training samples for the final vegetation classification. All individual trees within each plot of approximately 15 m × 15 m were measured for diameter at breast height (DBH) and recorded for species. Tree height measurements were performed only in 18 of the surveyed plots, mainly due to time constraint and difficulties associated with treetop detection in the highly dense forest stands. The selection of plots covered all ranges of species and ages of trees typically found within SRC. Tree diameter measurements were performed with callipers, while tree heights were measured using a highly accurate Vertex IV ultrasonic hypsometer with a height resolution of 0.1 m [20]. The delimitation of plots in the field was done using a measuring tape and was sometimes subjected to inaccuracies (up to 1 m) due to forest obstructions. The coordinates of the plot centers were derived using a standard GPS unit “Magellan Explorist 510” with accuracy of about 5 m (according to GPS readings) in forested areas (geodetic quality GPS system was not available for this study).

3.2. Remotely Sensed Data

The discrete return airborne LiDAR data used in this study represent a part of the Swedish national LiDAR dataset. The data, available as a multiple return point cloud, were collected on 3rd July 2011 using a Leica ALS50-II system. The point density varied from 0.06 to 1 points/m² with an average density of 0.8 points/m². This varying point density of the LiDAR data can be attributed to the overlapping flight strips and spherical scan geometry of the instrument [11,12,21]. The flight height varied between 1740 m and 2300 m and was constant for each flight line. The scanning angle was ±20°. The laser system had a beam divergence of 0.22 mrad, producing a footprint of 0.5 m in diameter at an altitude of 2000 m. The vertical precision of the individual laser points was in general better than 10 cm on planar, open surfaces, while the horizontal precision was around 30 cm. The point cloud was pre-classified into three classes by the Swedish Land Survey: unclassified, ground, and water, using automated routines of TerraScan [22].

In addition to the LiDAR data, optical imagery of the same area included orthorectified multispectral SPOT-5 image with 10 m spatial resolution acquired on 29th July 2011 and aerial orthophoto with 1 m spatial resolution from 2009. All remotely sensed data available to this project were provided by the Swedish Land Survey.
3.3. Vegetation Mapping Using Maximum-Likelihood Classification

The application of SPOT-5 data for derivation of vegetation classes was motivated by its availability for this project. For similar studies, SPOT-5 data can be substituted by any other imagery with similar spectral characteristics, with imperative coverage in the near-infrared to maximize spectral discrimination between vegetation types [23].

Initially, a preliminary vegetation classification was performed as a basis for the fieldwork planning. In a second step, the data collected in the field served as an input for the final classification. In both instances similar methodologies were applied. The influence of non-vegetated pixels in the image on the classification results was minimized by delineation of up-to-date boundaries of forest stands (LiDAR-derived vegetation mask). The classification scheme adopted for this study consisted of three main classes: pine, spruce and deciduous forest. By analyzing spectral information (orthophoto) available from the study site and data collected in the field, training samples for preliminary and final vegetation classifications, respectively, were selected. The GPS-induced position uncertainty posed only a minor problem since all ground-truth points were collected exclusively within homogeneous forest stands. For the final classification both spruce and pine classes were additionally divided into two age classes based on field measurements and using a threshold of 15 cm in DBH for determination of tree maturity. Such a separation allows, for example, the monitoring of young forest stands only, which can be important for growth projections [16]. The usage of height as a common metric defining tree maturity was not used in this study due to the lack of sufficient measurements of tree height in the field. Supervised Maximum Likelihood classification was used for identifying the different vegetation types from the orthorectified SPOT-5 image, which calculates the probability of the information class membership for each pixel based on the probability density function [23].

Thereafter, an independent sample of ground validation points located across the investigation area with a random spatial distribution pattern was used for a statistical accuracy assessment of vegetation classification. The vegetation classification was validated against 196 ground truth points, which were not used for training the classifier. The accuracy assessment of classification was carried out by calculating the kappa coefficient in addition to obtaining the overall accuracy using an error matrix. Both user’s and producer’s accuracies were also derived, which respectively corresponds to error of commission and omission [24].

3.4. Derivation of Amount of Trees and Their Heights from Airborne LiDAR

The pre-classified LiDAR data were supplemented by two additional classes, high vegetation and buildings, by applying automated algorithms of Merrick’s MARS Explorer software. The high vegetation class was defined to include all points in the range from 2 to 40 m as calculated from a triangular irregular network (TIN) ground surface. This range of heights was chosen based on the lowest (2 m) and highest (35 m) trees measured in the field. All points having a height value of less than 2 m remained unclassified and potentially represent points reflected from very young trees, bushes or boulders. Buildings were classified using a filter able to identify points comprising relatively planar surfaces in the high vegetation class [25].
A digital terrain model (DTM) with cell size of 3 m was derived on the basis of all ground-class LiDAR points. A digital surface model (DSM) was then constructed using only the first returns of the LiDAR data in the high vegetation class. Other returns were considered to be not representative of canopy height but rather provided information on canopy structure [16]. When creating the DSM, only LiDAR points with maximum elevation in 0.5 m × 0.5 m cells were used to preserve an accurate characterization of the top canopy surface, following Popescu [7]. It was decided to create the DTM with a coarser resolution due to lower point density of LiDAR ground returns. Finally, a canopy height model (CHM) was derived by simple subtraction of DTM from DSM [7,13].

The delineation of individual trees was based on a well-established local maximum algorithm implemented in the TreeVaW software, which calculates a window size based on a height value of each CHM pixel to search for the local maximum [7]. Thus, it is potentially able to delineate distinct trees by using a window size directly proportional to tree height. The polynomial crown width model to predict variable window size was derived from the fieldwork carried out by Popescu and Wynne [26] within mixed coniferous-deciduous stands in the Piedmont region of Virginia:

\[ CW = 2.51503 + 0.00901H^2 \]  

where \( CW \): crown width and \( H \): tree height. The minimum tree height was set to 2 m in order to exclude understory from prediction of variable window size for tree top detection.

In this study, we compared the above with a grid-based approach for individual tree detection, based on the extraction of the highest pixel values from CHM within the grid cells of predefined size. Thus, each cell in a grid was approximated to an individual tree with a height corresponding to the maximum CHM value within a grid cell. The main disadvantage of extraction from the grid in comparison to TreeVaW is that the approximation process introduces substantial error into the estimation of the tree number depending on the grid cell size used. However, it is assumed that such approximation of individual trees would allow cancelling out the impact of undetected trees due to LiDAR under-sampling. In this way, the part of points identified as belonging to the same trees was used to represent suppressed trees. Grid cell sizes of 2 m × 2 m, 3 m × 3 m and 4 m × 4 m were tested in order to examine their influence on biomass estimation. Estimated cell values representing individual trees were fed into allometric equations for AGB estimation. To allow for a more rigorous estimate of errors of biomass estimates, almost 1/4 of the field data (18 plots with height measurements) were used to build the model (Figure 4), while the remaining 3/4 (65 plots without height measurements) were used to independently test the performance of the predicted AGB.

3.5. Reference Biomass Estimation

AGB estimates on plot level were obtained by applying species allometric relationships derived from harvested stands in Sweden (Table 1). In this study, AGB represents the sum of tree stem, bark, branch and foliage biomasses excluding understorey, and biomass is defined in dry weight terms. Height-AGB allometric functions were derived only for the dominant tree species in the SRC, which are Norway spruce (\textit{Picea abies}), Scots pine (\textit{Pinus sylvestris}) and Silver birch (\textit{Betula pendula}). Other minor species encountered during fieldwork, such as rowan, were treated as birch. Pine and
spruce biomass were derived as suggested by Marklund [27], while birch allometry was provided by Johansson [28]. The calculation of AGB was based on biomass functions for different tree components [17]:

\[
AGB = CR + ST
\]  

where \( AGB \)—total aboveground biomass, \( CR \)—crown biomass (branch and foliage biomass) and \( ST \)—total stem biomass (stem wood and bark biomass). \( CR \) and \( ST \) were derived using allometric measures of Table 1 with tree height (H), and diameter at breast height (DBH), provided by field measurements.

Table 1. Biomass equations for tree species in Sweden. Number of sampled trees (\( n \)), coefficients of determination (\( R^2 \)), diameter at breast height (DBH), height (H) of sampled trees and \( a, b, c, d \) are model parameters [17].

<table>
<thead>
<tr>
<th>Biomass (kg)</th>
<th>DBH</th>
<th>H</th>
<th>( n )</th>
<th>( R^2 )</th>
<th>Equation</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spruce</td>
<td>ln(CR)</td>
<td>cm</td>
<td>-</td>
<td>544</td>
<td>0.95</td>
<td>( a + b \times [DBH/(DBH + 13)] )</td>
<td>-1.280</td>
<td>8.524</td>
<td>-</td>
</tr>
<tr>
<td>Spruce</td>
<td>ln(CR)</td>
<td>cm</td>
<td>m</td>
<td>544</td>
<td>0.95</td>
<td>( a + b \times [DBH/(DBH + 13)] + c \times H + d \times \ln(H) )</td>
<td>-1.206</td>
<td>10.971</td>
<td>-0.012</td>
</tr>
<tr>
<td>Spruce</td>
<td>ln(ST)</td>
<td>cm</td>
<td>-</td>
<td>546</td>
<td>0.99</td>
<td>( a + b \times [DBH/(DBH + 14)] + c \times H + d \times \ln(H) )</td>
<td>-2.057</td>
<td>11.334</td>
<td>-</td>
</tr>
<tr>
<td>Spruce</td>
<td>ln(ST)</td>
<td>cm</td>
<td>m</td>
<td>546</td>
<td>0.99</td>
<td>( a + b \times [DBH/(DBH + 14)] + c \times H + d \times \ln(H) )</td>
<td>-2.170</td>
<td>7.469</td>
<td>0.029</td>
</tr>
<tr>
<td>Pine</td>
<td>ln(CR)</td>
<td>cm</td>
<td>-</td>
<td>482</td>
<td>0.90</td>
<td>( a + b \times [DBH/(DBH + 10)] )</td>
<td>-2.860</td>
<td>9.102</td>
<td>-</td>
</tr>
<tr>
<td>Pine</td>
<td>ln(CR)</td>
<td>cm</td>
<td>m</td>
<td>482</td>
<td>0.92</td>
<td>( a + b \times [DBH/(DBH + 10)] + c \times \ln(H) )</td>
<td>-2.541</td>
<td>13.396</td>
<td>-1.196</td>
</tr>
<tr>
<td>Pine</td>
<td>ln(ST)</td>
<td>cm</td>
<td>-</td>
<td>488</td>
<td>0.98</td>
<td>( a + b \times [DBH/(DBH + 13)] )</td>
<td>-2.339</td>
<td>11.326</td>
<td>-</td>
</tr>
<tr>
<td>Pine</td>
<td>ln(ST)</td>
<td>cm</td>
<td>m</td>
<td>488</td>
<td>0.99</td>
<td>( a + b \times [DBH/(DBH + 13)] + c \times H + d \times \ln(H) )</td>
<td>-2.677</td>
<td>7.594</td>
<td>0.015</td>
</tr>
<tr>
<td>Birch</td>
<td>AGB</td>
<td>mm</td>
<td>-</td>
<td>-</td>
<td>0.99</td>
<td>( a \times \text{DBH}^b )</td>
<td>0.0009</td>
<td>2.2864</td>
<td>-</td>
</tr>
</tbody>
</table>

4. Results and Discussion

4.1. Vegetation Classes

A map of vegetation types based on maximum likelihood classification (cf. Section 3.3) for the SRC area is presented in Figure 2. According to the classification, the dominant species in the total forested area of slightly more than 20 km\(^2\) were spruce and pine, which each occupying areas of around 8 km\(^2\). In contrast, deciduous forest covered only 4.6 km\(^2\) and was mostly found in inhabited areas. The accuracy assessment of this classification is presented in Table 2.
Table 2. Accuracy assessment for SPOT-5 image, using classification metrics from Congalton [24].

<table>
<thead>
<tr>
<th></th>
<th>Spruce Mature</th>
<th>Spruce Young</th>
<th>Pine Mature</th>
<th>Pine Young</th>
<th>Deciduous</th>
<th>Total</th>
<th>Producer’s accuracy (%)</th>
<th>Area (km²)</th>
<th>Area (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spruce Mature</td>
<td>67</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>76</td>
<td>92</td>
<td>5.4</td>
<td>26.6</td>
</tr>
<tr>
<td>Spruce Young</td>
<td>2</td>
<td>25</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>31</td>
<td>86</td>
<td>2.5</td>
<td>12.3</td>
</tr>
<tr>
<td>Pine Mature</td>
<td>4</td>
<td>1</td>
<td>32</td>
<td>8</td>
<td>0</td>
<td>45</td>
<td>68</td>
<td>4.6</td>
<td>22.7</td>
</tr>
<tr>
<td>Pine Young</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>10</td>
<td>0</td>
<td>17</td>
<td>50</td>
<td>3.2</td>
<td>15.7</td>
</tr>
<tr>
<td>Deciduous</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>25</td>
<td>27</td>
<td>93</td>
<td>4.6</td>
<td>22.7</td>
</tr>
<tr>
<td>Total</td>
<td>73</td>
<td>29</td>
<td>47</td>
<td>20</td>
<td>27</td>
<td>196</td>
<td>Total accuracy (%)</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>User’s accuracy (%)</td>
<td>88</td>
<td>81</td>
<td>71</td>
<td>59</td>
<td>93</td>
<td></td>
<td>Kappa coefficient</td>
<td>0.75</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Vegetation map from SPOT-5 data for 29th July 2011 using maximum likelihood classification (10 m pixel resolution); here, deciduous forest consists mostly of birch trees.

According to Table 2, the main misclassification occurred among young and mature pine classes, while all the other classes were identified with accuracies higher than 80%. The result of 81% for the total accuracy of the maximum likelihood classification can be considered as good for optical type of data, while user’s and producer’s accuracies showed that all forest types were identified reliably, being only a little underclassified or overclassified. Although there was a time gap of one year between...
satellite data capture and the ground-truthing survey, we conclude that this is likely to have only a minor impact on the performed classification, as the average growth in height for coniferous trees taller than 230 cm was found to be roughly 30 cm per year in a similar climate zone [29]. Therefore, the one year time gap may be considered as negligible in terms of forest age structure change. Although the accuracy of the AGB prediction could have been affected due to the forest disturbance in the form of clear-cutting, thinning and storms between 2011 (remote sensing data capture) and 2012 (ground-truthing survey), the effect of land cover change was assumed to be insignificant due to minor harvesting activity in this region.

With regards to the spectral separability of the different vegetation types, seasonality and phenology are the main drivers of the spectral variation in the optical satellite imagery allowing a differentiation between vegetation classes. In this study, the main misclassification occurred between mature and young pine forests. This might have been caused by the substantial spectral overlap between these two classes, most probably caused by the density of the forest influencing the spectral signature in areas of pine stands or due to the limited training samples. Another consideration when assessing the classification output was the difference in understorey composition of forested areas affecting the spectral separability of vegetation classes. This is an issue in forest stands of the same species with different understorey type, varying from grassy and shrubby to bare soils and soils covered by litter leading to a large standard deviation for each of the vegetation classes.

4.2. Reference Aboveground Biomass Estimates

The number of trees with their diameter and height measured in the field plots varied substantially with forest type, tree maturity and density. For example, the number of trees per plot ranged from only six trees in sparse mature spruce forest to more than one hundred trees in highly dense young birch forest (Figure 3).

**Figure 3.** Tree diameter at breast height (top) and height distribution (bottom) of the plots surveyed in the field; Note: no height measurements were performed for birch trees.
In this study, AGB prediction was not based on DBH, as DBH cannot be directly captured by the LiDAR technique. However, tree height derived from active remote sensing sensor measurements, such as LiDAR, has been shown to be highly correlated with biomass \([18,30]\). Therefore, AGB prediction was accomplished by deriving an additional allometric equation on the basis of field measurements. Following \([17,31]\), the relation between tree height and biomass can be described as a power function of the form \(y = a \times x^c\). For this study:

\[
AGB_{\text{SPRUCE}} = 0.1183 \times H^{2.528} \\
AGB_{\text{PINE}} = 0.6696 \times H^{1.996} 
\]

Unfortunately, height measurements of deciduous trees were not available. Therefore, we applied an empirically derived relationship from forest yield tables of coniferous and broadleaf tree species in Middle Europe for AGB estimation of birch \([30]\):

\[
AGB_{\text{BIRCH}} = 0.8 \times H^{1.748} 
\]

The regression analysis showed satisfactory goodness of fit statistics for predicting AGB based on a sample of 145 pine trees and 189 spruce trees, with \(R^2\) values of 0.65 and 0.76, respectively (Figure 4). The estimated coefficient of the best-fit models developed for estimating AGB as a function of tree height were highly significant \((P < 0.001)\).

**Figure 4.** Power model for AGB prediction from LiDAR-derived height estimates for spruce and pine trees.

Trees with heights and species class recorded during fieldwork served as an input for allometric regression models and thus reference biomass over plots was calculated. Reference AGB was averaged
in 15 m × 15 m squares and varied from 2.5 kg/m² in very young sparse forest stands to 44 kg/m² in mature dense forest stands.

The percentage of AGB stored in understory was derived based on field data (83 plots). On average 0.1% of biomass per plot was present in tree stands below 2 m in height and 3 cm in DBH, reaching a maximum of 5% in dense young forest. On the other hand, 0.7% of AGB was present in trees below 3 m in height and 4 cm in DBH with a maximum of 25% in dense young forest. Therefore, by applying a height threshold of 2 m for canopy extraction we can assume to account for at least 95% of the AGB in forest stands dominated by coniferous species.

The main parameters used for AGB estimation across surveyed plots were DBH and tree height. It was suggested that the use of both parameters would result in improved AGB estimates. However, as shown in Johansson [28] and Marklund [27], the introduction of a tree height variable leads to less than 1% increase in the $R^2$ value of the prediction models. Thus, the absence of height measurements for the majority of plots introduced a minor error in the prediction of AGB.

Established relationships between AGB and field-measured tree heights approximated the first order power function, which introduced errors in the AGB calculation. As can be clearly seen from Figure 4, the model developed for pine overestimated AGB of young trees. Moreover, the uncertainty in AGB prediction increases with increasing canopy height due to small sample size of tall trees. Nevertheless, the ability to predict AGB on the basis of tree heights may be considered as quite strong ($R^2_{\text{spruce}} = 0.76$ and $R^2_{\text{pine}} = 0.65$).

Further investigation of allometric models for AGB estimation revealed that AGB estimates are critically dependent on tree species. This dependence can particularly be observed when comparing coniferous and deciduous species, though the relation used in this study for the estimation of AGB in deciduous trees represents a generalized relationship developed for both broadleaf and coniferous species. The estimates for deciduous trees might be improved by deriving AGB-height allometry equations from the relationship between DBH and height as shown in Mehtä talo [32].

4.3. LiDAR-Derived Forest Inventory Parameters

4.3.1. Tree Density

The main drawback of using low point density LiDAR data for individual tree modeling is its inability to accurately and consistently detect trees hidden within or under the main canopy. We hence restricted the comparison between the amount of trees recorded in the field and derived by TreeVaW to dominant trees. Dominant trees were defined as the tallest trees in the stand with a DBH wider than plot average. The TreeVaW algorithm for tree top detection showed better ability to detect the amount of dominant trees across mature forest than across young forest (Figure 5). It was able to identify 65% of dominant trees measured during fieldwork. The TreeVaW algorithm further was able to detect only dominant trees in the upper canopy with relatively good accuracies, while shorter trees remained undetected (Figure 5a). Note that most of the plots where the number of trees was accurately detected were located in areas with LiDAR density higher than 0.5 point/m². Young forest stands exhibit more homogeneous and smooth canopy surfaces and thus it is unreasonable to expect that a TreeVaW algorithm would be able to accurately delineate separate tree objects from a CHM with 50 cm spatial
Random overestimation might be associated with imprecision of GPS measurements in locating the plot centers. The grid-based approach on the other hand approximates the highest pulse return within a user-defined grid cell to an individual tree and thus cannot provide reliable information on number of trees within a plot.

**Figure 5.** Performance of the TreeVaW tree top detection algorithm applied to (a) all plot data; and to (b) plots classified as mature forest only.

These findings suggest the inability of the TreeVaW algorithm to detect treetops from low density LiDAR scanning data, as this is too coarse to allow the detection of individual tree crowns. Moreover, the crown width model of TreeVaW was derived from the tree metrics of forest stands in the Piedmont region of Virginia, USA, which can be morphologically different to those in the SRC area.

Because of the failure of the TreeVaW algorithm to account for suppressed trees, the tree densities extracted by this method are expected to lead to highly underestimated values of AGB. To overcome this problem, a simplistic grid-based algorithm was applied which while introducing substantial shortcomings in the delineation of individual tree canopies, nevertheless resulted in a good approximation of the forest biomass over plots ($R^2 = 0.80$, RMSE = 4.7 kg/m$^2$).

### 4.3.2. Tree Height

LiDAR-derived tree height was calculated using the maximum value of the CHM cells that coincided with the respective plot areas. In the following, it was evaluated against measured tree height, keeping in mind limitations and uncertainties of GPS measurements for individual trees of up to 5 m (Figure 6).
**Figure 6.** LiDAR-derived vs. field-measured maximum tree height per plot; the GPS-introduced uncertainty was accounted for by the variance in maximum canopy model-based tree height when shifting the plot center by 5 m in any direction.

As can be seen from Figure 6, LiDAR predictions underestimated tree height on average by 14%, ranging from 0.2% to 34%. This finding is consistent with several other studies indicating a similar correlation, but substantially smaller RMSE values of about 0.5 m were obtained when using high density LiDAR data [34,35]. Underestimation of tree heights is a common characteristic of LiDAR-derived tree height models [10,34] and is usually attributed to the laser beam missing the tree tops, instead striking the tree crowns due to the size of the LiDAR footprint and low scanning density [35]. This effect is particularly pronounced for trees with a large crown diameter. The relatively small footprint (0.5 m in diameter) of the LiDAR sensor also implies that there was a chance of complete beam absorption by the tree canopy before it reached the ground [36]. A combination of these factors could result in the observed underestimation of measured tree height. It should also be noted that there are distinct outliers in the field measurements; resulting in differences between LiDAR-derived and field-measured tree heights of more than 5 m. Checking suspicious outliers in the field therefore could have improved the overall correlation. The use of a tree height correction linear regression formula following for example of Maltamo et al. [4], is not possible as the forest stands investigated in this study are of varying shapes, ages and densities and hence the biases are not expected to be consistent. Another drawback of using low point density LiDAR is its inability to accurately and consistently detect the number of trees within sampling plots. Even though the TreeVaW algorithm was able to detect the amount of dominant trees in the upper canopy with relatively good accuracies, smaller and suppressed trees remained undetected (Figure 5), proving the application of individual treetop detection algorithms to be inappropriate when dealing with low point density LiDAR. On the other hand, a simplistic grid-based algorithm introduced substantial shortcomings in delineation of individual tree canopies, but presented a good approximation of the forest biomass over plots.
4.4. Aboveground Biomass Estimates over the Study Area

LiDAR-derived tree height (CHM) and species class from multi-spectral imagery served as input to allometric regression models to calculate biomass (AGB). Using tree metrics estimated by the TreeVaW algorithm as input to the allometric equations produced, as expected, highly underestimated AGB values. In contrast, the tree metrics extracted using the grid-based approach were successfully applied in equations for AGB estimation showing the model’s good predictive ability on a plot level. The best AGB estimate was achieved by using a grid-based approach for treetop detection with 3 m × 3 m cells (Figure 7), while the same approach with 2 m × 2 m and 4 m × 4 m cells yielded highly overestimated and underestimated AGB values respectively. A similar “fitting” technique for determination of the optimal cell resolution can be used at other forest sites when only low-density LiDAR data is available.

**Figure 7.** Field-measured vs. predicted AGB using the grid-based approach with 3 m × 3 m cell size.

Using the best performance grid-based approach for treetop detection and averaging the biomass in 15 m × 15 m to match the resolution of plots delineated in the field, the AGB over the study area was estimated to vary from slightly less than 1 kg/m² in very young forests up to 94 kg/m² in mature spruce forests (Figure 8). However, it is important to note that the mean AGB over the SRC area was equal to 9.4 kg/m² and that values of more than 50 kg/m² were quite rare and occupied only 1% of the area. Overall, the Skogaryd Research Catchment area is characterized by a patchy AGB distribution with high values of more than 50 kg/m² located strictly in mature spruce forest stands. The performance of our model for AGB derivation is consistent with the findings of a similar project where a national low-density LiDAR dataset was utilized [6]. The slightly higher coefficient of determination of AGB prediction in our study as pointed out by Nord-Larsen and Shumacher [6] can be attributed to the stratification of the study area into vegetation species using satellite imagery.
It should also be noted that the low accuracy of the GPS measurements suggests that estimated plot AGB could have been located within at least a 5 m radius from the recorded plot center. The GPS accuracy deteriorates under dense forest canopy, where GPS systems tend to yield from 1.5 to 3 times less accurate solutions [26]. Therefore, the use of a high precision GPS receiver would be highly beneficial for future projects of similar nature.

5. Conclusions

We present estimates of above ground biomass (AGB) with reasonably high accuracy for conifer-dominated forests in Västra Götaland County using a fusion of low-density discrete-return airborne LiDAR and a multi-spectral satellite image (SPOT-5). SPOT-5 data provided reliable mapping of tree species, which was subsequently combined with LiDAR-derived canopy height (CHM) to derive forest inventory parameters for the main tree species of the area. Using a grid-based approach with 3 m × 3 m cells produced the most accurate estimation of AGB ($R^2 = 0.80$), while application of the TreVaW algorithm for individual tree delineation showed to be inappropriate when dealing with low point density LiDAR data (<1 points/m$^2$). Results show AGB to vary from slightly less than 1 kg/m$^2$ in very young forests up to 94 kg/m$^2$ in mature spruce forests, with RMSE of 4.7 kg/m$^2$. We suggest that the methodology developed in this study can be applied across similar
conifer-dominated forests, specifically where low density national LiDAR scanning has been performed, by “fitting” an optimal cell resolution to approximate individual trees. However, extensive field campaigns should be conducted to derive site-specific AGB-tree height allometry before applying our methodology to regions of different climatic and growth conditions.

Availability of baseline AGB estimates allows further monitoring of this forest ecosystem regarding disturbance and changes in time, though re-occurring airborne surveys would be required in order to collect adequate amounts of data. Furthermore, suggested AGB values can be directly used in future studies of carbon stocks in the Skogaryd Research Catchment, assuming carbon to account for 45% of total biomass [37]. Potentially, the algorithm developed in this study may be used for assessment of individual tree components of biomass, such as foliage or stem wood, since allometry for tree components is readily available.
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