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Abstract

When presented with a sequential lineup, witnesses see each member of the lineup individually, essentially making a yes/no decision for each person shown. An important policy question is whether witnesses should be allowed to see an additional lap of a sequential lineup. We investigated the impact of a second lap on eyewitness decision-making and on the probative value of suspect identifications. We recruited a large community sample of participants ($N = 393$), each of whom viewed a target person before seeing a sequential lineup that did or did not include the target. A second lap was either required or optional. The group of participants who accepted the second lap were less able to discriminate between the target and the fillers and responded more conservatively in lap 1 than the group of witnesses who declined the second lap. Responding became more lenient from lap 1 to lap 2. Of the participants who saw a second lap, roughly 40% changed their response, most frequently from a non-identification to an identification. Both culprit identifications and filler identifications increased from lap 1 to lap 2. The probative value of suspect identifications was not significantly different whether witnesses were allowed two laps or one. However, the observed effects may be moderated by a number of system and estimator variables. Further, even small changes in probative value can have very different consequences depending upon the target-absent base rate.

Keywords: Eyewitness identification; sequential lineup; response bias.
The Effects of Allowing a Second Sequential Lineup Lap on Choosing and Probative Value

The sequential lineup was developed by Lindsay and Wells (1985) to reduce the likelihood that innocent suspects are chosen from lineups. The fundamental element of the sequential procedure is the presentation of lineup members one at a time so that a witness effectively decides whether each lineup member is or is not the culprit. There have been a number of variations on the procedure, including allowing witnesses to see the entire sequence of photographs in the lineup more than once (Lindsay, Lea, & Fulford, 1991; MacLin & Phelan, 2007; Steblay, Dietrich, Ryan, Raczynski, & James, 2011). These modifications have often been made in response to concerns that strict sequential presentation (i.e., a single presentation of each lineup member) may lead to cautious witnesses missing the culprit (Clark, 2012; McQuiston-Surrett, Malpass, & Tredoux, 2006). Many jurisdictions that have adopted the sequential lineup have also included a provision to allow witnesses to see additional lineup laps (Wells, 2014). However, empirical evaluations of the sequential lap procedure are scarce. Here we present empirical evidence on the impact of an additional sequential lineup lap on identification decisions and probative value of suspect identifications. First, however, we review the extant research on sequential lineup laps and detail current uses of the sequential lap procedure and its variants in the field.

**Empirical data on sequential lineup laps**

In Lindsay and Wells’ (1985) original sequential lineup study, participants viewed six photographs, recording a yes/no response for each one before moving on to the next. The participants could not return to a previously seen face and the lineup ended when all six photographs had been seen. This procedure differed from the standard simultaneous procedure in several ways, including: i) sequential presentation of images; ii) misrepresentation of the number of photographs in the lineup such that the witness believed he or she would see more images than were actually included; and iii) the requirement for
multiple decisions from the participant. The sequential lineup, therefore, is best thought of as a suite of techniques rather than as a simple change in presentation format (Lindsay, Mansour, Beaudry, Leach, & Bertrand, 2009).

In the subsequent decades, modifications have been made to the sequential procedure. While the core aspects of the procedure have largely been maintained (e.g., requiring multiple decisions; misrepresentation, or alternatively, non-disclosure of the number of images to be seen; see Malpass et al., 2008), other aspects of the procedure have been modified. Some researchers, for example, have imposed a stopping rule, whereby the lineup is terminated when the participant chooses a lineup member (e.g., Horry, Palmer, & Brewer, 2012; Kneller, Memon, & Stevenage, 2001); others have allowed the participant to continue through the whole lineup, though the participants are told that only the first ‘yes’ counts (e.g., Carlson, Gronlund, & Clark, 2008; Mickes, Flowe, & Wixted, 2012). A different modification is the use of a “not sure” response option in addition to the standard yes/no response options (Steblay & Phillips, 2011).

The modification on which we focus is the use of a second lineup lap. Three published papers have explored this issue in the laboratory. In the first, Lindsay et al. (1991, Experiment 2) presented a small number of participants (N = 32) with a sequential, target-absent lineup. After the first lap of the lineup, half of the participants saw a second lap of the sequential lineup. Only one of these participants changed their response (from a lineup rejection to an innocent suspect identification). The results of this study are difficult to interpret, however, due to the very small sample size (only 16 participants saw two sequential lineup laps), the inclusion of only a target-absent lineup, and the use of a biased lineup (the fillers were deliberately selected to be poor, and the innocent suspect was wearing the same shirt as that worn by the culprit during the crime).
In the second paper, MacLin and Phelan (2007) allocated their participants to one of three conditions: a simultaneous lineup condition; a sequential lineup with the option of a second lap; or a sequential lineup with the option of a subsequent simultaneous lineup. Within the sequential lap condition, correct and incorrect choices increased from lap 1 to lap 2. However, these results must be interpreted cautiously for two reasons. First, the authors did not indicate how many participants saw a second lap, making the lap 2 data difficult to interpret. Second, the data suggested that the target-absent lineup was biased toward the innocent suspect. Fifty per cent of the witnesses who saw a target-absent simultaneous lineup chose someone, with 100% of those choices of the innocent suspect (as opposed to the 17% that would be expected in an unbiased, six-person lineup).

The most comprehensive study of sequential lineup laps to date involves two experiments reported by Steblay, Dietrich, et al. (2011). In Experiment 1, participants watched a videotaped staged crime, and then saw a sequential or simultaneous lineup (either target-present or target-absent). Participants in the sequential condition were offered a second lap of the lineup upon conclusion of the first lap. The key findings were that witnesses who identified no-one from lap 1 were more likely to accept the offer of a second lap than witnesses who did identify someone. Of those witnesses who accepted the second lap, roughly one third switched their response (usually from a non-identification to an identification). Most of these changes, however, were to an erroneous decision (i.e., a filler identification), and this applied to both target-present and target-absent lineups.

In Experiment 2, Steblay, Dietrich, et al. (2011) assigned their participants to one of three sequential lineup lap conditions: single lap, required second lap, or optional second lap. The required second lap condition allowed the authors to ask whether seeing a second lap, in itself, is sufficient to increase incorrect choosing rates. For the optional lap participants, the results were similar to Experiment 1: non-choosers were more likely than choosers to accept
a second lap and, when a change in response was made, it was often erroneous. The results were less marked for the participants who were required to see two laps. There was a trend towards an increase in correct suspect identification rates, with correct identifications 1.5 times more likely in lap 2 than in lap 1, as well as a trend towards an increase in filler identifications from target-absent lineups, with filler identifications 1.44 times more likely in lap 2 than in lap 1. Of course, one would expect the effect size to be smaller in the required condition, as this group would have included some participants who would have accepted a second lap as well as some who would have declined a second lap.

The results of Steblay, Dietrich, et al. (2011) suggest that participants shifted to a more lenient decision criterion from a first lap to a second lap. The result was an increase in culprit identifications, which was accompanied by an increase in filler identifications. Thus, Steblay et al.’s results suggested that lapping may not be a particularly good way to ameliorate the impact of the sequential lineup on correct identifications.

In this study we re-investigated the impact of sequential lineup laps on eyewitness decision-making. To ensure that our results were robust and generalizable, we used a field experiment methodology to recruit a large sample of 393 participants, of a wide variety of ages and backgrounds (see also Horry, Palmer, et al., 2012; Lindsay, Semmler, Weber, Brewer, & Lindsay, 2008; Palmer, Brewer, Weber, & Nagesh, 2013). We also used seven different targets, as patterns of identification decisions can vary widely from one lineup to the next, influenced by factors such as target distinctiveness, target-innocent suspect similarity, lineup fairness, and quality of the encoding conditions (see the arguments of Wells & Windschitl, 1999).

The sequential lap procedure in practice

Despite ongoing debate in the scientific literature about whether simultaneous or sequential procedures should be preferred (e.g., Carlson et al., 2008; Gronlund, Wixted,
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Mickes, 2014; Mickes et al., 2012), uptake of the sequential lineup procedure is increasing. Smith and Cutler (2013) examined recommendations for procedural reform from the US, Canada and the UK. Some of these were national policies (for example, the UK’s Police and Criminal Evidence Act, 1984, updated in 2011), while others were at state levels (e.g., New Jersey, North Carolina) or local levels (e.g., Northampton, MA; Santa Clara, CA). Approximately 62% of these reforms included some form of sequential lineup presentation. However, a major policy issue in implementing the sequential lineup has been that both correct and false identifications tend to be lower than when the simultaneous lineup is used (e.g., Clark, 2012; McQuiston-Surrett et al., 2006; Palmer & Brewer, 2012). Allowing additional lineup laps offers one potential technique for ameliorating the effects of sequential presentation on correct identification rates, and has therefore appeared in many protocols in the field. Wells (2014) stated that ‘every U.S. jurisdiction that has adopted the sequential procedure has included a proviso that the witness can view the sequence a second time if the witness explicitly requests to see the lineup again’ (p. 14). In the UK, witnesses are actually required to see two laps of the lineup before making a decision; they may then request additional views of the lineup (which do not necessarily have to be full laps – the witness can request to return to specific images; see Horry, Memon, Wright, & Milne, 2012, for a detailed description of UK procedures).

Evidence from the field is scant, but there are at least some suggestions that sequential laps increase choosing rates with potentially negative effects on accuracy. In a large field experiment of double-blind sequential (vs. simultaneous) lineups with witnesses to real crimes, Wells, Steblay, and Dysart (in press) allowed the sequential witnesses to see a second lap, if requested. Thirty-seven witnesses (of 235 who viewed a sequential lineup) viewed a second lap. Suspect identification rates increased from 23.4% to 27.5% from lap 1 to final response, and filler identifications increased from 11.1% to 12.3%. Klobuchar, Steblay, &
Caligiuri (2006) reported a significant difference in filler identification rates between witnesses who viewed one lap (3%) and witnesses who viewed more than one lap (29%). However, this comparison must be viewed cautiously, as data concerning the number of laps seen by witnesses were recorded for only 46% of lineups conducted. Significant increases in filler identifications have been found in archival studies of eyewitness identification in the UK, with witnesses who requested to see one or more faces from the lineup again choosing fillers at more than double the rate of those who made no such requests (Horry, Memon, et al., 2012). However, the procedural differences between the UK and the US (including requiring two laps before a decision is made; allowing returns to specific faces in the lineup) limit the extent to which we can generalize these findings to the sequential lineups used in the US and in most laboratory studies.

Our data allowed us to consider two sequential lineup methods: a sequential lap procedure in which additional laps were offered to all witnesses, and a no-lap procedure, in which all witnesses were restricted to a single lap. However, policy makers have a third option to consider, which is offering a lap only if the witness makes an explicit request for an additional lap. The latter procedure appears to be the status quo, presumably based on the assumption that the extra laps will catch some correct identifications that would have been missed with the no-lap procedure. The laps-by-request procedure is difficult to emulate in the laboratory, as participants rarely spontaneously request additional laps. We return to this issue in the discussion, when we consider the policy implications of our findings. Nonetheless, this research provides much needed empirical data to test the assumption that lapping increases hit rates. We also examined whether there was any observable change in the probative value of suspect identifications between sequential lap and no-lap lineups. Like Steblay, Dietrich, et al. (2011), we included a condition in which participants were required to see two laps, so
that we could assess whether mere exposure to a second lap influenced decision making, or whether the effects were driven by those witnesses who chose to see a second lap.

**The study**

Given the now widespread use of some form of sequential lineup administration in police jurisdictions throughout the world (see Smith & Cutler, 2013), identifying the most efficacious mode of sequential delivery is important from the perspective of providing evidence-based policy guidelines. Moreover, independent replications are vitally important if this objective is to be realized. In this study, we attempted to replicate and extend Steblay, Dietrich, et al.’s (2011) findings. Participants were randomly assigned to one of two sequential lineup conditions. In the first condition, the participants were required to view two lineup laps. In the second condition, participants were offered a second lap, which they could accept or decline.

This research was motivated by three main aims. Our primary aims were to investigate the effect of sequential lineup laps on eyewitness identification outcomes and to assess the impact of additional laps on the probative value of suspect identifications. Our third aim was to investigate the cognitive mechanisms that drive any observed lapping effects on decision outcomes. To this end, we used a signal detection approach (e.g., Green & Swets, 1966; Macmillan & Creelman, 1991) that allowed us to estimate independent parameters for discriminability and response bias. Discriminability reflects a witness’s ability to distinguish culprits from fillers, and is indexed by the parameter $d'$. A $d'$ value of zero indicates no ability to distinguish culprits from fillers, and higher values indicate better ability. Response bias reflects a witness’s tendency to choose from or reject a lineup (i.e., respond “not present”). Response bias is indexed by the parameter $c$, where a value of zero indicates unbiased responding (i.e., no systematic tendency to favor choosing from or rejecting the lineup).
Negative values indicate lenient responding (a tendency to choose from the lineup), and positive values indicate conservative responding (a tendency to reject the lineup).

Steblay, Dietrich, et al. (2011) reported that witnesses who chose no-one at lap 1 were more likely to accept a second lap than witnesses who did choose someone. This finding suggests that witnesses who set a strict decision criterion at lap 1 will be most likely to accept a second lap. Thus, our first prediction was that we would observe a significantly more conservative lap 1 $c$ for witnesses who accepted a second lap than for witnesses who declined a second lap. Of course, the witnesses who accepted a second lap may also have had poorer discrimination abilities than the participants who declined a second lap, which would be indicated by a lower $d'$ estimate.

For those participants who accepted a second lap, we predicted that we would observe a shift to a more lenient response bias from lap 1 to lap 2, which would manifest as a significant difference in $c$. Consequently, we expected to find a decrease in the proportion of non-identifications from lap 1 to lap 2. Importantly, a shift to a more lenient response bias increases the chances of each face in the lineup being identified; consequently, we expected an increase in both the proportion of suspect identifications and in filler identifications (as also found by Steblay, Dietrich, et al., 2011). We did not expect a second lap to improve discriminability (though see Carlson et al., 2008, for an argument that discrimination improves over the course of a sequential lineup).

From a policy perspective, the crucial question is this: How trustworthy are suspect identifications if laps are allowed versus disallowed? The most relevant statistic for policy makers and the courts (Aitken et al., 2011) is probative value (the ratio of correct to incorrect suspect identifications), which provides a measure of by how much one should adjust their belief in the guilt of the suspect, given that he was identified (Wells, 2014). Probative value is affected by both discriminability and response bias, such that it will generally increase as
discriminability increases but decrease as responding becomes more lenient (Wixted & Mickes, 2012). The interplay between discriminability and response bias makes it difficult to form firm predictions regarding probative value; however, based upon previous research (e.g., Steblay, Dietrich, et al., 2011), we expected that probative value would be similar or higher if a single lap was allowed than if two laps were allowed (i.e., we did not expect probative value to suffer as a consequence of allowing only one lap).

Our inclusion of a condition in which all participants were required to see two laps allowed us to examine whether any effects observed in the optional condition were merely a result of exposure to a second lap, or whether they were driven by the specific sub-group of witnesses who chose to see a second lap (see also Steblay, Dietrich, et al., 2011). The required condition would have included some participants who would have accepted and some who would have declined a second lap, had that lap been optional rather than mandatory. If mere exposure to a second lap causes participants to respond more leniently, we would expect to see effects of a similar magnitude in the required-second-lap group as in the accepted-second-lap group. Alternatively, if the effects were driven by those witnesses who choose to see a second lap, we would expect to observe effects of a similar magnitude in the required and optional conditions (assuming that a similar proportion of witnesses in the required condition would have chosen to see a second lap as in the optional condition).

**Method**

**Participants and Design**

Participants (N = 449) were recruited in public places around Adelaide, Australia. Participants not wearing their normal corrective eyewear were excluded (N = 39), as were 17 participants in the optional condition who cited lack of time as a reason for declining a second lap. The final sample included 393 participants with a mean age of 32.5 years (SD =
16.5 years; range 18 to 78; three participants did not disclose their age). The sample included 259 women (65.90%; two participants did not disclose their gender).

The experiment followed a 2 (Target presence: target-present vs. target-absent) × 2 (Lap condition: required vs. optional) design. The optional group included an additional non-manipulated variable, as witnesses could accept or decline the second lap. To ensure adequate numbers in each cell, approximately twice as many participants were allocated to the optional condition as to the required condition.

The dependent variables were: 1) decision type: Suspect identification (target-present only), filler identification, non-identification, and multiple identification. Note that, rather than applying an arbitrary rule to resolve multiple identifications, we chose to code them as a separate category of response; 2) signal detection estimates of discriminability ($d'$) and response bias ($c$); and 3) probative value (the ratio of correct suspect identifications to estimated incorrect suspect identifications).

**Materials**

Seven undergraduates (six female; six Caucasian, one Asian) volunteered as culprits for the study. A head-and-shoulders photograph of each culprit was taken several weeks prior to the start of data collection. The culprits were all instructed not to wear the same clothing during data collection that they were wearing in their lineup photographs.

Modal descriptions were generated for each culprit by combining the descriptions of three participants who had no further involvement in the study. These descriptions were then used to search several databases for potential fillers. The final selections of six fillers were based on visual similarity to the culprit.

Lineup fairness was assessed using the mock witness procedure (Doob & Kirshenbaum, 1973). Fifty participants who did not participate in the experiment completed the mock witness task. For each of the seven lineups, the participants read the modal
description and were presented with the target and six fillers on a computer screen. The participants were asked to select the best match to the description. The descriptions were quite detailed (e.g., “Caucasian female, late teens to early 20s, with long dark brown hair, light skin tone, square-shaped face, round nose, and dark eyebrows”). The order of the lineups was randomized for each participant, and the position of the suspects within the lineup was counterbalanced across targets. Across the seven targets, the mean Tredoux’s $E$ (Tredoux, 1998) was 3.00 ($SD = 1.24$), with a range from 1.76 to 4.93. Note that the level of detail included in our descriptions may have increased the rate at which the culprits were selected, reducing the $E$ estimates.

The images were cropped to 720 × 585 mm and printed onto laminated cards. Six of the lineups were printed in color; the remaining lineup was printed in grayscale because it proved impossible to find suitable fillers with a similar hair color.

**Procedure**

Potential participants were approached in public locations around Adelaide, Australia. Each participant provided informed consent before participating. The experimenter directed the participant’s attention to a designated location 10 m away. The culprit stepped into view for 10 s, before stepping back out of view. Demographic information was then collected, as well as information about normal or corrected vision.

The experimenter read aloud the following instructions to all participants:

“Remember the person I asked you to look at a few minutes ago? I have here a series of photos, which I am going to show you. These photos may or may not include the person you just saw. The photos are in no particular order. I will show you the photos one at a time. For each photo, please indicate whether that photo is of the person you just saw, by saying “yes” or “no”. Take as long as you need to view each photograph. Even if you identify someone, you will
still be shown all of the photos in the series. You’ll see a card that says “stop” when you have seen all of the photos.”

A second experimenter then held up a stack of cards (including the six lineup photographs, a “stop” card, and a number of blank cards) so that the participant could only see the top card. The order of the fillers was randomized for each participant, and the position of the target (in target-present lineups) was counterbalanced between positions 2 and 5.

After lap 1, participants in the required condition were told that they would need to see the lineup again. To minimize the possibility that the participants would infer that their first decision must have been incorrect, we informed them that all participants were required to see the lineup again. Specifically, the instructions were as follows:

“Now I would like you to look at the photos again. The photos are in the same order. Once again, I would like you to say “yes” if you think this is the person you saw, or “no” if you do not think it is the person you saw. Please note that all participants will be asked to view the photos twice – it does not mean that you got it wrong the first time.”

Participants in the optional condition were offered the chance to see the lineup again. Once again, to minimize the possibility that the participants would infer that their first decision was incorrect, they were told “We are offering everybody the chance to look at the photos once again. Would you like to see them once more?” Following a ‘yes’ response, the participant was told “Here are the photos again in the same order. Again, please say “yes” if you think this is the person you saw, or “no” if you do not think it is the person you saw”. The second lap followed the same procedure as the first lap.

After the final lap, confidence judgments were elicited, on a 0 to 100% scale. Choosers were asked how confident they were that they chose the correct photograph, and non-choosers were asked how confident they were that the person they saw was not in the
photographs. All two-lap participants were then asked to think back to their lap 1 decision, and to provide a confidence judgment for that decision. Finally, participants in the optional condition were asked why they did or did not choose to see a second lap. Responses to this question were recorded verbatim.

Maintaining experimenter blindness

We designed our protocol to ensure experimenter blindness concerning lap condition (until the end of lap 1), target-presence, and suspect position. The culprit consulted a condition allocation sheet then shuffled the six fillers; for target-present lineups, one filler was discarded at random and the culprit photograph was placed in position 2 or 5. The culprit added the “stop” and blank cards to the stack and placed the photographs into an envelope. The culprit then placed the appropriate response sheet onto a clipboard. Page 1 of the response sheet was identical for all participants. Thus, the experimenter was blind to the participant’s lap condition until the sheet was turned over after lap 1. Throughout the lineup, the two experimenters stood side by side. One experimenter held the photographs at chest height, away from the body, out of line of sight of both experimenters.

Results

Discriminability and response bias

Estimating $d'$ and $c$ values for eyewitness identification tasks is not straightforward. Eyewitness identification decisions are compound recognition decisions, and include two components: a detection component (equivalent to an old/new recognition decision) and an identification component (equivalent to a multiple-alternative forced-choice recognition decision). In a lineup response, the witness must consider whether the culprit is in the lineup somewhere (a detection decision) and, if so, which lineup member to choose (the identification component). As a result, methods for calculating $d'$ and $c$ for simple recognition decisions yield biased estimates of these parameters when applied to compound decisions (for
a more comprehensive discussion of this topic, see Palmer & Brewer, 2012, or Palmer, Brewer, & Weber, 2010).

To address this issue, we used a model designed to estimate discriminability and response bias in compound decision tasks: SDT-CD (Signal Detection Theory – Compound Decisions; Duncan, 2006; Palmer & Brewer, 2012; Palmer et al., 2010). This allowed us to estimate $d'$ and $c$ parameters for each condition. We also calculated 95% confidence intervals (CIs) around these $d'$ and $c$ values, using a jackknife procedure (Mosteller & Tukey, 1968; for examples, see, Koriat, Lichtenstein, & Fischhoff, 1980; Weber & Brewer, 2006). Details of model fitting using SDT-CD, and of the jackknife procedure used to generate 95% CIs, can be found in the Supplemental Material available online.

Table 1 shows the estimated discriminability and decision criterion parameters, with 95% CIs. To make inferential comparisons between these estimates, we used Cumming’s (2009) inference-by-eye method of calculating the proportion of overlap ($POL$) between the CIs. This method compares the lower arm of the CI of the highest mean with the upper arm of the CI of the lowest mean. If the $POL$ is less than .50, the difference is significant at $p < .05$. First, we compared discriminability between the groups. Discrimination was significantly poorer for participants who accepted a second lap ($1.07, [0.63, 1.51]$) than for participants who declined a second lap ($2.16 [1.67, 2.65]$), $POL = -0.16, p < .01$. The required group (1.61, [0.99, 2.23]) did not significantly differ from the accepted-second-lap group, $POL = 1.01, p > .20$, or the declined-second-lap group, $POL = 0.98, p > .10$.

Next, we examined changes in discriminability from lap 1 to lap 2 within the required-second-lap and accepted-second-lap groups. Because these parameters were based on paired data, we could not apply Cumming’s (2009) method of inferential comparison. Instead, we calculated the 95% CI of the difference between the lap 1 and lap 2 proportions, again using Mosteller and Tukey’s (1968) jackknifing method (see Supplemental Materials
for further details). If the CI of the difference excluded 0, we could conclude that the difference was statistically significant at \( p < .05 \). Discriminability did not significantly improve from lap 1 to lap 2, for either the accepted-second-lap participants (difference = 0.43, 95% CI [-0.06, 0.92]), or the required-second-lap participants (difference = 0.06, 95% CI [-0.49, 0.61]).

With respect to response bias (see lower half of Table 1), at lap 1, participants who accepted a second lap were more conservative (0.05, [-0.29, 0.39]) than participants who declined a second lap (-0.87, [-1.14, -0.60]), \( POL = -1.02, p < .001 \). The required-second-lap group (-0.43, [-0.76, -0.10]) did not significantly differ from the accepted-second-lap group, \( POL = 0.53, p > .05 \), or the declined-second-lap group, \( POL = 0.57, p > .05 \). The accepted-second-lap group became more lenient from lap 1 to lap 2 (difference = 0.99, 95% CI [0.66, 1.32]). The required-second-lap group also became more lenient from lap 1 to lap 2, though the effect was smaller (difference = 0.36, 95% CI [0.12, 0.60]).

The signal detection analyses indicated that the group of participants who chose to see a second lap were less able to discriminate between the target and fillers, and were more conservative responders, than the participants who declined to see the second lap. Participants who saw two laps became more lenient from lap 1 to lap 2, and this criterion shift was largest for the accepted-second lap group. This latter difference in effect size suggests that mere exposure to a second lap does not cause participants to become more lenient; rather, the effect is driven by those participants who choose to see (or who would have chosen to see) a second lap. There was no evidence that discriminability improved from lap 1 to lap 2.

**Lap 1 Responses**

Response data were analyzed using multilevel logistic regression (see Wright & London, 2009). We included culprit number as a random effect in all analyses, which allowed the intercepts to vary across the lineups (Horry, Palmer, et al., 2012). Suspect, filler, multiple,
and non-identifications were analyzed in separate regression models using the lme4 package for R (Bates, Maechler, & Bolker, 2011). We also analyzed target-present and target-absent lineups in separate models. As a measure of effect size, we report the risk ratio (RR), which can be expressed as \( P(\text{outcome in Condition A})/P(\text{outcome in Condition B}) \). An RR of 2, for example, indicates that outcome occurred twice as frequently in Condition A than in Condition B. The null value of the RR is 1; if the 95% Confidence Interval includes 1, one cannot conclude that the outcome probability differs across conditions. Risk ratios were calculated from the raw data. We calculated 95% CIs around the log-transformed RRs, which we then back-transformed for ease of interpretation (see formula provided by Tredoux, 1998).

We use the RR instead of the odds ratio due to its more intuitive interpretation (A’Court, Stevens, & Heneghan, 2012; Holcomb, Chaiworapongs, Luke, & Burgdorf, 2001).

Importantly, “risk ratio” is a statistical term for comparing the probability of an event in two conditions. Though common usage of the term “risk” would imply a negative event, this does not have to be the case. One can, for example, compute the risk ratio for correct identifications (a positive outcome), by dividing the probability of a correct identification in Condition A by the probability of a correct identification in Condition B. In such a case, a number significantly greater than 1 would indicate that the probability of a correct identification was higher in Condition A than in Condition B.

Table 2 shows lap 1 decision frequencies by target presence and lap condition. To ensure that experimenter blindness was successfully maintained, we compared lap 1 decisions for required participants and optional participants, regardless of the decision to accept or decline the second lap (Column 2 of Table 2). To do so, we compared a baseline regression model that included only the random effect of target with a model that included condition (required vs. optional). We created separate models for each decision outcome from target-present and target-absent lineups. In no case did adding condition to the model improve
model fit, indicating that the proportions of the various decisions were similar across the two conditions (maximum $\chi^2(1) = 0.47$, $p = .49$, $RR = 1.42$, 95% CI [0.52, 3.90]).

First, we asked whether lap 1 decisions differed between participants who later declined or accepted a second lap. The method of analysis was similar to that described above, only with group (accepted-second-lap, declined-second-lap, required-second-lap) as a predictor instead of condition. Looking first at target-present lineups, Table 2 shows that the proportion of correct identifications was higher for the declined-second-lap group than for the accepted-second-lap group, with the required-second-lap group falling in between. This observation was confirmed by a significant effect of participant group, $\chi^2(2, n = 222) = 19.77$, $p < .001$. The proportion of culprit identifications was higher for the declined-second-lap group than for the required-second-lap group, $z = 2.29$, $p = .02$, $RR = 1.47$, 95% CI [1.06, 2.03], and for the required-second-lap group than for the accepted-second-lap group, $z = 2.41$, $p = .02$, $RR = 1.90$, 95% CI [1.10, 3.28]. The proportion of non-identifications also differed significantly across the groups, $\chi^2(2, n = 222) = 8.07$, $p = .004$, being higher for the accepted-second-lap group than for the declined-second-lap group, $z = 2.80$, $p = .005$, $RR = 1.82$, 95% CI [1.19, 2.80]. Filler identifications were not significantly different across the groups, $\chi^2(2, n = 222) = 0.17$, $p = .92$, maximum $RR = 1.23$, 95% CI [0.46, 3.29]. However, there was a non-significant trend for multiple identifications, $\chi^2(2, n = 222) = 5.65$, $p = .06$, with a higher proportion of multiple identifications for the accepted-second-lap group than for the declined-second-lap group, $z = 2.18$, $p = .03$, $RR = 3.87$, 95% CI [1.11, 13.44].

For target-absent lineups, the proportion of non-identifications varied across the groups, $\chi^2(2, n = 171) = 6.25$, $p = .04$, with a higher proportion of non-identifications for the accepted-second-lap group than for the declined-second-lap group, $z = 2.41$, $p = .02$, $RR = 1.43$, 95% CI [1.06, 1.93]. The proportion of filler identifications, $\chi^2(2, n = 171) = 2.31$, $p = .31$, did not significantly vary across the groups (maximum $RR = 1.54$, 95% CI = 0.80, 2.96).
The difference in multiple identifications again did not reach statistical significance, χ² (2, n = 171) = 4.95, p = .06. Despite this marginal difference, none of the pairwise comparisons between the groups were statistically significant (maximum z = 1.50, p = .13, RR = 4.01, 95% CI [0.91, 17.67]).

Changes in response from lap 1 to lap 2

We approached response changes in two ways. First, we examined whether certain types of lap 1 decision were changed more frequently than others. Second, we compared the difference in the proportion of each decision type in lap 1 and lap 2. Only participants who saw two laps were included in these analyses (i.e., accepted-second-lap and required-second-lap participants).

First, we asked whether certain types of responses were more likely to be changed than others. We coded response change as a binary outcome variable (response changed vs. response not changed), which we predicted from group (accepted-second-lap vs. required-second-lap) and Lap-1-decision (suspect identification, filler identification, multiple identification, or non-identification) in two separate mixed-effects logistic regressions (one for target-present lineups and one for target-absent lineups, with culprit number as a random effect). As the Group × Lap-1-decision interaction was not statistically significant for either the target-present lineups, χ² (3, n = 150) = 0.79, p = .86, or the target-absent lineups, χ² (2, n = 116) = 2.52, p = .28, we examined the main effects independent of the interaction terms.

To assess the main effects, we used an approach analogous to the Type-II approach in ANOVA. Specifically, we examined the effect of each predictor after controlling for the main effects of the other predictors in the analysis. To accomplish this, we first created two models (one for target-present lineups and one for target-absent lineups) that included both predictors: Group and Lap-1-decision (model 1). The main effect of Group was then examined by comparing model 1 with a model that included only Lap-1-decision as a
predictor. For target-present lineups, the difference in model fit was significant, indicating a significant main effect of Group, \( \chi^2 (1, n = 150) = 4.51, p = .03, RR = 1.79, 95\% CI [1.21, 2.63] \). The accepted-second-lap group changed a higher proportion of their responses (54.84\%) than the required-second-lap group (30.68\%). For target-absent lineups, the difference in model fit was not statistically significant, \( \chi^2 (1, n = 116) = 2.61, p = .11, RR = 1.31, 95\% CI [0.86, 2.00] \).

The main effect of Lap-1-decision was then assessed by comparing the fit of model 1 with a model including only Group (model 3). For target-present lineups, the difference in model fit was significant, indicating a significant main effect of Lap-1-decision, \( \chi^2 (3, n = 150) = 24.50, p < .001 \). Table 3 shows the frequency with which responses were changed as a function of lap 1 decision, with unchanged responses printed in bold. As we were examining only the main effect of decision type, the frequencies in Table 3 are from both groups combined. For target-present lineups, the proportion of culprit identifications that were changed (14.29\%) was lower than the proportions of non-identifications (57.97\%), \( z = -4.28, p < .001, RR = 0.25, 95\% CI [0.11, 0.53] \) and multiple identifications (55.56\%), \( z = -3.05, p = .002, RR = 0.26, 95\% CI [0.11, 0.60] \) that were changed; the difference between culprit identifications and filler identifications was not significant, \( RR = 0.38, 95\% CI [0.13, 1.06] \). No other pairwise differences were statistically significant (maximum \( RR = 1.74, 95\% CI [0.83, 3.66] \)). For target-absent lineups, the change in model fit was not statistically significant, indicating that response changes were not significantly associated with lap 1 decision, \( \chi^2 (2, n = 116) = 4.94, p = .08 \) (maximum pairwise \( RR = 1.50, 95\% CI [0.63, 3.58] \)).

Our second approach was to compare the net change in response frequencies between lap 1 and lap 2. Because each participant contributed both a lap 1 and a lap 2 response, the lap 1 and lap 2 data were paired. To compare them, we calculated the 95\% CI around the difference between the lap 1 and lap 2 proportions. A difference was considered statistically
significant if the CI of the difference excluded 0. Table 4 shows the proportions of each decision type at lap 1 and at lap 2, along with the 95% CI of the difference. The right-hand column of Table 4 shows the overall changes in response, collapsed across participants who accepted a second lap and those who were required to see a second lap. For target-present lineups, the proportion of correct suspect identifications significantly increased from lap 1 to lap 2, 95% CI of the difference [.10, .26], $RR = 1.56^4$, and this difference was significant for both the accepted-second-lap group, 95% CI of the difference [.13, .42], $RR = 2.30$, and for the required-second-lap group, 95% CI of the difference [.02, .21], $RR = 1.28$. The proportion of target-present filler identifications also increased from lap 1 to lap 2, 95% CI of the difference [.02, .14], $RR = 1.80$; however, the increase was statistically significant for the accepted-second-lap group, 95% CI of the difference [.02, .27], $RR = 2.49$, but not for the required-second-lap group, 95% CI of the difference [-.02, .09], $RR = 1.33$. The proportion of non-identifications from target-present lineups decreased from lap 1 to lap 2, 95% CI of the difference [-.34, -.17], $RR = 0.46$, and the decrease was statistically significant for both the accepted-second-lap group, 95% CI of the difference [-.50, -.21], $RR = 0.34$, and for the required-second-lap group, 95% CI of the difference [-.28, -.08], $RR = 0.58$. The proportion of multiple identifications from target-present lineups did not significantly change from lap 1 to lap 2, 95% CI of the difference [-.07, .04], $RR = 0.89$.

For target-absent lineups, the proportion of filler identifications increased from lap 1 to lap 2, 95% CI of the difference [.04, .25], $RR = 1.55$. The increase in filler identifications was statistically significant for the accepted-second-lap group, 95% CI of the difference [.03, .37], $RR = 2.00$, but not for the required-second-lap group, 95% CI of the difference [-.02, .23], $RR = 1.34$. The proportion of non-identifications significantly decreased from lap 1 to lap 2, 95% CI of the difference [-.32, -.13], $RR = 0.67$, and this decrease was significant for both the accepted-second-lap group, 95% CI of the difference [-.45, -.13], $RR = 0.62$, and for
the required-second-lap group, 95% CI of the difference [-.29, -.07], RR = 0.71. Finally, there was a significant increase in multiple identifications from lap 1 to lap 2, 95% CI of the difference [.01, .15], RR = 2.30. However, the increase was not statistically significant for either group: accepted-second-lap, 95% CI of the difference [-.03, .19], RR = 2.98; declined-second-lap, 95% CI of the difference [-.01, .16], RR = 1.99.

**Comparing final decisions across groups**

Next, we examined differences in final decisions across the groups. The frequencies are shown in Table 5. Mixed-effect logistic regressions were run for each decision type, separately for target-present and target-absent lineups, with Group as the predictor variable. For target-present lineups, the proportion of filler identifications significantly varied across the groups, \( \chi^2 (1, n = 222) = 6.35, p = .04 \). The accepted-second-lap group identified a higher proportion of fillers than the declined-second-lap group, RR = 2.90, 95% CI [1.20, 7.03]. No other effects were significant for target-present lineups (maximum \( \chi^2 (1, n = 222) = 3.06, p = .22 \)). For target-absent lineups, the proportion of filler identifications did not significantly vary across the groups, \( \chi^2 (1, n = 171) = 2.21, p = .33 \) (the risk ratio for the accepted-second-lap group versus the declined-second-lap group was 1.32 (95% CI [0.79, 2.22])), and no other effects were significant, (maximum \( \chi^2 (1, n = 171) = 1.81, p = .40 \)).

**Differences between lineups**

Our seven lineups likely differed from each other in many ways, just as real police lineups would. Indeed, fairness as measured by Tredoux’s \( E \) varied considerably across our seven lineups. In the preceding analyses, we allowed the intercepts to vary across the seven lineups, accounting for baseline differences in decision outcomes across the lineups. However, within a mixed-effects model, we can also allow the slopes to vary across lineups. This relaxes the assumption that the size of any effect will be the same across all of the targets, but it does so at the expense of parsimony, as it adds degrees of freedom to the model.
To determine whether the magnitude of the effects observed here varied significantly across the lineups, we created an additional model for each of the analyses reported above, in which the slopes were allowed to vary. The fit of the random-slopes model was then compared to the fit of the corresponding random-intercepts model; a significant change in model fit would indicate that the main effect of interest varied in magnitude across the lineups. In no case did allowing the slopes to vary improve significantly the fit of the model (maximum $\chi^2 (5) = 8.67, p = .12$).

**Probative value and information gain**

With regards to lineup laps, there are (at least) two possible policies: allow all witnesses to see a second lap of the lineup (policy A) or constrain all witnesses to a single lap (policy B). From a policy maker’s perspective, it is necessary to know whether policies A and B produce differences in: 1) the proportion of correct identifications from target-present lineups; 2) the proportion of false identifications from target-absent lineups; and 3) the ratio of correct to false identifications. The data from our optional-second-lap condition can directly inform each of these considerations. We collapsed our data across the accepted-second-lap and declined-second-lap groups to compare the lap 1 decisions (i.e., what would have happened under policy B) and the final decisions (i.e., what would have happened under policy A) of all participants in the optional condition.

Because these data were paired (i.e., each participant provided both a first and final response), we could not compare them using conventional tests. Instead, we calculated the 95% CI of the difference; if the CI excluded 0, we could conclude that the difference was statistically significant. For target-present lineups, the proportion of correct identifications increased from 41% at first decision to 54% at final decision, 95% CI of difference [6%, 19%]; $RR = 1.32$. For target-absent lineups, the proportion of filler identifications increased from first decision (26%), to final decision (36%), 95% CI of the difference [2%, 18%]; $RR =$
1.38. Thus, allowing a second lap increased both the proportion of correct identifications and the proportion of target-absent filler identifications. Note that the CIs of the differences were almost entirely overlapping, suggesting that the effect size was similar for the two types of decision. Though not directly relevant to probative value, the proportion of target-present filler identifications also increased, from 9% at first decision to 16% at final decision, 95% CI of difference [1%, 12%]; $RR = 1.78$.

Dividing the proportion of correct identifications by the proportion of false identifications provides a measure of probative value. As we did not designate an innocent suspect, we divided the target-absent filler identification rate by six (the nominal size of the lineups) to create a proxy of false identifications. A probative value of 1 would indicate that the ratio of guilty to innocent identifications was equal, and suspect identifications were therefore uninformative. Probative value is asymmetric, as it can vary from 0 (with values between 0 and 1 indicating exonerating evidence) to infinity (with values greater than 1 indicating incriminating evidence). Shown in Table 6 is the proportion of correct identifications, the estimated proportion of false identifications, and the probative value estimates (with 95% CIs) for lap 1 and final decisions across the entire optional group. Using the formula suggested by Tredoux (1998), we compared the probative value of the lap 1 and final decisions. The difference was not statistically significant, $\chi^2(1) = 0.01, p > .90$.

Though probative value did not significantly differ for lap 1 and final responses across the optional group as a whole, the signal detection analyses showed that the accepted-second-lap group had poorer discrimination than the declined-second-lap group. An interesting question is whether an investigator could have used this information as a cue to accuracy. In other words, were the final decisions of participants who decline a second lap more probative than the final decisions of participants who accept a second lap? Probative value was estimated at 11.33, 95% CI [3.58 – 35.79], for the declined-second-lap group and
7.11, 95% CI [2.45 – 20.69], for the accepted-second-lap group. The difference between these estimates was not statistically significant, $\chi^2(1) = 0.34, p > .10$. Thus, lapping may not provide a reliable cue for assessing witness reliability.

**Discussion**

This study investigated the effect of a second sequential lineup lap on eyewitness identification accuracy. Participants were either required to see, or given the option to see, a second lap of the lineup. The group of participants who chose to see a second lap were less able to discriminate targets from fillers, and were more conservative responders at lap 1 than the group of participants who declined to see a second lap. However, from lap 1 to lap 2, these participants became more lenient in their responding. Non-identifications were frequently changed, leading to increases in both culprit identifications and filler identifications. The effect on probative value was minimal, as the proportional increases in correct and incorrect identifications were similar. Below we discuss how our results compare with those of Steblay, Dietrich, et al. (2011). We then discuss the potential causes of the sequential lap effect. Finally, we consider the policy implications of our findings.

In many ways, our results converge with those of Steblay, Dietrich, et al. (2011). For participants who chose a second lap, we found a significant increase in culprit identifications from lap 1 to lap 2, from 21% to 48%, producing a risk ratio of 2.31. Steblay, Dietrich, et al. (2011, Experiment 2) reported a similar increase, from 21% to 50%, which gives a risk ratio of 2.34. Of course, an increase in suspect identifications is only desirable if those suspect identifications are probative of guilt. Thus, one must also consider errors from target-absent lineups. For participants who chose a second lap, target-absent filler identifications increased from 20.4% to 40.8%, producing a risk ratio of 2.00. In Steblay, Dietrich, et al.’s Experiment 2, the comparable increase was from 52.9% to 88.2%, which gives a risk ratio of 1.67. Note
that, although the proportion of errors was much higher in Steblay, Dietrich, et al. than in our study, the effect sizes were quite similar.

Of course, not all incorrect choices from target-absent lineups will implicate the suspect. To estimate the increase in false identifications, we must rely on a proxy of false identifications – the proportion of filler identifications divided by the nominal size of the lineup. For those participants who chose a second lap, estimated false identifications in our study increased from 3% to 7%; in Steblay, Dietrich, et al., the comparable increase was from 8% to 15%. These estimates must be interpreted cautiously, as they assume that the lineups were completely unbiased, and that the suspect was no more or less likely to be chosen than any of the fillers. Consequently, these difference estimates will be conservative for lineups in which the innocent suspect is chosen more frequently than would be expected by chance, and they will be liberal for lineups in which the innocent suspect is chosen less frequently than would be expected by chance.

Our signal detection analyses were consistent with Steblay, Dietrich, et al.'s (2011) assertion that the sequential lap effect is best described as a criterion shift leading to an increase in choosing from lap 1 to lap 2. Furthermore, the group that accepted the second lap when it was optional, as a whole, had a more conservative response bias in lap 1 than the group that declined the second lap. Importantly, they were also less able to discriminate between the target and the fillers in lap 1, and this ability did not significantly improve from lap 1 to lap 2. The sequential lapping effect seems to be driven by a group of cautious witnesses, with relatively poor discrimination ability, who take the opportunity to adjust their response bias when it is offered. Importantly, a criterion shift does not guide the witness to any one lineup member. Rather, the odds that each face will be chosen increase, though the proportional increase in choosing for each face will depend upon the shape of and distance
between the underlying memorial distributions (Flowe & Bessemer, 2011). Thus, criterion shifts inevitably increase both correct and incorrect identifications.

The data from the *required-second-lap* group allowed us to ask whether the effects observed in the *accepted-second-lap* group resulted merely from exposure to a second lap, or whether they were related to the specific subset of witnesses who accepted a second lap. These possibilities are not straightforward to tease apart, as the required condition would have included some participants who would have accepted, and some who would have declined, a second lap. However, the first and final decisions of the optional and required groups were strikingly similar, and when we compared changes in response between the required and optional groups, we found similar effect sizes for all responses\(^6\). Furthermore, the criterion shift from lap 1 to lap 2 was larger for the *accepted-second-lap* group than for the *required-second-lap* group, with no overlap in the confidence intervals of the differences. These data strongly suggest that mere exposure to a second lap is neither harmful nor beneficial. Rather, the participants in the required condition who changed their responses were likely those participants who would have opted to see a second lap anyway, had the second lap been optional instead of mandatory.

Though the probative value of final suspect identifications was numerically higher for the *declined-second-lap* group than for the *accepted-second-lap* group, the difference was not statistically significant; in fact, to detect a significant difference given the effect size, an 11-fold increase in sample size would have been required (totalling 2,618 participants in the optional condition). Furthermore, by calculating probative value for lap 1 and lap 2 decisions, we can see that, if anything, probative value for the *accepted-second-lap* group increased from lap 1 (7.53) to lap 2 (12.84), though this difference is not likely to be statistically significant. We note that Steblay, Dietrich, et al. (2011) also documented a small increase in probative value from lap 1 (2.43) to lap 2 (3.40). These diagnosticity indices reflect the
observation that the proportional increase in correct identifications was slightly larger than the proportional increase in false identifications in both studies.

Policy implications

The sequential lineup is becoming increasingly common in the field (Smith & Cutler, 2013). When using the sequential procedure, policy makers and investigators must consider whether witnesses should be allowed to see a second lap. The sequential lap procedure appears to be the status quo, with all US jurisdictions that have introduced the sequential lineup allowing laps (Wells, 2014), and with procedures in the UK mandating second laps and allowing additional subsequent laps (see Horry, Memon, et al., 2012). To make an informed decision on the lapping issue, policy makers need to know how lapping affects correct identifications, errors, and the probative value of suspect identifications. The present study provides much needed empirical data on each of these points. Specifically, across multiple target persons, and with a large sample of the general public, we found that allowing additional laps: a) significantly increased correct identifications; b) significantly increased filler identifications from target-absent lineups; and c) had little effect on probative value. Though the sequential lap procedure had little effect on probative value, we draw the reader’s attention to the following points: 1) small increases in false identifications are not necessarily non-trivial; 2) there may be key moderator variables that could change the pattern of results from that observed here; and 3) despite the use of multiple target persons, these data represent a relatively small sample of lineups.

First, though the change in probative value observed here was not statistically significant, it would be premature to conclude that lapping does not affect the quality of the identification evidence. Even a small increase in false identifications could have potentially damaging consequences given the large numbers of identification parades that are conducted across the world. Furthermore, the impact of a small increase in false identifications will vary
hugely depending upon the base rates with which innocent suspects are placed in lineups (see Wells & Olson, 2002). To demonstrate the importance of base rates, we will draw an analogy with the medical screening literature.

Let us consider a hypothetical scenario in which we wished to screen for a particular disease. Two tests are available: Test A has a correct detection rate of 95% and a false detection rate of 0.1%; Test B has a higher correct detection rate of 99%, but it also has a higher false detection rate of 0.3%. Let us now assume that we screened two different populations, each consisting of 100,000 people. Population X has a high disease prevalence rate of 20%; Population Y has a much lower prevalence rate of 1%. Table 7 shows the number of correct diagnoses, the number of false diagnoses, and the probability of having the disease given a positive diagnosis. Within Population X, Test B produces an extra 800 correct diagnoses at a cost of 160 false diagnoses. An individual from this population who received a positive result would have a 99.58% likelihood of having the disease under Test A and a 98.80% likelihood of having the disease under Test B. Within Population Y, however, Test B produces only 40 extra correct diagnoses, but 198 extra false diagnoses. An individual from Population Y who received a positive result would have a 90.56% likelihood of having the disease under Test A but only a 76.92% likelihood of having the disease under Test B. Thus, the difference in posterior odds between Test A and Test B is markedly larger when the base rate of disease prevalence is lower.

Turning back to lineup identifications, the target-present base rate is analogous to the disease prevalence rate. As a hypothetical example, let us imagine two jurisdictions – one with a very high target-present base rate of 90% (Jurisdiction X), and one with a very low target-present base rate of 20% (Jurisdiction Y). If we ran 100,000 lineups in each of these jurisdictions, how many extra culprits would we catch, and how many innocent suspects would be implicated, under the lap procedure? Given our observed correct identification rates
(41% and 54% for no-lap and lap lineups, respectively) and false identification rates (4% and 6% for no-lap and lap lineups, respectively), we would catch 11,430 extra culprits at a cost of 160 false identifications in Jurisdiction X by allowing a second lap. In Jurisdiction Y, we would catch 2,540 extra culprits at a cost of 1,280 false identifications. Though the posterior odds change little whether lapping is allowed or disallowed (98.84% to 98.79% in Jurisdiction X; 70.44% to 69.47% in Jurisdiction Y), the cost in terms of numbers of falsely implicated suspects is influenced hugely by the base rate. This example is illustrative only.

We do not intend to imply that our observed data provide definitive estimates of the correct and false identification rates that would be observed in the real world. Our estimates are subject to sampling and measurement error, just as in every empirical study. However, no matter what numbers one plugs into the equation, the outcome would be the same: if one test produces a higher false alarm rate than another, the consequences of that increase will be larger as the target-present base rate decreases.

Our second point is that the sequential lapping effect may be moderated by a wide range of system and estimator variables (Wells, 1978). For example, conditions that reduce memory strength, such as long retention intervals (Sauer, Brewer, Zweck, & Weber, 2010), long viewing distances (Lindsay et al., 2008), and brief exposure durations (Palmer et al., 2013), could conceivably increase the effect of laps on false identifications. Non-blind lineup administration is one obvious example of a system variable that could moderate the lapping effect. For example, non-blind administrators might abuse the sequential lap procedure to encourage a witness to get the ‘right’ answer. The dangers of non-blind administration have been discussed in depth elsewhere (Clark, Brower, Rosenthal, Hicks, & Moreland, 2013; Wells & Bradfield, 1998; Wright, Carlucci, Evans, & Compo, 2010); suffice to say here that the lap procedure provides an additional route for undue influence. A full understanding of how the sequential lap effect operates, and of the impact it is likely to have in real
identifications, will require systematic investigation across a range of these forensically relevant variables.

Third, though we included multiple target persons (N = 7) in this study, our study nonetheless represents a small sample of the population of all potential targets (Wells & Windschitl, 1999). Lineups will vary greatly in a number of factors that are likely to influence witness decision-making, including: a) the similarity between the perpetrator’s appearance at the time of the crime and in the lineup photograph; b) the similarity between the culprit and the innocent suspect; c) the similarity between the culprit and the fillers; and d) the similarity between the innocent suspect and the fillers. Each of these factors could plausibly moderate the lapping effect. For example, an innocent suspect who bears a strong resemblance to the culprit and who stands out from the fillers may attract a large proportion of lap 2 decisions, thus creating a large effect of lapping on false identifications. Systematic study of these relationships would enable us to better predict when lapping may be beneficial and when it may be harmful, as well as improving our understanding of the cognitive processes that drive the effects.

One final point is that the lap procedure tested here and in previous research (e.g., Steblay, Dietrich, et al., 2011) is different to the one commonly used in the field, in which laps are permitted only if the witness initiates the request. The impact of a sequential lap effect in the field will obviously depend on how frequently witnesses make a request to view additional laps. It is difficult to know how often real witnesses make such a request. Wells et al. (in press) reported that 15.7% of their sequential lineup witnesses requested a second lap, whereas the comparable figure from Klobuchar et al. (2006) was 46.9%, at least for those lineups in which the details were appropriately recorded. From UK field data, Horry, Memon, et al. (2012) reported that 47.1% of their witnesses requested an additional lap, even after their mandatory second lap. To add a further complication, there are likely to be a host of
social factors (such as the perceived friendliness or authoritarianism of the lineup administrator) that influence a witness’s willingness to request a second lap, such that the proportion of witnesses who see extra laps may vary widely from jurisdiction to jurisdiction, and even within a single force. Perhaps, if only a small percentage of witnesses request additional laps, we have overestimated the impact of laps on real identifications. However, it is possible that witnesses who spontaneously initiate a request for an additional lap are those with the poorest memories, which may render any second-lap decisions particularly unreliable. The lapping-by-request procedure used in the field will likely prove very difficult to study in the laboratory, as the sample sizes needed to ensure an adequate number of two-lap participants would be very large. For now, we must acknowledge that this is a limitation with all of the extant research on lapping, including this study.

Conclusions

The sequential lap procedure produces a higher proportion of correct identifications than the no-lap procedure; however, it also produces a higher proportion of target-absent filler identifications. For policy makers, this research suggests that the sequential lap procedure will help to identify more offenders at the expense of identifying more innocent suspects. The impact of any change in false identifications will vary markedly with changes in target-present base rate, which policy makers should bear in mind when evaluating the sequential lap procedure. Future research should include a wide range of forensically relevant variables that may moderate the effect. The impact of similarity relationships between lineup members should also be tested, as the sequential lap effect may vary quite substantially over fluctuations in target-filler similarity, target-innocent suspect similarity, and innocent suspect-filler similarity.
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Footnotes

1We recorded confidence ratings retrospectively because we were faced with the possibility that asking for confidence judgments might influence participants’ decisions to accept or decline a second lap. However, these retrospective confidence judgments may differ from the judgments that would have been made at the time of the identification (see, for example, Brewer, Keast, & Rishworth, 2002). We did not report the confidence judgments here, because we were concerned about their validity. However, interested readers may contact the first author for further information.

2In the interests of brevity, we did not report these responses here. Please contact the first author directly for further information concerning these data.

3In the absence of significant interactions, the Type II approach is more powerful than the Type III approach, which controls for interactions and main effects.

4We could not calculate CIs around the risk ratios, as the data were paired rather than independent.

5An important caveat is that this formula is for independent samples comparisons, whereas the lap 1 and final probative values were paired. Consequently, this test is too conservative, and so it must be interpreted with caution. That said, the very small chi square value makes it unlikely that the difference would be significant even if we had been able to take the correlation between the lap 1 and final responses into account.

6Please contact the first author for full details of these comparisons.
**Table 1.**

*Signal detection estimates of discriminability ($d'$) and response bias ($c$) with 95% confidence intervals (CIs).*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Decision</th>
<th>Required group</th>
<th>Optional group (overall)</th>
<th>Accepted-second-lap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Estimate</td>
<td>95% CI</td>
<td>Estimate</td>
</tr>
<tr>
<td>$d'$</td>
<td>1</td>
<td>1.61</td>
<td>[0.99, 2.23]</td>
<td>1.69</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.65</td>
<td>[1.40, 1.90]</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>1.65</td>
<td>[1.40, 1.90]</td>
<td>1.80</td>
</tr>
<tr>
<td>$c$</td>
<td>1</td>
<td>-0.43</td>
<td>[-0.76, -0.10]</td>
<td>-0.44</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.93</td>
<td>[-1.18, -0.68]</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>-0.93</td>
<td>[-1.18, -0.68]</td>
<td>-0.89</td>
</tr>
</tbody>
</table>

Note: Est. = Estimate.
Table 2.

*Lap 1 responses by lap condition and target presence.*

<table>
<thead>
<tr>
<th>Response</th>
<th>Required condition</th>
<th>Optional condition</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Whole group</td>
<td>Whole group</td>
<td>accepted-</td>
<td>declined-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>second-lap</td>
<td>second-lap</td>
</tr>
<tr>
<td>Target-present</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suspect ID</td>
<td>39.8% (35)</td>
<td>41.1% (55)</td>
<td>21.0% (13)</td>
<td>58.3% (42)</td>
</tr>
<tr>
<td>Filler ID</td>
<td>10.2% (9)</td>
<td>9.0% (12)</td>
<td>9.7% (6)</td>
<td>8.3% (6)</td>
</tr>
<tr>
<td>Non-ID</td>
<td>40.9% (36)</td>
<td>40.3% (54)</td>
<td>53.2% (33)</td>
<td>29.2% (21)</td>
</tr>
<tr>
<td>Multiple ID</td>
<td>9.1% (8)</td>
<td>9.7% (13)</td>
<td>16.1% (10)</td>
<td>4.2% (3)</td>
</tr>
<tr>
<td>Condition $N$</td>
<td>88</td>
<td>134</td>
<td>62</td>
<td>72</td>
</tr>
<tr>
<td>Target-absent</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filler ID</td>
<td>31.3% (21)</td>
<td>26.0% (27)</td>
<td>20.4% (10)</td>
<td>30.9% (17)</td>
</tr>
<tr>
<td>Non-ID</td>
<td>61.2% (41)</td>
<td>63.5% (66)</td>
<td>75.5% (37)</td>
<td>52.7% (29)</td>
</tr>
<tr>
<td>Multiple ID</td>
<td>7.5% (5)</td>
<td>10.6% (11)</td>
<td>4.1% (2)</td>
<td>16.4% (9)</td>
</tr>
<tr>
<td>Condition $N$</td>
<td>67</td>
<td>104</td>
<td>49</td>
<td>55</td>
</tr>
</tbody>
</table>

*Note: ns are shown in parentheses. ID = identification.*
Table 3.

Lap 2 responses as a function of lap 1 response for accepted-second-lap and required-second-lap participants combined.

<table>
<thead>
<tr>
<th>Lap 2 Response</th>
<th>Lap 1 Response</th>
<th>Suspect ID</th>
<th>Filler ID</th>
<th>Non-ID</th>
<th>Multiple ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Target-present</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suspect ID</td>
<td>42</td>
<td>2</td>
<td>23</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Filler ID</td>
<td>2</td>
<td>10*</td>
<td>14</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Non-ID</td>
<td>1</td>
<td>1</td>
<td>29</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Multiple ID</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Target-absent</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filler ID</td>
<td>-</td>
<td>21†</td>
<td>24</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Non-ID</td>
<td>-</td>
<td>1</td>
<td>50</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Multiple ID</td>
<td>-</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

Note: Unchanged responses are shown in bold typeface. ID = identification.

*All of these 10 witnesses identified the same filler in lap 2 as in lap 1. †7 of these 21 witnesses identified a different foil in lap 2 than in lap 1.
**Table 4.**

*Comparison between Lap 1 and Lap 2 responses for accepted-second-lap and required-second-lap participants*

<table>
<thead>
<tr>
<th>Decision type</th>
<th>Required-second-lap</th>
<th>Accepted-second-lap</th>
<th>Target-present</th>
<th>Target-absent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lap 1</td>
<td>Lap 2</td>
<td>Difference [95% CI]</td>
<td>Lap 1</td>
</tr>
<tr>
<td>Suspect ID</td>
<td>39.8%</td>
<td>51.1%</td>
<td>.11 [.02, .21]</td>
<td>21.0%</td>
</tr>
<tr>
<td>Filler ID</td>
<td>10.2%</td>
<td>13.6%</td>
<td>.03 [-.02, .09]</td>
<td>9.7%</td>
</tr>
<tr>
<td>Non-ID</td>
<td>40.9%</td>
<td>23.9%</td>
<td>-.19 [-.28, -.08]</td>
<td>53.2%</td>
</tr>
<tr>
<td>Multiple ID</td>
<td>9.1%</td>
<td>11.4%</td>
<td>.02 [-.04, .09]</td>
<td>16.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20.4%</td>
</tr>
<tr>
<td>Filler ID</td>
<td>31.3%</td>
<td>41.8%</td>
<td>.10 [-.02, .23]</td>
<td>20.4%</td>
</tr>
<tr>
<td>Non-ID</td>
<td>61.2%</td>
<td>43.3%</td>
<td>-.18 [-.29, -.07]</td>
<td>75.5%</td>
</tr>
<tr>
<td>Multiple ID</td>
<td>7.5%</td>
<td>14.9%</td>
<td>.07 [-.01, .16]</td>
<td>4.1%</td>
</tr>
</tbody>
</table>
Table 5.

*Final responses by target presence and condition.*

<table>
<thead>
<tr>
<th>Response</th>
<th>Required Condition</th>
<th>Optional Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Target present</td>
<td></td>
</tr>
<tr>
<td>Suspect ID</td>
<td>51.1% (45)</td>
<td>48.4% (30)</td>
</tr>
<tr>
<td>Filler ID</td>
<td>13.6% (12)</td>
<td>24.2% (15)</td>
</tr>
<tr>
<td>No ID</td>
<td>23.9% (21)</td>
<td>17.7% (11)</td>
</tr>
<tr>
<td>Multiple ID</td>
<td>11.4% (10)</td>
<td>9.7% (6)</td>
</tr>
<tr>
<td>Total N</td>
<td>88</td>
<td>62</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>accepted-second-lap</th>
<th>declined-second-lap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suspect ID</td>
<td></td>
<td>48.4% (30)</td>
<td>58.3% (42)</td>
</tr>
<tr>
<td>Filler ID</td>
<td></td>
<td>24.2% (15)</td>
<td>8.3% (6)</td>
</tr>
<tr>
<td>No ID</td>
<td></td>
<td>17.7% (11)</td>
<td>29.2% (21)</td>
</tr>
<tr>
<td>Multiple ID</td>
<td></td>
<td>9.7% (6)</td>
<td>4.2% (3)</td>
</tr>
<tr>
<td>Total N</td>
<td></td>
<td>62</td>
<td>72</td>
</tr>
</tbody>
</table>

|             |                    | 40.8% (20)           | 30.9% (17)           |
| Filler ID   |                    |                      |                      |
| No ID       |                    | 46.9% (23)           | 52.7% (29)           |
| Multiple ID |                    | 12.2% (6)            | 16.4% (9)            |
| Total N     |                    | 49                   | 55                   |

*Note: ns are shown in parentheses.*
Table 6.

Correct identifications, estimated false identifications, and probative value (with 95% Confidence Intervals) of lap 1 and final decisions in the optional condition (collapsed across accepted-second-lap and declined-second-lap participants).

<table>
<thead>
<tr>
<th>Decision</th>
<th>Correct ID rate</th>
<th>False ID rate</th>
<th>Probative value</th>
<th>95% CIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lap 1</td>
<td>41.0%</td>
<td>4.3%</td>
<td>9.46</td>
<td>3.76 - 23.95</td>
</tr>
<tr>
<td>Final</td>
<td>53.7%</td>
<td>5.9%</td>
<td>9.06</td>
<td>4.15 - 19.80</td>
</tr>
</tbody>
</table>

95% CIs
Table 7.

_Hypothetical data from two medical screening tests (Tests A and B) in a high-prevalence population (Population A) and a low-prevalence population (Population B)._  

<table>
<thead>
<tr>
<th>Population</th>
<th>Test</th>
<th>N correct</th>
<th>N incorrect</th>
<th>Posterior odds</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>A</td>
<td>19,000</td>
<td>80</td>
<td>.996</td>
</tr>
<tr>
<td>X</td>
<td>B</td>
<td>19,800</td>
<td>240</td>
<td>.988</td>
</tr>
<tr>
<td>Y</td>
<td>A</td>
<td>950</td>
<td>99</td>
<td>.906</td>
</tr>
<tr>
<td>Y</td>
<td>B</td>
<td>990</td>
<td>297</td>
<td>.769</td>
</tr>
</tbody>
</table>

*Note:* Population X disease prevalence = 20%; Population Y disease prevalence = 1%. Test A correct detection rate = .95; Test A false detection rate = .001; Test B correct detection rate = .99; Test B false identification rate = .003.