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Abstract. Energy harvesting using cantilever piezoelectric vibration energy harvesters excited by Gaussian broadband random base excitation is considered. The optimal design and analysis of energy harvesters under random excitation is normally performed using the mean and standard deviation of a response quantity of interest, such as the voltage. An alternative approach based on the statistics of the peak voltage is developed in this paper. Three extreme response characteristics, namely (a) level crossing, (b) response peaks above certain level, and (c) fractional time spend above a certain level, have been employed. Two cases, namely the harvesting circuit with and without an inductor, have been considered. Exact closed-form expressions have been derived for number of level crossings, statistics of response peaks and fractional time spend above a certain level for the output voltage. It is shown that these quantities can be related to the standard deviation of the voltage and its derivative with respect to time. Direct numerical simulation has been used to validate the analytical expressions. Based on the analytical results, closed-form expressions for optimal system parameters have been proposed. Numerical examples are given to illustrate the applicability of the analytical results.
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1. Introduction

Scavenging of electrical energy from a vibrating piezoelectric device has received considerable attention in the last few years [1–3]. The use of these devices is crucial, particularly in applications where the deployment of batteries is often hampered by their limited lifespan, costly maintenance and complex recycling process. An example of the importance of these devices is in wildlife tracking technology in which replacing batteries is not only expensive and time consuming, also causes danger to the live-trapping of wild animals [4]. One of the main aspects in the design of an energy harvesting device is to ensure that it is tailored to the ambient energy available. There have been many potential applications for energy harvesting from broadband and random ambient excitation, for example aircraft noise. In this case, the harvester must be designed in a way that maximises the harvested energy from this form of excitation.

Harvesting energy from mechanical vibration sources can be achieved through piezoelectrics [5–7], ionic polymer metal composites (IPMCs) [8, 9], magnetostrictive materials [10], and shape memory alloys [11]. Piezoelectric materials have been generally demonstrated to offer great potential due to their reliable and efficient performance as well as their compatibility with established fabrication processing at macro-, micro-, and even nano-scales [12]. There is currently a large number of applications for vibrating piezoelectric devices, ranging from wireless sensors for human and structural health monitoring to portable and small electronics [13–17]. The two most common types of piezoelectric materials are piezoceramics and piezopolymers [18]. The electromechanical coupling constant of piezoceramics is large and therefore is very useful in providing high energy conversion rate. However, they are too brittle and therefore cannot be used for energy harvesting in the mechanical devices with large elastic deformations, e.g. flexible beams. On the contrary, piezopolymers are much more flexible, which make them more useful in energy harvesting from flexible devices, albeit they suffer from a lower electromechanical coupling constant.

The design and subsequent application of piezoelectric energy harvesters depends on the nature of the excitation. Physically, the ambient excitations fall into two broad categories, namely narrow band excitations or broadband excitations. Mathematically, these two types of excitation are modelled by deterministic and random processes respectively. Energy harvesting systems with deterministic excitations have been the subject of extensive research over the past decade. We refer to the book by Erturk and Inman [19] for comprehensive details. Early works on vibration energy harvesting due to random excitations [20–23] considered Gaussian broadband excitation of linear and nonlinear harvesters. Subsequently several publications [24–45] proposed analytical, numerical and optimisation approaches for energy harvesters with random excitations. Most of these works consider ensemble average properties of the quantity of interests, such as the voltage or harvested power. Although the ensemble average gives an overall quantitative description of the response quantity, by its very nature, it may mask some details of the response which may be obtained in the time-domain. Considering the voltage, which is a random process [46] due to random excitations, some questions of potential interest are:

- How many times the output voltage of an energy harvester crosses a certain threshold within a given time interval?
- Can we quantitatively describe the nature of the peak of the voltage?
For a given time interval, what is the percentage of time the output voltage would be above a certain level?

The answers to these questions could have a profound impact on the design of an energy harvester in the context of its intended application. For example, a priori knowledge of voltage peaks could safeguard associated electronic circuits. On the other hand, the knowledge of the percentage of time the output voltage remains above a certain level may lead to a superior utilisation of capacitors. If the answers to the above quantities are known, another intriguing possibility would be to optimise the system parameters so that the peak voltage satisfies certain design requirements. The incorporation of the consideration of ‘extreme values’ would result in an energy harvester which would be superior to what can be obtained by simply considering average properties, as mostly adopted in the literature.

This paper develops new approaches for the design and analysis of vibration energy harvesters based on different extreme value characterisations of the voltage response. The excitation of the system is assumed to be broadband Gaussian white noise. In Section 2, the single-degree-of-freedom electromechanical model is briefly reviewed and basic equations describing the system are described. The statistics of the peak response of the voltage random process is discussed in detail in Section 3. The number of crossings of the voltage above a certain level is derived in Subsection 3.1. In Subsection 3.2 the statistics of the peaks of the voltage are discussed. The fractional occupation time of the voltage above a critical level is explained in Subsection 3.3. Peak voltage statistics for systems without an inductor are derived in Section 4, while the same statistics for systems with an inductor are derived in Section 5. Closed-form expressions for the optimal parameters to maximise power for both cases are also derived. The analytical expressions derived in the paper are verified numerically in Section 6.

2. Single Degree of Freedom Electromechanical Model

Various types of piezoelectric harvesting devices are available, integrating stack or patch transducers. Often these can be represented mechanically as a single degree of freedom system, particularly when the excitation is bandlimited and the natural frequencies are well separated. A typical example is the beam type harvester shown in Figure 1, where the tip mass is used to increase the strain in the piezoelectric material and to increase the separation between the first and second natural frequencies. The two typical types of circuits, namely without and with an inductor, are shown in Figures 1(a) and 1(b) respectively. A more detailed model of the cantilever beam harvester, along with correction factors for a single degree of freedom model that accounts for distributed mass effects, was given by Erturk and Inman [47–50]. This enables the analysis described here to be used in a wide range of practical applications, providing that the broadband base acceleration does not excite higher vibration modes of the harvester. The single degree of freedom model could be extended to multi degree of freedom mechanical systems by using a modal decomposition of the response.

This paper only considers a linear model of the piezoelectric material, which allows the application of linear random vibration theory. Many practical energy harvesting devices have nonlinearities not only in the mechanical vibration, but also the circuits are nonlinear in nature [51–54]. The relaxation of the linearity assumption would require the use of non-linear random vibration theory which is not considered in this
initial work. Under certain restrictive assumptions [28], the equivalent linearisation approach can be adopted to exploit some of the results derived in this paper.

2.1. Circuit without an inductor

The coupled electromechanical behaviour of the energy harvester can be expressed (see, for example [22, 55]) by linear ordinary differential equations as

\[
\begin{align*}
\ddot{x}(t) + c\dot{x}(t) + kx(t) - \theta v(t) &= f_b(t) \\
C_p\ddot{v}(t) + \frac{1}{R_l}v(t) + \theta \dot{x}(t) &= 0
\end{align*}
\]

Equation (1) is simply Newton’s equation of motion for a single degree of freedom system, where \(t\) is the time, \(x(t)\) is the displacement of the mass, \(m\), \(c\) and \(k\) are respectively the modal mass, modal damping and modal stiffness of the harvester and \(x_b(t)\) is the random base excitation. In this paper we consider the base excitation to be a random process. The electrical load resistance is \(R_l\), \(\theta\) is the electromechanical coupling, and the mechanical force is modelled as proportional to the voltage across the piezoceramic, \(v(t)\). Equation (2) is obtained from the electrical circuit, where the voltage across the load resistance arises from the mechanical strain through the electromechanical coupling, \(\theta\), and the capacitance of the piezoceramic, \(C_p\). We refer to the book by Erturk and Inman [19] for further details on this model.

We assume that \(f_b(t)\) is a weakly stationary Gaussian random process [46]. Therefore, its autocorrelation function depends only on the difference in the time instants, and thus

\[
E[f_b(\tau_1)f_b(\tau_2)] = R_{f_b, f_b}(\tau_1 - \tau_2).
\]

This autocorrelation function can be expressed as the inverse Fourier transform of the
A constant spectral density $\Phi_{bfb}(\omega)$, which represents the case of white noise, is assumed in this paper. However, analytical results can be extended to the case when the base excitation is coloured Gaussian noise.

Transforming equations (1) and (2) into the frequency domain we obtain

$$
\begin{align*}
\begin{bmatrix}
-m\omega^2 + ci\omega + k + i\omega R b/	au_1 & -\theta/	au_1 \\
\omega C_p + 1/R_l & -\omega^2 \theta + \omega^2 C_p + i\omega 1/L
\end{bmatrix}
\begin{bmatrix}
X(\omega) \\
V(\omega)
\end{bmatrix}
&=
\begin{bmatrix}
F_b(\omega) \\
0
\end{bmatrix},
\end{align*}
$$

(6)

Hence the frequency domain description of the displacement and the voltage can be obtained by inverting the coefficient matrix as

$$
\begin{align*}
\left\{ X(\omega) \right\}
&= \frac{1}{\Delta_1(i\omega)} 
\left[ \begin{array}{cc}
\omega C_p + 1/R_l & -\theta/	au_1 \\
-i\omega \theta & -m\omega^2 + ci\omega + k
\end{array} \right]
\left\{ F_b(\omega) \right\},
\end{align*}
$$

(7)

where the determinant of the coefficient matrix is

$$
\Delta_1(i\omega) = mC_p(i\omega)^3 + (m/R_l + cC_p)(i\omega)^2 + (kC_p + \theta^2 + c/R_l)(i\omega) + k/R_l.
$$

(8)

In the time domain, equations (1) and (2) can be expressed in the state-space form as

$$
\frac{dz_1(t)}{dt} = A_1 z_1(t) + B_1 f_b(t)
$$

(9)

Here the state-vector $z$ and corresponding coefficient matrices are defined as

$$
\begin{align*}
&z_1(t) = \begin{bmatrix} x(t) \\ \dot{x}(t) \\ v(t) \end{bmatrix},
&A_1 = \begin{bmatrix} 0 & 1 & 0 \\ -k/m & -c/m & \theta/m \\ 0 & -\theta/C_p & -1/(C_p R_l) \end{bmatrix}, \text{ and } B_1 = \begin{bmatrix} 0 \\ 1/m \\ 0 \end{bmatrix}.
\end{align*}
$$

(10)

Equation (9) can be solved with suitable initial conditions and elements of the state-vector can be obtained. The interest of this paper is to analyse the nature of the voltage $v(t)$ when the forcing function is a random process.

2.2. Circuit with an inductor

For this case the electrical equation (see for example, [56]) becomes

$$
C_p \ddot{v}(t) + \frac{1}{R_l} \dot{v}(t) + \frac{1}{L} v(t) + \theta \ddot{x}(t) = 0
$$

(11)

where $L$ is the inductance of the circuit. The mechanical equation is the same as given in equation (1). Transforming equation (11) into the frequency domain one obtains

$$
-\omega^2 \theta X(\omega) + \left(-\omega^2 C_p + i\omega \frac{1}{R_l} + \frac{1}{L} \right) V(\omega) = 0
$$

(12)

Similar to equation (6), this equation can be written in matrix form with the equation of motion of the mechanical system as

$$
\begin{align*}
\left[ -m\omega^2 + ci\omega + k -\omega^2 \theta \\
-\omega^2 C_p + i\omega \frac{1}{R_l} + \frac{1}{L} \right]
\begin{bmatrix}
X(\omega) \\
V(\omega)
\end{bmatrix}
&=
\begin{bmatrix}
F_b(\omega) \\
0
\end{bmatrix}.
\end{align*}
$$

(13)
Inverting the coefficient matrix, the displacement and voltage in the frequency
domain can be obtained as

\[
\begin{bmatrix}
X(\omega) \\
V(\omega)
\end{bmatrix} = \frac{1}{\Delta_2} \begin{bmatrix}
-\omega^2 C_p + i\omega \frac{1}{R_l} + \frac{1}{\theta} \\
\omega^2 \theta + m\omega + c\omega + k
\end{bmatrix} \begin{bmatrix}
F_b \\
0
\end{bmatrix}
= \begin{bmatrix}
-\omega^2 C_p + i\omega \frac{1}{R_l} + \frac{1}{\theta} F_b / \Delta_2 \\
\omega^2 \theta F_b / \Delta_2
\end{bmatrix}
\] (14)

Here the determinant of the coefficient matrix is a fourth-order polynomial in \((i\omega)\) and
is given by

\[
\Delta_2(i\omega) = mC_p(i\omega)^4 + \left(\frac{cC_p R_l L + mL}{R_l L}\right)(i\omega)^3
+ \left(\frac{mR_l + cL + \delta^2 R_l L + kC_p R_l L}{R_l L}\right)(i\omega)^2
+ \left(\frac{(cR_l + kL)}{R_l L}\right)(i\omega) + \frac{k}{L}
\] (15)

In the time domain, equations (1) and (11) can be expressed in the state-space
form as

\[
\frac{dz_2(t)}{dt} = A_2 z_2(t) + B_2 f_b(t)
\] (16)

Here the state-vector \(z\) and corresponding coefficient matrices are defined as

\[
z_2(t) = \begin{bmatrix}
x(t) \\
x'(t) \\
v(t) \\
v'(t)
\end{bmatrix},
A_2 = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-k/m & -c/m & \theta/m & 0 \\
0 & 0 & 0 & 1 \\
\theta k/m C_p & \theta c/m C_p & \theta^2 / m C_p - 1/L C_p & -1/RC_p
\end{bmatrix}
\] and \(B_2 = \begin{bmatrix}
0 \\
1/m \\
0 \\
-\theta/m C_p
\end{bmatrix}
\] (17)

Equation (16) can be solved in a similar way as Equation (9). As before, we are
interested to analyse the nature of the voltage \(v(t)\) when the forcing function is a
random process.

3. Statistics of peak response of the voltage

We consider that the excitation force \(f_b(t)\) is a random process. It is assumed that \(f_b(t)\)
is a weakly stationary, Gaussian, broadband random process so that its autocorrelation
function is

\[
R_{f_b f_b}(\tau_1 - \tau_2) = S_0 \delta(\tau_1 - \tau_2)
\] (18)

Here \(\delta(\bullet)\) is the Dirac delta function and \(S_0\) is the strength of the random process.
Since the forcing \(f_b(t)\) is assumed to be a delta-correlated random process, according to
Eq. (3) the base excitation, \(x_b(t)\), is not a delta-correlated random process. However,
due to the linear relationship in Equation (3), the power-spectral density of the two
processes can be related easily.

Mechanical systems driven by this type of excitation have been discussed by Lin
[57], Nigam [58], Bolotin [59], Roberts and Spanos [60] and Newland [61] within the
scope of random vibration theory. To obtain the samples of the random response quantities such as the displacement of the mass $x(t)$ and the voltage $v(t)$, one needs to solve the coupled stochastic differential equations (1) and (2) or (1) and (11).

It is known that a linear dynamic system excited by a stationary, Gaussian random process will also result in a stationary, Gaussian random process with different spectral characteristics. Analytical results developed within the theory of random vibration allows us to obtain key properties of the peak values of the response process in closed-form. We are interested in the harvested power given by

$$ P(t) = \frac{v^2(t)}{R_l} \tag{19} $$

Although $v(t)$ is a stationary, Gaussian random process, $P(t)$ is in general a non-Gaussian random process due to the square operation as above. To understand the efficiency and long-term reliability of an energy harvester, it is necessary to quantify when the harvester power is above a certain critical level, say $P_c$. Mathematically, we want to obtain the statistical description of

$$ P(t) \geq P_c \tag{20} $$

In general, non-Gaussian processes such as $P(t)$ are difficult to deal with analytically. Therefore, this condition is expressed in terms of the voltage as

$$ v(t) \geq v_c \quad \text{or} \quad v(t) \leq -v_c \quad \text{where} \quad v_c = \sqrt{P_c R_l} \tag{21} $$

Since, in general, we consider random processes with zero mean, it is sufficient to investigate either of the above two conditions as statistically the peaks are symmetrically distributed about 0. Following Nigam [58], in the next subsections we discuss three main properties of the random process $v(t)$ related to the case $v(t) \geq v_c$.

3.1. Level crossing of the voltage

The voltage random process $v(t)$ is the third element of the random vector $z(t)$ in equation (9). Since $f_b(t)$ is a stationary, Gaussian random process and the system under consideration is linear in nature, $v(t)$ is also a stationary, Gaussian random process. Additionally, $v(t), t \in [0, T]$ for some $T$ is a continuous and differentiable function. A representative sample of the random process $v(t)$ is shown in figure 2. The up-crossing of level $v_c$ (with positive slope) and down-crossing of level $v_c$ (with negative slope) are marked in the figure. Peaks appearing above the level $v_c$ are also illustrated in figure 2.

The number of crossings of the level $v(t) = v_c$ within a time interval $T$ is a discrete random variable. We define a zero-one counting process $Y_c(t)$ as

$$ Y_c(t) = \begin{cases} 
0 & \text{if} \quad v(t) < v_c \\
1 & \text{if} \quad v(t) \geq v_c. 
\end{cases} \tag{22} $$

This can be defined in terms of unit step function $U(\bullet)$ as

$$ Y_c(t) = U (v(t) - v_c) \tag{23} $$
Figure 2. An example of up-crossings, down-crossings and peaks of the random voltage process \( v(t) \) above a level \( v_c \).

The random process \( Y_c(t) \) is effectively a counting functional which takes the values of 1 and 0 whenever the voltage \( v(t) \) is above or below the level \( v_c \). The slope of \( v(t) \) can be included by differentiating \( Y_c(t) \) with respect to time \( t \) as

\[
\dot{Y}_c(t) = \dot{v}(t) \delta(v(t) - v_c) = \mathcal{N}(v_c, t)
\]  

where \( \delta(\cdot) \) is the Dirac delta function. The random process \( \dot{Y}_c(t) \) is a crossing rate functional, that is, \( \mathcal{N}(v_c, t) \) representing an impulse every-time a crossing of level \( v_c \) occurs. The sign of the impulse clearly depends on the sign of \( \dot{v}(t) \). Suppose \( \mathcal{N}(v_c, T) \) is a counting process giving the total number of impulses in an interval \((t_0, t_0 + T]\) corresponding to both up and down crossings. Then

\[
\mathcal{N}(v_c; T) = \int_{t_0}^{t_0+T} \mathcal{N}(v_c, t) dt = \int_{t_0}^{t_0+T} |\dot{v}(t)| \delta(v(t) - v_c) dt
\]  

The average value of the number of crossings is then obtained by taking the mathematical expectation as

\[
\bar{N}(v_c; T) = \mathbb{E}[\mathcal{N}(v_c; T)] = \int_{t_0}^{t_0+T} \mathbb{E}[|\dot{v}(t)| \delta(v(t) - v_c)] dt
\]

Suppose \( p(v, \dot{v}, t) \) denotes the joint probability density function (pdf) of \( v(t) \) and \( \dot{v}(t) \). Using this, together with the definition of the expectation operator, the above integral
can be evaluated as
\[
N(v_c; T) = \int_0^{T+t_0} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\dot{v}(t)| \delta(v(t) - v_c) p(v, \dot{v}, t) dv d\dot{v} dt
\] (27)

\[
= \int_0^{T+t_0} \int_{-\infty}^{\infty} |\dot{v}(t)| p(v_c, \dot{v}, t) d\dot{v} dt
\]

\[
= \int_0^{T+t_0} N(v_c; t) dt
\]

where \(N(v_c; t)\) represents the total expected rate of crossings of level \(v_c\)

\[
N(v_c; t) = \int_{-\infty}^{\infty} |\dot{v}(t)| p(v_c, \dot{v}, t) d\dot{v} = N^+(v_c; t) + N^-(v_c; t)
\] (28)

Here \(N^+(v_c; t)\) and \(N^-(v_c; t)\) represent expected up and down crossing rate respectively and can be expressed by splitting the above integral as

\[
N^+(v_c; t) = \int_0^\infty \dot{v}(t) p(v_c, \dot{v}, t) d\dot{v}
\] (29)

and

\[
N^-(v_c; t) = -\int_{-\infty}^0 \dot{v}(t) p(v_c, \dot{v}, t) d\dot{v}
\]

The mathematical derivation so far is general in nature and does not depend on the assumptions of stationarity and Gaussianity of the random process \(v(t)\). Below we make use of the simplification that the voltage \(v(t)\) is a stationary Gaussian random process. It is well known [57, 58] that a stationary Gaussian random process and its derivative process are statistically independent. That is

\[
E[v(t)\dot{v}(t)] = 0
\] (30)

This allows the joint pdf \(p(v, \dot{v}, t)\) to be expressed as the product of two separate pdfs as \(p(v, \dot{v}, t) = p(v, t)p(\dot{v}, t)\). Assuming that the standard deviations of \(v(t)\) and \(\dot{v}(t)\) are \(\sigma_v\) and \(\sigma_{\dot{v}}\) respectively, the joint pdf can be expressed as

\[
p(v, \dot{v}) = \frac{1}{\sqrt{2\pi}\sigma_v} \exp\left(-\frac{v^2}{2\sigma_v^2}\right) \times \frac{1}{\sqrt{2\pi}\sigma_{\dot{v}}} \exp\left(-\frac{\dot{v}^2}{2\sigma_{\dot{v}}^2}\right)
\] (31)

\[
= \frac{1}{2\pi\sigma_v\sigma_{\dot{v}}} \exp\left\{-\left(\frac{v^2}{2\sigma_v^2} + \frac{\dot{v}^2}{2\sigma_{\dot{v}}^2}\right)\right\}
\]

Substituting this joint pdf into equation (29), the integrals can be evaluated in closed-form as

\[
N^+(v_c) = N^-(v_c) = p(v_c) \int_0^\infty \dot{v} p(\dot{v}) d\dot{v} = \frac{1}{2\pi} \frac{\sigma_v}{\sigma_{\dot{v}}} \exp\left(-\frac{v_c^2}{2\sigma_{\dot{v}}^2}\right)
\] (32)

This gives an explicit expression of the expected rate of crossing the level \(v(t) = v_c\). The rate of crossing zero can be obtained by substituting \(v_c = 0\) in the above expression to give

\[
N^+(0) = N^-(0) = \frac{\sigma_v}{2\pi \sigma_{\dot{v}}}
\] (33)

The crossing rate of the voltage only depends on the standard deviation of voltage and its derivative. In Subsection 3.4, the calculation of these quantities will be discussed.
3.2. Statistics of voltage peaks

The excitation $f_b(t)$ is assumed to be broadband excitation as it represents the most realistic ambient excitation. In contrast, the response quantities $x(t)$ and $v(t)$, and their derivatives are, in general, expected to be narrowband random processes with peaks around the deterministic resonance frequency of the system. For a narrowband stationary Gaussian random process, the expected number of peaks per unit time above the level $v(t) = v_c$ is equal to $N^+(v_c)$. A representative sample of the random process $v(t)$ and its peaks above the level $v_c$ is shown in figure 3. The total number of peaks per unit time is $N^+(0)$. Therefore, using the relative frequency definition of probability we have

$$E \left[ \frac{N^+(v_c)}{N^+(0)} \right] = \frac{E[N^+(v_c)]}{E[N^+(0)]} = \frac{N^+(v_c)}{N^+(0)}$$

(34)

Thus, from the definition of probability, it follows that

$$P \{ \text{occurrence of peaks above } v(t) = v_c \} = 1 - F_P(v_c) = \frac{N^+(v_c)}{N^+(0)}$$

(35)

where $F_P(v_c)$ is the probability distribution function of the peaks above $v(t) = v_c$. Hence, using equations (32) and (33), we obtain

$$F_P(v_c) = 1 - \frac{N^+(v_c)}{N^+(0)} = 1 - \exp \left( -\frac{v_c^2}{2\sigma_v^2} \right)$$

(36)
Differentiating with respect to $v_c$, we obtain the probability density function of the occurrence of the peaks as

$$p_P(v_c) = \frac{dF_P(v_c)}{dv_c} = \frac{v_c}{\sigma_v} \exp\left(-\frac{v_c^2}{2\sigma_v^2}\right)$$  \hspace{1cm} (37)

This implies that the distribution of peaks of the voltage follows a Rayleigh distribution \cite{62}. Expressing the level $v_c$ normalised with respect to the standard deviation as

$$v_c = \eta \sigma_v$$  \hspace{1cm} (38)

we have

$$p_P(\eta) = \frac{\eta}{\sigma_v} \exp\left(-\frac{\eta^2}{2}\right)$$  \hspace{1cm} (39)

In figure 4, this probability density function is shown for two representative values of the standard deviation of $v(t)$, namely $\sigma_v = 1$ and $\sigma_v = 1/2$. This result shows that the probability of very large and very small peaks in the voltage is small compared to ‘average’ peaks.

3.3. Fractional occupation time of the voltage above a critical level

The fractional occupation time is defined as the proportion of time spent by the random process $v(t)$ above a desired level $v_c$. The quantification of fractional occupation time would be useful to predict harvested power from energy harvesting
devices operating for long periods of time. It may be possible to optimise system parameters so that the fractional occupation time is maximised. A representative sample of the random process \( v(t) \) and the intervals of time spend above the level \( v_c \) is shown in figure 5. The fractional occupation time within an interval \( T \) is a random variable \( Z_{v_c}(T) \) whose value lies between 0 and 1. This can be expressed in terms of the zero-one process \( Y_c(t) \) defined in equation (23) as

\[
Z_{v_c}(T) = \frac{1}{T} \int_{t_0}^{t_0+T} Y_c(t) \, dt \tag{40}
\]

Here we are interested in the mean of this random variable, that is \( E[Z_{v_c}(T)] \). Using the definition of the expectation operator we have

\[
E[Z_{v_c}(T)] = \frac{1}{T} \int_{t_0}^{t_0+T} E[Y_c(t)] \, dt = \frac{1}{T} \int_{t_0}^{t_0+T} \int_{-\infty}^{\infty} U(v(t) - v_c) \, p(v,t) \, dv \, dt \tag{41}
\]

Since \( v(t) \) is a stationary Gaussian random process, the above integral can be evaluated as

\[
E[Z_{v_c}(T)] = \int_{v_c}^{\infty} p(v,t) \, dv = \int_{v_c}^{\infty} \frac{1}{\sqrt{2\pi\sigma_v}} \exp \left( -\frac{v^2}{2\sigma_v^2} \right) \, dv \tag{42}
\]

\[
= \frac{1}{2} \text{erfc} \left( \frac{v_c}{\sqrt{2\sigma_v}} \right)
\]
where \( \text{erfc}(\bullet) \) is the complimentary error function [63]. Equation (42) explicitly gives an expression of the average fractional occupation time of the voltage \( v(t) \) above the level \( v_c \). Using the normalised level in equation (38), the fractional occupational time can be obtained as

\[
E[Z_\eta] = \frac{1}{2}\text{erfc}\left(\frac{\eta}{\sqrt{2}}\right)
\] (43)

In figure 6, the fractional occupational time of the voltage \( v(t) \) above the normalised level \( \eta \) is shown. When \( \eta = 0 \), the random process \( v(t) \) spends half of the time above the zero level. The fractional occupational time reduces for increasing values of \( \eta \) as expected.

3.4. Calculation of standard deviations of voltage and its derivative

From the preceding sections it is clear that the standard deviation of the voltage and its derivative is necessary to obtain the crossing rate, peak statistics and the fractional occupational time. The analytical expressions given for these quantities are independent from the nature of the system (e.g., linearity). The system-specific aspect enters in this formulation through the standard deviation of the voltage and its derivative only. For a general nonlinear system, these functions can be obtained numerically. However, since a linear model is used in this study, we outline an approach to analytically obtain these quantities using the theory of random vibration. We adopt the technique developed by Roberts and Spanos [60], which was applied to the energy harvesting problem in [22].

As seen in Section 2, for a linear energy harvesting system, the voltage in the
frequency domain can be expressed in the form

\[ V(\omega) = H(\omega)F_b(\omega) \]  

(44)

It can be shown that [57, 58] the spectral density of \( V \) is related to the spectral density of \( F_b \) by

\[ \Phi V V(\omega) = H(\omega)H^*(\omega)\Phi_{f_b f_b}(\omega) = |H(\omega)|^2\Phi_{f_b f_b}(\omega). \]  

(45)

where \((\bullet)^*\) denote complex conjugation. Recall that the random process \( v(t) \) has zero mean. Therefore, in the steady-state (large \( t \)), we obtain

\[ \sigma_v^2 = E[v^2(t)] = R_{vv}(0) = \int_{-\infty}^{\infty} |H(\omega)|^2\Phi_{f_b f_b}(\omega) \, d\omega. \]  

(46)

In the frequency domain, the derivative process can be expressed as

\[ \dot{V}(\omega) = (i\omega)V(\omega) = (i\omega)H(\omega)F_b(\omega) \]  

(47)

Since \( \dot{v}(t) \) is also a zero-mean stationary Gaussian random process, its standard deviation can be obtained in a similar manner as

\[ \sigma_{\dot{v}}^2 = E[\dot{v}^2(t)] = \int_{-\infty}^{\infty} (i\omega)H(\omega)(i\omega)H(\omega)^* \Phi_{f_b f_b}(\omega) \, d\omega \]  

(48)

\[ = \int_{-\infty}^{\infty} \omega^2|H(\omega)|^2\Phi_{f_b f_b}(\omega) \, d\omega. \]

The expressions of \( \sigma_v \) and \( \sigma_{\dot{v}} \) are then substituted into the expressions derived in the previous three subsections.

The calculation of the integral on the right-hand side of equations (46) and (48) in general requires the calculation of integrals involving the ratio of polynomials of the following form

\[ I_n = \int_{-\infty}^{\infty} \frac{\Xi_n(\omega) \, d\omega}{\Lambda_n(i\omega)\Lambda_n^*(i\omega)} \]  

(49)

Here the polynomials are expressed as

\[ \Xi_n(\omega) = b_{n-1}\omega^{2n-2} + b_{n-2}\omega^{2n-4} + \cdots + b_0 \]  

(50)

\[ \Lambda_n(i\omega) = a_n(i\omega)^n + a_{n-1}(i\omega)^{n-1} + \cdots + a_0 \]  

(51)

Following Roberts and Spanos [60] this integral can be evaluated as

\[ I_n = \frac{\pi}{a_n} \frac{\det [N_n]}{\det [D_n]}. \]  

(52)

Here the \( n \times n \) matrices are defined as

\[
N_n = \begin{bmatrix}
    b_{n-1} & b_{n-2} & \cdots & 0 \\
    -a_n & a_{n-2} & a_{n-4} & \cdots & 0 \\
    0 & -a_n & a_{n-3} & \cdots & 0 \\
    0 & 0 & -a_n & a_{n-2} & \cdots & 0 \\
    0 & 0 & \cdots & -a_2 & a_0
\end{bmatrix}
\]  

(53)
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and

$$D_n = \begin{bmatrix}
  a_{n-1} & -a_{n-3} & a_{n-5} & -a_{n-7} \\
  -a_n & a_{n-2} & -a_{n-4} & a_{n-6} \\
  0 & -a_{n-1} & a_{n-3} & -a_{n-5} \\
  0 & a_n & -a_{n-2} & a_{n-4} \\
  0 & \cdots & \cdots & 0 \\
  0 & 0 & \cdots & -a_2 \\
\end{bmatrix}. \quad (54)$$

These expressions will be used for the two cases considered. We assume that the excitation $f_b(t)$ is Gaussian white noise so that its spectral density is constant with respect to frequency. But different spectral densities can be easily used within the scope of this formulation.

4. Peak Statistics for Systems without an Inductor

4.1. Derivation of the standard deviations of voltage and its derivative

From equation (7) we obtain the voltage in the frequency domain as

$$V(\omega) = H(\omega) F_b$$

where

$$H(\omega) = -i\omega \theta \Delta_1(i\omega) \quad (55)$$

Since the forcing function has constant spectral density we assume that

$$\Phi_{f_b f_b}(\omega) = S_0 \quad (56)$$

Therefore, the standard deviation of $v(t)$ can be obtained using equation (46) as

$$\sigma_v^2 = \int_{-\infty}^{\infty} |H(\omega)|^2 S_0 \, d\omega = S_0 \theta^2 \int_{-\infty}^{\infty} \frac{\omega^2}{\Delta_1(i\omega)\Delta_1^*(i\omega)} \, d\omega \quad (57)$$

From equation (8) one can observe that $\Delta_1(i\omega)$ is a third order polynomial in $(i\omega)$. Comparing the integral in equation (57) with the general integral in equation (49) we have

$$n = 3, b_2 = 0, b_1 = 1, b_0 = 0$$

and

$$a_3 = mC_p, a_2 = (m/R_l + cC_p), a_1 = (kC_p + \theta^2 + c/R_l), a_0 = k/R_l \quad (58)$$

Now using equation (52), the integral can be evaluated as

$$\int_{-\infty}^{\infty} \frac{\omega^2}{\Delta_1(i\omega)\Delta_1^*(i\omega)} \, d\omega = \frac{\pi}{a_3} \left| \begin{array}{ccc}
  b_2 & b_1 & b_0 \\
  -a_3 & a_1 & 0 \\
  0 & -a_2 & a_0 \\
\end{array} \right|$$

$$\left| \begin{array}{ccc}
  a_2 & -a_0 & 0 \\
  -a_3 & a_1 & 0 \\
  0 & -a_2 & a_0 \\
\end{array} \right| \quad (59)$$

$$= \frac{\pi}{mC_p} \left| \begin{array}{ccc}
  0 & 1 & 0 \\
  -mC_p & kC_p + \theta^2 + c/R_l & 0 \\
  0 & -m/R_l - cC_p & k/R_l \\
\end{array} \right|$$

$$= \frac{\pi}{mC_p} \left| \begin{array}{ccc}
  0 & 1 & 0 \\
  -mC_p & kC_p + \theta^2 + c/R_l & 0 \\
  0 & -m/R_l - cC_p & k/R_l \\
\end{array} \right|$$
From equation (57) we then obtain the standard deviation of the voltage due to white-
noise forcing as

$$
\sigma_v^2 = \frac{S_0 \theta^2 \pi R_l^2}{c C_p^2 R_l^2 k + (c R_l^2 \theta^2 + c^2 R_l) C_p + m \theta^2 R_l + mc}
$$

(60)

The standard deviation of the derivative of the voltage $\dot{v}(t)$ can be obtained using
equation (48) as

$$
\sigma_{\dot{v}}^2 = \int_{-\infty}^{\infty} \omega^2 |H(\omega)|^2 \Phi_{f_b f_b}(\omega) \, d\omega = S_0 \theta^2 \int_{-\infty}^{\infty} \frac{\omega^4}{\Delta^2(\omega) \Delta^2(\omega)} \, d\omega
$$

(61)

This can be evaluated as for the previous case with

$$
n = 3, b_2 = 1, b_1 = 0, b_0 = 0
$$

(62)

with the same $a_i$, for $i = 0, \ldots, 3$. Forming the $N_3$ and $D_3$ matrices, and taking the
ratio of the determinants of these matrices, following equation (52), we have

$$
\sigma_{\dot{v}}^2 = \frac{S_0 \theta^2 \pi}{\left(c C_p^2 R_l^2 k + (c R_l^2 \theta^2 + c^2 R_l) C_p + m \theta^2 R_l + mc\right) m C_p}
$$

(63)

4.2. Parameter optimisation

The aim of this section is to investigate if there are any sets of parameters which
maximise (a) the crossing rate of the voltage above the level $v_c$ and, (b) the fractional
occupational time above the level $v_c$. For a given vibration energy harvester, the mass
and stiffness are usually selected from general consideration. Additionally, damping
is generally kept as small as possible to maximise sustained vibration. Therefore,
$m, c, k$ are not considered as design parameters from the point of view of random
excitation. The aim is to find optimal parameter values, or parametric relationships,
for the resistance ($R_l$), electromechanical coupling ($\theta$), and capacitance ($C_p$).

Using the expressions of $\sigma_v$ and $\sigma_{\dot{v}}$ from equations (60) and (63), the zero crossing
rate given by (33) can be calculated as

$$
N^+(0) = N^-(0) = \frac{1}{2\pi} \frac{\sigma_{\dot{v}}}{\sigma_v} = \frac{1}{2\pi} \sqrt{\frac{k C_p R_l + \theta^2 R_l + c}{m C_p R_l}}
$$

(64)

Thus, the rate of zero crossing of the voltage can be obtained directly from the
harvester parameters. Parameter values can also be selected to set a desired zero
crossing rate.

Using the expressions of $\sigma_v$ in equation (60), together with the expression of $v_c$
in terms of desired power $P_c$ in equation (21), the expected rate of crossing can be
obtained from equation (32) as

$$
N^+(P_c) = N^-(P_c)
$$

$$
= \frac{1}{2\pi} \sqrt{\frac{k C_p R_l + \theta^2 R_l + c}{m C_p R_l}} \exp \left\{ \frac{P_c \left(c C_p^2 R_l^2 k + (c R_l^2 \theta^2 + c^2 R_l) C_p + m \theta^2 R_l + mc\right)}{2 R_l \theta^2 \pi S_0} \right\}
$$

(65)
This gives an explicit formula of the expected rate of crossing the level of harvested power $P_c$. We aim to find parameter relationship such that this rate of crossing of power level $P_c$ is maximised. Differentiating equation (65) with respect to the resistance $R_l$, setting the result to zero, and after some algebra, gives the necessary condition as

$$\left(-2C_p^2 P_c \theta^2 - C_p P_c \theta^4 - C_p^3 P_c k \theta^2\right) R_l^3 + \left(-C_p P_c \theta^2 c - C_p^2 P_c k c\right) R_l^2 + \left(-\pi \theta^2 S + m P_c k C_p + m P_c \theta^2\right) R_l + m P_c c = 0 \quad (66)$$

This cubic equation can be solved to obtain an optimal value of $R_l$. Since such analytical expressions are complex in nature, we make use of a simplification that the damping of the system is negligible. Therefore, substituting $c = 0$, we obtain an optimal value of the resistance as

$$R_{l,\text{opt}} = \sqrt{\frac{P_c C_p (m P_c (\theta^4 + k C_p) - \pi \theta^2 S_0)}{P_c^2 C_p (\theta^2 + k C_p)}} \quad (67)$$

Next we aim to maximise the average fractional occupation time of the voltage $v(t)$ above the level $v_c$ given in equation (42). As seen in figure 6, the complimentary error function is a monotonically decreasing function of its argument. Therefore, it is necessary to minimise the argument $\sqrt{\frac{v_c}{2\sigma_v}}$. The square of this expression can be obtained in terms of the power level $P_c$ as

$$P_c \left(c C_p^2 R_l^2 k + (c R_l^2 \theta^2 + c^2 R_l) C_p + m \theta^2 R_l + mc\right)$$

Differentiating this with respect to $R_l$ we obtain the necessary condition as

$$R_{l,\text{opt}} = \sqrt{\frac{m}{C_p (\theta^2 + k C_p)}} \quad (69)$$

This expression matches exactly with the results obtained in [22] for maximum power.

5. Peak Statistics for Systems with an Inductor

5.1. Derivation of the standard deviations of voltage and its derivative

From equation (14) we obtain the voltage in the frequency domain as

$$V(\omega) = H(\omega) F_b \quad \text{where} \quad H(\omega) = \omega^2 \theta / \Delta_2(\omega)$$

Recalling that the forcing function has a constant spectral density $S_0$, the standard deviation of $v(t)$ can be obtained using equation (46) as

$$\sigma_v^2 = \int_{-\infty}^{\infty} |H(\omega)|^2 S_0 \, d\omega = S_0 \theta^2 \int_{-\infty}^{\infty} \frac{\omega^4}{\Delta_2(\omega) \Delta_2^2(\omega)} \, d\omega \quad (71)$$

From equation (15) one can observe that $\Delta_2(\omega)$ is fourth-order polynomial in $(i \omega)$. Comparing the integral in equation (71) with the general integral in equation (49) we
have
\[ n = 4, b_3 = 0, b_2 = 1, b_1 = 0, b_0 = 0 \]
and
\[ a_0 = \frac{k}{L}, a_1 = \frac{(cR_l + kL)}{R_l L}, a_2 = \frac{(mR_l + cL + \theta^2 R_l L + kC_p R_l L)}{R_l L}, \]
\[ a_3 = \frac{(cC_p R_l L + mL)}{R_l L}, a_4 = mC_p. \]

Now using equation (52), the integral can be evaluated as
\[
\int_{-\infty}^{\infty} \frac{\omega^2}{\Delta_1(\omega) \Delta_1^*(\omega)} \, d\omega = \frac{\pi}{a_4} \begin{vmatrix}
  b_3 & b_2 & b_1 & 0 \\
  -a_4 & a_2 & -a_0 & 0 \\
  0 & -a_3 & a_1 & 0 \\
  0 & -a_4 & a_2 & a_0
\end{vmatrix}
\]

Thus, from equation (71), we obtain the standard deviation of the voltage due to
white-noise forcing as
\[
\sigma^2_v = \frac{S_0 \pi}{c^2 C_p R_l^3 \theta^2 L + (c^3 C_p L + c^2 C_p^2 k^2 L^2 - 2 mC_p c k L + cC_p \theta^2 L^2 k + m \theta^2 L c + m^2 c) R_l^2}
+ (c^2 C_p L^2 k + m^2 L + m^2 L^2 k) R_l + mC_p L^2 k
\]

The standard deviation of the derivative of the voltage \( \dot{v}(t) \) can be obtained using
equation (48) as
\[
\sigma^2 = \int_{-\infty}^{\infty} \omega^2 |H(\omega)|^2 \Phi_{x x}^2(\omega) \, d\omega = S_0 \theta^2 \int_{-\infty}^{\infty} \frac{\omega^6}{\Delta_2(\omega) \Delta_2^*(\omega)} \, d\omega
\]

This can be evaluated as for the previous case with
\[ n = 4, b_3 = 1, b_2 = 0, b_1 = 0, b_0 = 0 \]
with the same $a_i$, for $i = 0, \ldots, 3$. Forming the $N_4$ and $D_4$ matrices in equation (52) and taking the ratio of the determinants of these matrices we have

$$
\sigma_i^2 = \frac{S_0 \pi (\theta^2 L_c + mc) R_l^2 + (\theta^2 L_c^2 k + c^2 L + k^2 C_p L^2) R_l + c L^2 k) R_l}{c^2 C_p R_l \theta^2 L + (c^2 C_p L + c C_p \theta^2 L_c^2) R_l^2 - 2 m C_p k L + c C_p \theta^2 L_c^2 k + c L^2} \frac{R_l^2}{m C_p R_l (c R_l + k L) L}
$$

(77)

5.2. Parameter optimisation

Like the previous case, $m, c, k$ are considered as fixed parameters. The aim is to find optimal parameter values, or parametric relationships, for the resistance ($R_l$), electromechanical coupling ($\theta$), capacitance ($C_p$) and inductance ($L$). Using the expressions of $\sigma_v$ and $\sigma_e$ from equations (74) and (77), the zero crossing rate given by (33) can be calculated as

$$
N^+(0) = N^-(0) = \frac{1}{2 \pi} \frac{\sigma_v}{\sigma_e} = \frac{1}{2 \pi} \sqrt{\frac{(\theta^2 L_c + mc) R_l^2 + (\theta^2 L_c^2 k + c^2 L + k^2 C_p L^2) R_l + c L^2 k) R_l}{m C_p R_l (c R_l + k L) L}}
$$

(78)

Using this expression, the rate of zero crossing of the voltage can be obtained directly from the harvester parameters. Parameter values can also be selected to set a desired zero crossing rate.

Using the expressions of $\sigma_v$ in equation (74), together with the expression of $v_c$ in terms of desired power $P_c$ in equation (21), the expected rate of crossing can be obtained from equation (32). We aim to find parameter relationships such that the rate of crossing of power level $P_c$ is maximised. Differentiating the resulting expression from equation (32) with respect to the resistance $R_l$ and assuming no damping as before, after some algebra we obtain an optimal value of the resistance as

$$
R_{l_{opt}} = \sqrt{\frac{L^2 k(-\pi S_0 + m P_c \theta^2 + m P_c k C_p)}{C_p \left[3 L^2 P_c L^3 + (-2 m P_c k^2 L + 2 L^2 P_c \theta^2 k^2) C_p^2 + (-2 m P_c k L \theta^2 + \pi S_0 m + m^2 P_c k + L^2 P_c \theta^2) C_p - \pi S_0 m + m^2 P_c \theta^2\right]} + m C_p (\pi S_0 - 2 m P_c (\theta^2 + k C_p))}
$$

(79)

Maximising the crossing rate in (32) with respect to the inductance $L$ (assuming $c = 0$ again) we have the optimal value as

$$
L_{opt} = \frac{2 m (\pi S_0 - m P_c (\theta^2 + k C_p))}{k C_p (\pi S_0 - 2 m P_c (\theta^2 + k C_p))}
$$

(80)

Notice that this optimum inductance does not depend on the load resistance, and hence this optimum inductance may be used in equation (79) to optimise both the resistance and inductance.

Next we aim to maximise the average fractional occupation time of the voltage $v(t)$ above the level $v_c$ given in equation (42) by minimising $\frac{\sigma^2}{\sigma_e^2}$ as before. Assuming $c = 0$ again and differentiating the resulting expression with respect to $R_l$ we obtain

$$
R_{l_{opt}} = \sqrt{\frac{m k L^2}{m^2 + C_p L^2 k (\theta^2 + k C_p) - 2 m C_p k L}}
$$

(81)
This expression matches with the results obtained in [22] for maximum power. The above expression is only exact for the undamped case. For the general case when $c \neq 0$, the optimisation process can be carried out numerically. In that case, the optimal value would differ from equation (81). The effect of damping is further investigated numerically in the next section.

Differentiating $\frac{d^2v^2}{dt^2}$ with respect to the inductance $L$, we obtain

$$\left(2k^2mC_p + R_lC_p^2k^2\right)L^2 - 2kLm^2 - m^2R_lC = 0$$ (82)

The optimal value of $L$ is obtained from the only positive solution of this equation as

$$L_{opt} = \frac{m}{kC_p}$$ (83)

Again, notice that this optimum inductance does not depend on the load resistance.

6. Numerical Verification

The expression derived for the number of voltage level crossings and the fractional occupational time will now be verified using a numerical example. As part of this verification the statistics of the voltage for the particular system will also be simulated. The mechanical part of the example will be fixed, and is based on the experimentally verified harvester of [55]. The baseline electrical circuit properties, namely the capacitance of the piezoelectric patch and the electro-mechanical coupling, are also taken from this paper. Only the case without an inductor is considered here. The baseline values of the mechanical and electrical parameters are considered as

$$m = 9.12 \text{ g}$$
$$c = 0.218 \text{ Ns/m}$$
$$k = 4.10 \text{ kN/m}$$
$$\theta = -4.57 \text{ mN/V}$$
$$C_p = 43.0 \text{ pF}$$ (84)

Thus the natural frequency of the mechanical system (open circuit) is $\omega_n = 106.7 \text{ Hz}$. The optimum load resistance from equation (69) without an inductor is 32.8 kΩ, which will be used to determine suitable ranges of load resistance to simulate. For the value of the damping coefficient $c$ given in equation (84), the damping ratio is $\zeta = 1.78\%$. In the numerical calculations we consider two additional values of the damping factor, namely $\zeta = 0.178\%$ and $\zeta = 17.8\%$. These two cases correspond to 10 times less and 10 times more damping compared to the baseline model in equation (84).

Suppose we apply broadband white noise force excitation with amplitude 0.01 N, so that $\Phi_{f,b} = 10^{-4} \text{ N}^2$, with a bandwidth of 600 Hz. The choice of the bandwidth of the excitation is a trade off and depends on the rate at which the response quantities of interest decay with frequency. Of course the analytical results have been derived for an infinite bandwidth, and hence the accuracy of the numerical results will be reduced by a finite bandwidth. For practical considerations, the smallest bandwidth possible is preferred, since a large excitation bandwidth requires a small time increment and thus an increase in the simulation time. The total simulation time should be long to ensure that the frequency increment in the spectra is small, which will ensure the accuracy of the response statistics calculated by integration in the frequency domain. Various difficulties in the simulation of random signals are discussed in the Appendix, and in particular the relationship between time and frequency domains for simulated
Figure 7. The standard deviation of the voltage as a function of load resistance. The lines are the analytical expressions (Equation (60)) and the circles are the numerical simulations. The results for three different damping factors are shown.

systems excited by random forces, compared to the ideal random responses assumed in the analysis.

Figure 7 verifies the analytical expressions for the standard deviation of the voltage, where the response is simulated for 17.5s. The expected power is shown in figure 8 and confirms that the maximum power occurs at approximately 33kΩ. Lower damping values lead to higher standard deviation of the voltage and consequently higher expected power. A high value of the damping has the opposite effect. The accuracy of the analytical expressions is however independent of the damping values.

The standard deviation of the derivative of the voltage is shown in figure 9; clearly the accuracy of the numerical predications reduces for small values of load resistance. The reason is that the spectra of the derivative of voltage decreases as $1/\omega$, although the leading coefficient in the denominator is small for low resistance values. Since the analytical expressions were obtained for perfect white noise excitation (i.e. infinite bandwidth) this gives errors in the predicted standard deviation of the derivative of voltage. To demonstrate this clearly we can increase the bandwidth of the force and calculate the standard deviation, while keeping the simulation time (and hence the frequency resolution of the spectra) constant. The results are shown in figure 10 for a load resistance of 2kΩ and a damping ratio of 1.78%. Initially the simulated results converge towards the analytical result, but the character of the convergence changes at a bandwidth of 38.4 kHz. This change is due to spectrum of the derivative of voltage reaching the noise floor of the simulation due to the large number of sample points and the limited precision in the calculations due to the interpolation of the force. Additionally, the accuracy reduces significantly for high damping values in figure 9, because the higher damping ratio requires a higher bandwidth to capture the energy.
in the response. A damping factor of 17.8% is unusually high for a practical vibration energy harvester; this value is used simply to test the limit of accuracy of the analytical expressions derived in this paper.

Now consider the statistics of the voltage level crossings and the fractional occupational time. The load resistance is fixed at the optimum from equation (69) of 32.8 kΩ, which the simulations have shown to give the maximum power and an accurate estimate of voltage statistics with an excitation bandwidth of 600Hz. The voltage time signal is renormalised using Eq. (A.5) to ensure the variance in the time domain is identical to that predicted in the frequency domain. Figure 11 shows the rate that the voltage crosses the value $V_c$ and figure 12 shows the percentage of the voltage above $V_c$. In both cases the quantities are calculated from the computed response $V(t)$ and also by the analytical expressions derived in the paper. The figures clearly verify the accuracy of the analytical expressions.

7. Conclusions

Piezoelectric vibration energy harvesting under broadband random excitation is considered. A cantilever beam with PZT layers and a tip mass subjected to a base excitation is studied. Two cases, namely the harvesting circuit with and without an inductor, have been considered. The electromechanical model for both the cases are in general expressed by coupled second-order differential equations. When the base excitation to the system in considered to be a Gaussian random process, the output quantities such as displacement, velocity and voltage also become a Gaussian random
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Figure 9. The standard deviation of the derivative of voltage as a function of load resistance for three different damping factors. The lines are the analytical expressions (Equation (63)) and the circles are the numerical simulations. The results for three different damping factors are shown.

process as the system is linear. Unlike conventional analysis and design where mainly the mean of the harvested power is considered, here we propose to utilise extreme values of the voltage response. This paper focuses on three key characteristics of the voltage response, namely (a) the number of level crossing, (b) the statistics of the response peaks above a certain level, and (c) the fractional occupational time. Exact closed-form analytical expressions describing these three characteristics have been derived for the voltage output for the two cases of energy harvesting circuits. This has been achieved by the amalgamation of linear random vibration theory and the electromechanical system models. Assuming the mass, damping and stiffness of the harvester as fixed parameters, optimal values of the resistance, electromechanical coupling, capacitance and inductance (where applicable) are obtained in closed-form. These optimal parameters maximise (a) the crossing rate of the voltage above a critical level and, (b) the fractional occupational time above a critical level, which in turn would maximise the harvested power.

The analytical results are validated using direct numerical simulation of the underlying time-series describing the input random excitation. Excellent agreement between the closed-form analytical results and simulation results have been observed for all three characteristics of the voltage response. Standard deviations of the voltage and its time-derivative play a crucial role in the derivation of the response characteristics. Analytical expressions describing these standard deviations match very well with simulation results for different values of the resistance.

This paper gives the basic mathematical framework for the design of vibration energy harvesters incorporating extreme response statistics. Future work should
Figure 10. The standard deviation of the derivative of voltage as a function of excitation bandwidth for $R_l = 2k\Omega$ and $\zeta = 1.78\%$. The dashed line is the analytical expression.

Figure 11. The rate that the voltage crosses the value $V_c$. The circles are the direct calculations from the voltage time series and the solid line are the estimates from the variance of $V$ and $\dot{V}$ given by equation (32).
consider direct practical applications of the analytical expressions. Potential benefits arising from the design of vibration energy harvesters with extreme response considerations should be explored further with suitable case studies.
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Figure 12. The percentage of the voltage above the value $V_c$. The circles are the direct calculation from the voltage time series and the solid line are the estimates from the variance of $V$ and $\dot{V}$ given by equation (43). $\eta = V_c/\sigma_V$. 
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Appendix A. Simulation of Random Signals

The verification of the analytical expressions requires the simulation of an energy harvester excited by a white noise excitation force. This section gives further details on the approach adopted for the simulation of random input signals. The excitation is assumed to have zero mean, and hence the response (both displacement and voltage) will also be zero mean. The variance of the voltage (for example) is then just the
expected value of $V^2$. We can calculate this expected value in the time domain or the
frequency domain, since

$$E[V^2] = \int_{-\infty}^{\infty} S_{VV} d\omega = \int_{-\infty}^{\infty} |H(\omega)|^2 S_{ff} d\omega \quad (A.1)$$

where $S_{VV}$ and $S_{ff}$ are the spectral density of the voltage and force respectively and $H(\omega)$ is the frequency response function of the voltage.

There are a number of practical difficulties associated with calculating the variance, since our simulations require a finite simulation time and sample rate. A pure white noise excitation is not practical since the excitation at high frequencies requires a very short time increment. However the force is filtered by the resonance of the mechanical system and the voltage decays as $1/\omega^2$. Clearly from the calculation of variance in the frequency domain the contribution of high frequencies to the calculation of the variance of the voltage is small. Hence we can simulate a band-limited force.

In fact the situation is worse for low load resistance, because the cubic term in the denominator of $H(\omega)$ is very small, which means that the frequency where the decay in $H(\omega)$ starts to behave as $1/\omega$ is much higher. Hence the bandwidth required is much higher.

The random force is simulated as an initial step, rather than at each iteration of the time integration. Time integration, such as the Runge-Kutta fourth order method used here, requires that the force is interrogated a number of times during each iteration. If each of these evaluations were completely random then the force would be inconsistent in time. The approach adopted here is to generate a band-limited force signal at a number of time samples and then interpolate intermediate values as necessary. The interpolation means that the sample rate must be significantly higher than force bandwidth, and a ratio of 100 is used in the simulations here. Note that the interpolation does introduce errors in the simulation that resembles high frequency noise.

The other issue is linked to how the random force is simulated, which is related to the maximum simulated time, which determines the frequency increment in the FFT. One approach to generate the force is to low pass filter a random signal; however the low pass filters will not give a perfect spectrum, both because of the filter characteristics, and the random nature of the initial signal generation. The alternative used here is to recognise that the simulation time determines the periodicity of the simulated signal. Hence a Fourier series may be used, where the amplitude of each frequency component is constant for white noise but the phase is random. The force is given by

$$f(t) = \sum_{k=0}^{n} \sqrt{S_{ff}} \cos(k \Delta \omega t + \phi_k) \quad (A.2)$$

where $\phi_k$ is the random phase and $\Delta \omega = 2\pi/T$ is the frequency resolution, where $T$ is the simulation time. This gives a band limited flat spectrum in the frequency domain, where $n \Delta \omega$ is the bandwidth. This approach will give a good estimate of the response in the frequency domain, but will give a poor estimate of the statistics in the time domain.

There is an important distinction between the time and frequency domains, particularly for perfect white noise signals. Ideal noise signals have infinite length.
and hence are not periodic and the transformation from the time to frequency domain requires the Fourier transform. In contrast, the signals used for the simulation are periodic, which leads to an inconsistency because the Fourier transform of a periodic signal is not defined. However a relationship between the statistics in the time and frequency domains may be derived. Consider the statistics of the force, where the mean force is assumed to be zero. In the time domain the variance is

\[
\sigma^2_{f,t} = \sum_{k=0}^{n} \mathbb{E} \left[ S_{ff} \cos^2(k\Delta\omega t + \phi_k) \right] = \sum_{k=0}^{n} S_{ff} \mathbb{E} \left[ \frac{1}{2} + \frac{1}{2} \cos(2k\Delta\omega t + 2\phi_k) \right] = \frac{nS_{ff}}{2} \tag{A.3}
\]

However in the frequency domain

\[
\sigma^2_{f,\omega} = \int_{-\infty}^{\infty} S_{ff} d\omega = \int_{-n\Delta\omega}^{n\Delta\omega} S_{ff} d\omega = 2nS_{ff}\Delta\omega \tag{A.4}
\]

Hence, eliminating \(S_{ff}\),

\[
\sigma^2_{f,\omega} = 4\Delta\omega \sigma^2_{f,t} = \frac{8\pi}{T} \sigma^2_{f,t} \tag{A.5}
\]

The constant \(\frac{8\pi}{T}\) is accurately reflected in the simulations, both for the force and the response. Typically the simulations will calculate the statistics in the frequency domain, whereas the analytical expressions effectively use the statistics in the time domain; equation (A.5) allows these two approaches to be compared.