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Using high resolution LiDAR data and a flux footprint parameterization to scale evapotranspiration estimates to lower pixel resolutions

Research Paper

Sutherland, G.¹, L. E. Chasmer², N. Kljun³, K. J. Devito⁴, and R. M. Petrone¹,*

¹Department of Geography and Environmental Management, University of Waterloo, Waterloo, Ontario, Canada
²Department of Geography, University of Lethbridge, Lethbridge Alberta Canada
³Department of Geography, Swansea University, Swansea, United Kingdom
⁴Department of Biological Sciences, University of Alberta, Edmonton, Alberta, Canada

*Corresponding Author (rpetrone@uwaterloo.ca)

Author Contact Information

Mr. George Sutherland
Department of Geography and Environmental Management, University of Waterloo, 200 University Ave. W, Waterloo, Ontario, Canada, Tel: 519-888-4567x39185, george.sutherland@uwaterloo.ca

Dr. Laura. E. Chasmer
Department of Geography, University of Lethbridge, 4401 University Dr., Lethbridge AB, Canada, Tel: (403) 332-2016, laura.chasmer@uleth.ca

Dr. Natascha Kljun
Department of Geography, Swansea University, Swansea, United Kingdom, Tel:+44 1792 602801, n.kljun@swansea.ac.uk

Dr. Kevin Devito
Department of Biological Sciences, University of Alberta, 116 St. and 85 Ave., Edmonton, AB, Canada, Tel: 780-492-9387, kdevito@ualberta.ca

*Dr. Richard M. Petrone
Department of Geography and Environmental Management, University of Waterloo, 200 University Ave. W, Waterloo, Ontario, Canada, Tel: 519-888-4567x39175, rich.petrone@uwaterloo.ca
Abstract
Over the last several decades the hydrologically sensitive Boreal Plains ecoregion of Western Canada has experienced significant warming and drying. To better predict implications of land cover changes on evapotranspiration (ET) and future water resources in this region we used high resolution light detection and ranging and energy balance data to spatially parameterise the Penman-Monteith ET model. Within a 5 km x 5 km area of peatland ecosystems, riparian boundaries, and upland mixedwood forests, the influence of land cover heterogeneity on the accuracy of modelled ET is examined at pixel sizes of 1, 10, 25, 250, 500 and 1000 m, representing resolutions common to popular satellite products (SPOT, Landsat and MODIS). Modelled ET was compared with tower-based eddy covariance measurements using a weighted flux footprint model. Errors range from 10% to 36% of measured fluxes and results indicate that sensors with small pixel sizes (1 m) offer significantly better accuracy in large heterogeneous flux footprints, while a wider range of pixel sizes (<25 m) can be suitably applied to smaller homogeneous footprints. Mid (250 m) and coarse (>500 m) pixel sizes offered significantly less accuracy, although changes in pixel size within this range offered comparable results.

Key words: Evapotranspiration modelling; evapotranspiration scaling; LiDAR, eddy covariance; vegetation structure; Boreal.

Introduction
Climate warming is expected to have a disproportionately large impact on Canada's high latitude regions and to alter precipitation (P) and evapotranspiration (ET) patterns in Boreal Canada (IPCC, 2007). Western Canada's Boreal Plains ecozone covers approximately 629,527 km² (National Forest Inventory, 2006) and is a hydrologically sensitive region where potential ET (PET) generally exceeds P on an annual basis, creating persistent water-deficit conditions that are interrupted by infrequent wet years occurring on a 10-15 year cycle (Devito et al., 2005a). Consequently, ET is commonly the largest component of the surface energy and water budgets during the growing season in high latitude regions (Comer et al., 2000; Cleugh et al., 2007; Raddatz et al., 2009). Therefore, an accurate understanding of ET and its driving processes is essential for characterizing water partitioning and atmospheric losses from the water balance, especially as the climate in this region continues to warm and become drier.
However, accurately assessing ET at the scales of interest to water managers is difficult due to the heterogeneous nature of this region (Ferone and Devito, 2004; Smerdon et al., 2005), the fragmented and changing land cover due to resource extraction (Lee and Boutin, 2006; Turetsky and St. Louis, 2006; Graf, 2009), and accessibility issues in largely remote locations. As a result, traditional point-scale or tower-based measurements of cumulative energy and water flux data are sparse and difficult to spatially extrapolate (Næsset and Økland, 2002; Loheide and Gorelick, 2005; Coops et al., 2007). Remote sensing offers the ability to collect information on ecosystems of interest over a variety of spatial and temporal resolutions, and has provided a platform from which point and tower data can be scaled to landscapes or regions of interest to resource managers.

Modern methods linking remote sensing with energy and water balance data take the form of surface energy balance methods, which rely on radiated thermal measurements to infer surface temperature and available energy, from which ET can be estimated as a residual (Bastiaanssen et al., 1998; Su, et al., 2002; Caparrini et al., 2003; Kustas et al., 2003; Jiang and Islam, 2006). Several popular remote sensing energy balance models that have emerged include SEBS (Su, 2002), S-SEBI (Roerink et al., 2000), SEBAL (Bastiaanssen, 1998; Ruhoff et al., 2012) and METRIC (Allen et al., 2007). Such methods are useful as they measure physical radiative properties of a surface that are directly related to ET (Overgaard et al., 2006). However, errors associated with energy balance methods can originate from small inaccuracies in measurement of surface temperature that propagate to larger errors in the estimation of turbulent fluxes (Cleugh et al., 2007).

The Penman-Monteith (PM) equation (Monteith, 1965) has also been successfully used to estimate ET across a variety of climates and land covers (Allen, 1998; Ventura 1999; Chen et al.,
2005b; Cleugh et al., 2007; Armstrong et al., 2008; Leuning et al., 2008). In the context of land surface models (LSM) the PM model is often driven using energy balance and stomatal resistance datasets, which provide temporal variability of surface conditions, while remote sensing data products provide a platform to scale the model to land cover types based on average leaf area index per land cover type or per pixel (Leuning et al., 2008; Sutherland et al., 2014).

Additionally, spectral vegetation index (SVI) methods indirectly estimate ET as a function of vegetation distribution and reflectance parameters (Running and Nemani, 1988; Kite and Spence, 1995; Chen and Cihlar, 1996; Jiang and Islam, 1999; Haboudane et al., 2004; Wang et al., 2005; Pisek et al., 2011), and thus leaf area index (LAI) is the primary measure of green vegetation in SVIs that estimate ET (Wang et al., 2005). However, SVIs have been shown to saturate beyond certain LAI thresholds (Haboudane et al., 2004; Wang et al., 2005; Wu et al., 2008). Additionally, spectral reflectance values given off by understory vegetation and soil surfaces are known to introduce significant background noise in mixed pixels (Chen and Cihlar, 1996; Lim et al., 2003; Parker et al., 2001).

Both energy balance and SVI methods have been applied to many different regions and have shown promising results in most cases. There are however, several drawbacks common to both methods, particularly within heterogeneous environments: 1) Coarse resolutions can lead to landscape heterogeneity not being resolved within mixed pixels (Moran and Jackson, 1991; Hudak et al., 2002; Kustas et al., 2004; Nagler et al., 2005; McCabe and Wood, 2006; Anderson et al., 2012); 2) passive remote sensors saturate at high levels of LAI (Lüdeke et al. 1991; Haboudane et al., 2004; Wu et al., 2008) and therefore underestimate ET when applied to multi-layer, densely foliated ecosystems; 3) while they can provide information on vegetation distribution in the horizontal direction, they cannot directly sense the structure of surface
vegetation in the vertical direction (Hudak et al., 2002); and 4) validation of ET estimates from coarse satellite data can be difficult due to the large disparity in scale between in situ ET measurements and modelled ET values (Li et al., 2009; Anderson et al., 2012) resulting in the inclusion of land areas not represented by the EC system for validation (Göeckede et al. 2008; Chasmer et al. 2011a).

While spectral remote sensing data provide information on the spatial characteristics of the ecosystem such as canopy cover, vegetation health, and land surface heterogeneity (Turner et al., 2002; Göckede et al., 2008), air-borne light detection and ranging (LiDAR) data go a step further by measuring the full three-dimensional characteristics of the land surface offering high resolution data products on vegetation structure (Lim and Treitz, 2004; Hopkinson et al., 2005; Morsdorf et al., 2006; Hopkinson and Chasmer, 2007; Chasmer et al., 2011b; Korhonen, et al., 2011; Hansen et al., 2014; Saito et al. 2015; Schumacher et al., 2015; and many more). Of the LiDAR data products available, vegetation height and LAI are the most relevant to estimating ET, as these parameters influence physiological, aerodynamic, and energy components of ET models.

To the authors' knowledge, few studies have used canopy structural information obtained from LiDAR data within land surface or ecosystem models to estimate ET fluxes (Neale et al., 2011; Mitchell et al., 2012), and fewer studies have integrated LiDAR data with a footprint model for the direct purpose of assessing how modelled ET differs using vegetation structure inputs of varying pixel sizes over heterogeneous land surface areas. Chasmer et al. (2011a) introduced this topic by integrating LiDAR derivatives of canopy structure with the footprint parameterization of Kljun et al. (2004) to better understand uncertainties in gross primary production (GPP) within 1 km resolution MODIS pixels. Sutherland et al. (2014) built on this
work by using LiDAR-derived vegetation parameters to assess the accuracy of spatially explicit
high-resolution vs bulk average model inputs to produce estimates of ET scaled beyond the
tower footprint, but neither study examined a broad range of remote sensing pixel sizes.
Consequently, uncertainty remains surrounding the accuracy of common sensor pixel sizes that
may be used to characterize heterogeneous ecosystems within LSMs.

To examine how modelled ET varies using vegetation structure inputs at a variety of
pixel sizes over heterogeneous landscapes the following study uses airborne LiDAR data
products (LAI, canopy roughness) and a network of energy balance towers to parameterize the
PM ET model at a pixel size of 1 m² within the heterogeneous Boreal Plain ecozone following
methods of Chasmer et al. (2011b) and Sutherland et al. (2014). The primary objective of this
study is to assess the accuracy of variable pixel sizes (1, 10, 25, 250, 500, 1000 m) as inputs to
the PM ET model over homogeneous to heterogeneous land cover types in the Boreal Plains.
LiDAR is used to generate 3D inputs to aerodynamic roughness and LAI. The model is then run
on decreasing pixel sizes up to 1000 m and compared with eddy covariance data for validation.

The parameterization of ecosystem and land surface models using an integrated LiDAR-
footprint approach at different pixel sizes may improve our understanding of the influence of
spatial heterogeneity on model results at coarse resolutions, site representation of EC
measurements, and discrimination of the 3D canopy characteristics required for spatial estimates
of LAI and surface roughness not available using spectral remote sensing methods. This study,
therefore, will quantify pixel sizes that best approximate EC estimates of ET within variable
footprint extents and land cover types and offer insight into scaling methods in heterogeneous
environments.
Study Site

The Utikuma Region Study Area (URSA) (Figure 1) is located 370 km north of Edmonton and is comprised of a network of research sites that have been the focus of numerous studies (e.g. Devito et al., 2005a, b; Petrone et al., 2007; Brown et al. 2010; Chasmer et al. 2011a; Petrone et al. 2011; Brown et al., 2013; Petrone et al. 2015). The URSA is characterized by a complex patchwork of heterogeneous land cover types including: mixed-wood uplands comprised of trembling aspen (*Populus tremuloides*), minimal balsam poplar (*Populus balsamifera*) and white spruce (*Picea glauca*); sparsely treed *Sphagnum* and black spruce (*Picea mariana*) peatlands; and shallow ponds with peat extension up to 40 m from the pond edge. The study area is hydrologically sensitive due to the sub-humid climate and extensive anthropogenic and natural disturbance (Lee and Boutin, 2006; Turetsky and St. Louis, 2006; Graf, 2009; Petrone et al. 2015). Mean annual temperature measured nearby at Slave Lake is 1.7 °C (1980 – 2010), while average annual precipitation is 515 mm (Petrone et al. 2007).

Two regenerating upland mixed-wood stands are examined in this study (Figure 1b). The northern stand was harvested in February of 2007, while the southern stand was harvested in February of 2008. Canopy heights determined from airborne LiDAR within these regenerating mixed-wood stands range from 0.5 m to 16 m and LAI ranges from 0 to 4. Both stands are surrounded by a mature aspen canopy between 10-20 m in height.

Figure 1: a) 5 km² land cover classification; b) local land cover classification surrounding energy balance and eddy covariance towers; c) 5 km² canopy height model (m); d) 5 km² digital elevation model (m above sea level); and e) 5 km² leaf area index map.

Materials and Methods
Hydro-meteorological instrumentation used to drive modelled ET

To inform and drive the PM model meteorological and hydrological data were collected from June 1st to August 31st, 2008, at a 5 km x 5 km study area using a network of eleven energy balance towers (Table 1) measuring ground temperature profiles (T_g, °C) (Omega copper-constantin, Campbell Scientific Inc, Logan, Utah, USA) at 0.1, 0.25, 0.5 and 1 m below ground; net radiation (Q*, W m⁻²) at 3 m (NRLite, Kipp and Zonen, The Netherlands); and air temperature (T_a, °C) and relative humidity (RH, %) at 1 and 2 m above ground (HOBO Onset Pro Temp/RH, Hoskin Scientific, Vancouver, Canada). Two energy balance towers are located each in upland mature mixed-wood forests, riparian, treed wetland and open wetland land cover types and are averaged for input into the PM model, while one tower is located over a pond.

Approximately 4000 porometry measurements of leaf stomatal conductance (g_s, mmol m⁻² s⁻¹) were also collected throughout the study period within regenerating mixed-wood and mature aspen stands (SC-1 Decagon Devices, Inc. WA) (Giroux, 2012), coincident with EC measurements. These were averaged per species type and age class (mature, regenerating) and input into the PM model.

Table 1.

LiDAR data collection and processing

Airborne scanning LiDAR data were collected prior to foliage loss in mid-September, 2008 by Airborne Imaging Inc. and contracted by the Government of Alberta. The system used was a
small footprint discrete-return ALTM 3100EA (Optech Inc., Toronto ON), operated at a flying
height of 1400 m above ground level, with a pulse repetition frequency of 50 kHz and a scan
angle of ±25°. A swath overlap of 50% ensured that all sides of trees and the ground surface
were sampled. Data derivatives used as input into the PM model included a high resolution (1 m)
digital elevation model (DEM), canopy height model (CHM), LAI, and a landcover classification
(Sutherland et al., 2014; Chasmer et al. 2016).

The land cover classification divided the land surface into groups including upland forest,
water, open wetland, treed wetland, and disturbance and was compared with manual delineation
of wetland and water areas from aerial photos (Halsey et al. 2004) and field data collection
(Chasmer et al. 2016). Errors of omission of wetland, upland forest and pond areas, which make
up the dominant land cover within the 5 km x 5 km study area were manually corrected in areas
where open and closed wetlands were classified as upland forest (~8% of the area).

While energy balance data was used to inform temporal variability in ET over the study
period, LiDAR data products were used to inform spatial variability in ET across the 5 km x 5
km study site. Leaf area index, a data product used to estimate stomatal resistance in equation
(1), was estimated from LiDAR-derived canopy gap fraction (number of ground returns divided
by all returns within a column, x, y, z), and allometric estimates of canopy clumping, needle to
shoot area ratio, and woody to total area ratios (Chen et al., 2006; Sutherland et al., 2014) were
applied per dominant species within each land cover type.

Description of the Penman-Monteith Model to be parameterised using energy balance and
LiDAR data

The PM model is described as:
\[ \lambda E = \frac{\Delta (Q^* - Q_G)}{\Delta + \gamma (1 + \frac{r_s}{r_a})} \]  

(1)

and requires temporally varying inputs of \( \lambda \) (latent heat of vaporization [MJ kg\(^{-1}\)]), \( \Delta \) (slope of the vapour pressure curve [kPa °C\(^{-1}\)]), \( Q^* \) (net radiation [here as MJ m\(^{-2}\) h\(^{-1}\)]), \( Q_G \) (soil heat flux density [MJ m\(^{-2}\) h\(^{-1}\)]), \( \rho_a \) (density of the air [kg m\(^{-3}\)]), \( c_p \) (specific heat of the air [KJ kg\(^{-1}\) K\(^{-1}\)]), \( e_s \) (saturation vapour pressure [kPa]), \( e_a \) (actual vapour pressure represented as [kPa]), and \( \gamma \) (psychrometric constant [kPa °C\(^{-1}\)]) measured by energy balance towers unique to each land cover type.

Following the methods of Sutherland et al. (2014) spatially explicit values of \( r_a \) (aerodynamic resistance [s m\(^{-1}\)]) and \( r_s \) (surface resistance [s m\(^{-1}\)]) were calculated for each 1 m x 1 m pixel in the study area using LiDAR-derived measurements of canopy height (CHM) and LAI, such that unique \( r_a \) and \( r_s \) were estimated for each pixel as:

\[ r_a = \frac{\ln \left( \frac{z_m - d}{z_{om}} \right) \ln \left( \frac{z_h - d}{z_{oh}} \right)}{k^2 u_z} \]  

(2)

and

\[ r_s = \frac{r_l}{LAI} \]  

(3)

where \( z_m \) is the height of wind measurements [m]; \( z_h \) is the height of humidity measurements [m], \( u_z \) is the wind speed [m s\(^{-1}\)], and \( k \) is von Karman’s constant. Roughness layers dependent on spatially varying vegetation structure were derived from LiDAR and include: \( d \) (zero plane
displacement [m]) and $z_o$ and $z_{oh}$ (roughness length governing momentum and heat and water vapour, respectively [m]) (Oke, 1987). Bulk stomatal resistance [$r_s$, s m$^{-1}$] was determined from porometry measurements and applied to land cover types. The model outputs a spatially explicit high resolution (1 x 1 m) estimate of ET for each land cover type in the study area.

**Scaling the PM model to lower resolution pixels**

To determine the degree that landscape heterogeneity contributes to differences in modelled ET across a range of pixel sizes, spatially explicit estimates of cumulative daily ET at a pixel sizes of 1 m x 1 m are resampled to larger sizes characteristic of commonly available satellite data (10, 25, 250, 500, and 1000 m). A ‘majority’ resampling methodology in ArcGIS (ESRI, CA) was employed, whereby new ET values were assigned to each pixel based on the land cover type that comprised the majority of each larger pixel (Turner et al., 1989). All resampling is done based on original 1 m x 1 m daily ET values, as opposed to resampling from a previous aggregation (Bian and Butler, 1999; Wu, 2004).

**Validating the PM model using eddy covariance measurements and a flux footprint model**

Two eddy covariance (EC) systems are used to measure water fluxes for validation of modelled ET. One EC system, located 3 m above the northern regenerating stand, represents highly localised fluxes representative of the regenerating stand. A second EC system, located 22.5 m above the southern regenerating stand, represents a range of different land cover influences on ET in addition to the harvested area directly in the footprint of the EC system (due to the larger footprint size of the tower) (Figure 2). Within both regenerating aspen uplands vegetation was
sparse and remained <50 cm in height, and as a result instrument height above ground surface is considered approximately equal to instrument height above the newly regenerating canopy.

Both sites were equipped with a three-dimensional sonic anemometer (CSAT 3, Campbell Scientific, AB Canada) and an open-path infrared gas analyzer (IRGA) (LI7500, LI-COR Inc., Lincoln, NE) and estimate water fluxes from ecosystems at a sampling rate of 20 Hz, averaged to half-hourly periods (Brown et al., 2010; Petrone et al., 2015). EC data were filtered for periods of low turbulence (u* < 0.23 m s\(^{-1}\) based on the inflection point of u* in relation to energy balance closure) and corrected for density effects (Webb et al., 1980; Leuning and Judd, 1996), coordinate rotation (Kaimal and Finnigan, 1994), and sensor separation (Leuning and Judd, 1996). As a final correction, energy balance closure was calculated and forced for the study period to account for any differences between turbulent fluxes and available energy (Blanken et al., 1997; Twine et al., 2000; Petrone et al., 2001; Barr et al., 2006). Following these quality control steps, approximately 35% of data was lost and subsequently gap filled using the mean over 14-day periods (Falge et al., 2001).

To validate ET modelled at varying pixel sizes (1, 10, 25, 250, 500, and 1000 m) with EC estimates at flux towers the spatial influences on temporally-varying fluxes needs to be determined. To do this, a weighted flux footprint parameterisation (Kljun et al. 2015) with a pixel size of 1 m was used to model the spatial extent of the footprint (Figure 2), such that the footprint area is used to map the probability of water (or CO\(_2\), CH\(_4\), etc.) flux into the atmosphere as a function of atmospheric turbulence, instrument height, wind speed, and wind direction measured during each half hourly period.

Following Chasmer et al. (2011), weighted probability density functions (PDF) extending to 80% of the total probability were calculated every 30 minutes and summed to daily footprints.
The result is a raster grid of the spatio-temporal footprint model where each 1 m² pixel is assigned a weighting based on its probability to contribute a water flux to the eddy covariance measurements (Figure 2). This unique weighting for each pixel was then used as a multiplier to either increase or decrease the importance of modelled ET pixels within the footprint of the EC systems. This reduces uncertainty in the validation of modelled vs. measured fluxes because, instead of comparing EC estimates of ET (which is directional) with landscape-scale average modelled ET, this method instead applies the same directionality to the modelled fluxes (Hopkinson et al. 2016), thereby reducing comparisons with modelled values originating from other parts of the ecosystem that were not measured by EC at that point in time.

Flux footprints were eliminated for non-ideal days (i.e. during periods of poor weather, low atmospheric stability, or questionable data periods). The lower sensor height of the 3 m EC system, as well as the tall aspen canopy surrounding the tower, resulted in stable atmospheric conditions experienced more frequently relative to the tall 22.5 m tower measuring above the aspen canopy. As a result, 72 days of footprint data were available for the 22.5 m EC tower and 22 days were available for the 3 m EC tower. The extraction and validation of modelled ET within flux footprints is repeated for daily cumulative ET modelled at pixel sizes of 1, 10, 25, 250, 500, and 1000 m to determine the influence of sensor pixel size on model accuracy within heterogeneous environments. When validating ET modelled at pixel sizes >1 m², larger pixels were resampled to 1 m² in order to standardize and match the number of ET pixels that were multiplied by PDF flux footprint pixels.

Figure 2: Cumulative weighted flux footprints from: a) 3m; and b) 22.5m EC towers for the study period June 1 to Aug 31.
Results

Footprint Climatology

The dominant wind direction observed at the 3 m EC tower was between 330 - 355°, following the long axis of the north regenerating aspen upland that the tower is situated in (Figure 2a). Daily flux footprints extended up to 500 m upwind of the EC system, and footprint margins extended out of the homogeneous regenerating aspen stand approximately 60% of the time as a result of wind direction and neutral atmospheric stability. However, the probability that the point of maximum flux contribution (x_{max}) extended outside of the regenerating aspen upland remained less than 10%.

The dominant wind direction observed at the 22.5 m EC tower was between 220 - 280° (Figure 2b). In the early half of the study period unstable atmospheric conditions resulted in smaller flux footprints for this site, extending up to 1 km from the EC tower and originating from variable wind directions, while more stable atmospheric conditions promoted larger flux footprints during the middle-to-late portion of the study period, frequently occurring from the dominant wind direction (220 - 280°) and extending up to 3 km upwind of the tower into a variety of heterogeneous land cover types. Consequently, while the composition of the footprint surrounding the 3 m tower was relatively homogeneous, the footprint surrounding the 22.5 m tower was far more heterogeneous. Within the season-average footprint surrounding the 22.5 m tower 60% of the land area was mixed-wood aspen upland, 13% peatland, 10% pond, 12% riparian, and 5% regenerating aspen, though the contribution of each of these land cover types was highly variable from one day to the next.
Comparing modelled ET and eddy covariance methods within footprints

Cumulative measured ET in the footprint surrounding the 3 m EC tower was 54 mm over a 22-day period of measured EC data (Figure 3a). During the same period, ET modelled at a pixel size of 1 m within flux footprints totalled 60 mm, and showed no significant difference (Mann-Whitney Rank Sum Test, p>0.05) from measured ET (Table 2). Increasing pixel sizes of modelled ET to 10 or 25 m resulted in little change in agreement with measured ET. At pixel sizes of 10 and 25 m modelled ET overestimated measured ET by 8 mm (14%) and 9 mm (15%), respectively, and neither size showed a significant difference (Mann-Whitney Rank-Sum Test, p>0.05) with measured ET. Increasing pixel size to 250 m results in a 16 mm (30%) overestimation when modelled ET was compared to measured ET. A similar trend is observed when pixel size was increased to 500 and 1000 m, where both of these pixel sizes overestimate measured ET by 20 mm (36%) (Figure 4).

Figure 3: Eddy covariance measured ET and cumulative ET estimated at each pixel size and extracted from flux footprints surrounding the: a) 3m EC tower; and b) 22.5m tower.

Cumulative measured ET at the 22.5 m EC tower was 164 mm over a 72-day period of measured (Figure 3b). Over the same period cumulative ET modelled at a 1 m pixel size was 180 mm and overestimated measured ET by 16 mm (10%). Significant differences (Mann-Whitney Rank Sum Test, p<0.05) were observed between ET modelled at a pixel size of 1 m and measured values (Table 3). Increasing pixel size of modelled ET to 10 and 25 m resulted in overestimates of 31 mm (19%) and 34 mm (20%), respectively, relative to measured ET in the
footprint surrounding the 22.5 m tower (Figure 4). Increasing pixel sizes further to 250, 500, and 1000 m yields similar results to those observed within the 3 m EC footprint, where these pixels are frequently larger than the land cover types within the flux footprint, and in some cases are larger than the footprint itself (Figure 4).

Table 2

Table 3

Figure 4: residual between eddy covariance ET measurements at the 3 m and 22.5 m EC towers relative to ET modelled at pixel sizes of 1, 10, 25, 250, 500, and 1000 m.

Scaling and assessing errors in ET estimates beyond the tower footprint

As estimates of ET at a pixel size of 1 m proved to be closest to measured ET within the flux footprints of both validation towers, these 1 m estimates were used as a basis to assess error in modelled ET when scaled to the 5 km x 5 km study site (i.e. outside of EC flux footprints). At a pixel size of 1 m cumulative modelled ET for the 5 km study area ranged between 151 - 239 mm with an average of $162 \pm 50$ mm (Table 4), of which 62% was from mature aspen forests, 16% was from treed peatlands, 9% was from riparian zones, 8% was from open peatlands, 5% was from ponds, and 1% was from regenerating aspen stands (Table 5). Over a 90 day modelling period, the greatest ET rates were observed in mature upland aspen stands (216 mm average) and ponds (210 mm average) while lowest ET was observed in riparian (158 mm average) areas and recently harvested regenerating aspen stands (151 mm average).
The greatest spatial variability in modelled ET, as indicated by the range in standard deviations for ET modelled within each land cover type, was seen at land cover boundaries where sharp transitions exist in canopy structure (Figure 5a). The influence of edges was assessed by examining average ET (+/- standard deviation) within 10 m of edges compared to ET rates in the center of large land covers such as mature aspen stands and large ponds. Variability in modelled ET within 10 m of edges was, on average, 20-30% greater than ET modelled at the center of large land covers. Higher than average variability in ET was also evident in rough or patchy canopies which promote turbulent mixing. This was most pronounced in peatlands and transitional riparian zones (Figure 5a) where a uniform canopy is not present and standard deviations of ET values were twice as large as those observed in mature and regenerating forested uplands.

Table 4.

Table 5.

Figure 5: ET estimates for the 5 km x 5 km study site at pixel sizes of: a) 1 m; b) 10 m; c) 25 m; d) 250 m; e) 500 m; and f) 1000 m.

Increasing the pixel size of modelled ET to 10 and 25 m resulted in site-scale average ET increasing to ~165 mm (Table 4) with subtle (+/- 1%) changes in the contribution of each land cover to total ET in the study area (Table 5), where boundaries of smaller land covers such as treed peatlands and riparian zones were misclassified as adjacent open peatlands and ponds (Figure 6ba,b). These changes in land cover contribution to total ET were coincident with a
~17% decline in site-wide variability (standard deviation) of modelled ET at 10 and 25 m pixel sizes, relative to 1 m values (Figure 5b,c).

Further increasing the pixel size of modelled ET to 250 m resulted in site-scale average ET increasing to 167 ± 39 mm and a 21% decline in the spatial variability of ET relative to 1 m values. The decline in ET heterogeneity across the study site is reflected in the contribution of each land cover to total ET (Table 5), particularly in regenerating aspen stands which are underestimated by 38% relative to regenerating aspen ET values modelled at a pixel size of 1 m. ET modelled in ponds and treed peatlands is underestimated by 6 and 8%, respectively, and ET from open peatlands is overestimated by 10% (Figure 6c) relative to 1 m values in each of these land cover types. Additionally, while maximum ET ($ET_{\text{max}}$) rates of 450 mm were evident when modelled using a pixel size of 1 m, $ET_{\text{max}}$ was 320 mm when modelled at a pixel size of 250 m due to the loss of edges.

Increasing the pixel size of modelled ET to 500 m results in a site-scale average ET estimate of 171 ± 36 mm and a 28% decline in the spatial variability of ET relative to 1 m values. At a pixel size of 500 m the contribution of each land cover to the site-average ET is significantly different relative to 1 m values, where ET from ponds and open peatlands is overestimated by 102 and 150%, respectively, and ET from treed peatlands, riparian zones, and regenerating aspen stands are underestimated by 52, 100, and 100 %, respectively (Table 5).

There were similar results for 1000 m pixels, where the spatial variability in ET is underestimated by 79% relative to 1 m values. Riparian zones and regenerating aspen stands are eliminated (Figure 5f) from the landscape, while treed peatlands are underestimated by 75% and ponds and open peatlands are overestimated by 160 and 114%, respectively, relative to values at a pixel size of 1 m in each of these land cover types (Table 5).
Figure 6: Difference in cumulative ET estimates between 1m x 1m ET estimates and ET estimated at pixel sizes of: a) 10 m; b) 25 m; c) 250 m; d) 500 m; and e) 1000 m. Blue pixels indicate where resampled pixels overestimate 1 m ET estimates; red pixels indicate where resampled pixels underestimate 1 m ET estimates.

Discussion

Modelled ET within Eddy Covariance Footprints

ET estimated at a pixel size of 1 m were most similar to measured ET at the 3 m and 22.5 m towers, and were comparable to ranges of uncertainty found at other study sites using high (Loheide and Gorelick, 2005) and low (Cleugh et al., 2007; Li et al., 2008) resolution ET models. For a given pixel size, stronger agreement was observed between measured and modelled ET in smaller footprints because the footprint was more likely to be comprised of a single homogeneous land cover type. This is observed at the 3 m EC tower where \( x_{\text{max}} \) remained within the northern regenerating aspen upland for ~90% of the study period and measurements from the EC system are characterized by a homogeneous land cover which is suitably resolved using 1, 10, and 25 m pixel sizes. Small declines in accuracy observed with 10 and 25 m pixels are due to the partial loss of edges surrounding the regenerating stand which enhance turbulence and promote ET. Larger footprints, however, extend in to a variety of land covers with variable ET regimes, resulting in contamination and uncertainty in observations between measured and modelled ET for a given pixel size. This is observed at the 22.5 m tower, where the flux footprint extends up to 3 km into a variety of land cover types and ET estimated at a pixel size of 10 m are significantly different and disagree with measured ET by 19%.
Regardless of how homogeneous a flux footprint is, the ability to utilize remote sensing platforms to accurately predict ET is largely dependent on a sensor's ability to resolve canopy structural characteristics, landscape distribution, and landscape edges. Consequently, ET modelled at the finest pixel size provided the closest agreement with measured ET, as 1 m pixel estimates were able to suitably represent the same vegetation structural characteristics that were driving ET measured at the EC system. This is particularly important in narrow land covers such as riparian zones and fragmented wetlands which serve as corridors between larger forest patches (O’Neill et al., 1996) and often play a crucial role in characterizing the regional water balance (Kimball et al., 1999; Chen et al., 2007). As pixel size increases, pixels become larger than the areal extent of land cover patches and vegetation structural characteristics are generalized, resulting in a loss of landscape heterogeneity and a decline in the spatial variability of ET estimates (Turner et al., 1989; O’Neill et al., 1996; Kustas and Norman, 2000; Kustas et al., 2004; Nagler et al., 2005; McCabe and Wood, 2006; Li et al., 2008). Wu et al., (2004) observed similar results in Boreal regions where the number of landscape patches followed a decreasing trend as pixel size declined.

Such declines in heterogeneity result in overestimations of ET in the western Boreal Plains as small land cover types are misclassified as the spatially dominant aspen uplands, which are characterized by a greater LAI and higher ET rates relative to the ponds, peatlands, and riparian zones which they eliminate from the landscape at larger pixel sizes. This was observed in modelled results with the elimination of riparian zones and regenerating aspen uplands from the landscape at pixel sizes of 500 and 1000 m. Additionally, depending on the fragmented nature of a heterogeneous landscape, thresholds can be crossed beyond which variable sensor resolutions yield static results, as was evident where ET estimates at pixel sizes of 500 and 1000
m are identical within flux footprints of both EC towers due to pixel size being larger than the areal extent of the land cover patches within the flux footprint.

Land cover edge effects, which are an important contributor to measured ET in heterogeneous landscapes due to step changes in air flow (Oke, 1987; Liu et al., 1996), also become increasingly generalized as pixel size increases (Wu et al., 2004). The influence of edges, which may be manifested as stand-alone shrubs within regenerating aspen stands to sharp transition zones between land cover types, are observed within this study and often represent ET\textsubscript{max} within a land cover type. As a result, the accuracy of modelled ET sharply declines when the pixel size becomes larger than individual patches of vegetation found within land cover types (O’Neill et al. 1996; Kustas et al. 2004) and, although modelled ET rates were observed to overestimate measured ET with increasing pixel size, ET\textsubscript{max} declines from 450 to 186 mm (Table 4) when scaling from 1 to 1000 m resolutions as edges are generalized at landcover boundaries.

Although this is particularly pronounced in heterogeneous landscapes such as the western Boreal Plains, McCabe and Wood (2006) noted a similar trend in decreasing variability and accuracy of latent heat fluxes when scaling from 120 m to 1020 m pixels in heterogeneous agricultural watersheds. Ershadi et al. (2013) also noted changes in roughness lengths around land cover borders at large (>240 m) pixel sizes and found increasingly coarse pixels to underestimate latent heat fluxes by up to 15% with the SEBS model. Consequently, the areal extent of the smallest land cover unit of interest must be taken into consideration when choosing a suitable pixel size for modelling initiatives. O’Neill et al. (1996) note that pixel size should be 2 to 5 times smaller than the smallest feature of interest, and the current study confirms these findings.

Identifying sensor resolutions appropriate for heterogeneous environments
Evaluating incremental shifts in the accuracy of changing pixel sizes provides insight into threshold responses of sensors within varying footprint compositions. The most pronounced shift in accuracy associated with a change in sensor is observed at different pixel sizes depending on the heterogeneity of the flux footprint. Within homogeneous footprints (e.g. those surrounding the 3 m EC tower) the most pronounced shift in the accuracy of modelled ET was observed when pixel size was changed from 25 to 250 m, suggesting that 1, 10, and 25 m pixels can suitably represent the vegetation structural parameters driving ET within the homogeneous footprint. Contrary to this, the most pronounced shift in the accuracy of modelled ET within heterogeneous footprints (e.g. those surrounding the 22.5 m tower) was observed when pixel size was changed from 1 to 10 m as well as from 25 to 250 m. Because the significantly larger and more heterogeneous footprint surrounding the 22.5 m tower extends up to 3 kilometers into a variety of land cover types characteristic of this region, small changes in pixel size can have pronounced implications on the ability of models to appropriately characterize vegetation structural characteristics and land cover edges.

Switching between mid (250 m) and coarse (500-1000 m) pixel sizes resulted in less pronounced changes in the accuracy of modelled ET, suggesting that within this range users of remote sensing data may not experience statistically significantly better results from using 250 m data over 500 or 1000 m data within heterogeneous landscapes, as each of these pixel sizes are unable to suitably characterize vegetation structural characteristics influencing ET. This is particularly true of 500 and 1000 m data, which showed no difference in the accuracy of modelled ET between pixel sizes relative to EC data. Such results indicate that ET predictions in heterogeneous environments benefit from utilizing the finest pixel remote sensing data available, while larger pixels can be suitably applied to homogeneous environments, although the "best"
pixel size is largely contextual and dependent on the spatial extent of homogeneity in the area of interest (Wu et al., 2004; Zhao et al., 2015).

Conclusions

ET estimates at pixel sizes of 1 m x 1 m were scaled to increasingly coarse sizes (10, 25, 250, 500, 1000 m) characteristic of commonly available remote sensing data products. The objective was to determine the accuracy of ET estimates derived from a variety of pixel sizes within a heterogeneous environment. Comparison with measured EC data demonstrated that, within flux footprints, 1 m ET estimates were the most accurate and subsequent scaling to larger pixels lead to decreased accuracy due to the misrepresentation of land cover types and boundaries when pixel size is larger than the fragments of land cover types within a pixel. Mixed-wood aspen uplands dominate the western Boreal Plains landscape and are fragmented by relatively small ponds, peatlands, and riparian zones. Consequently, increasing pixel size results in the loss of ET heterogeneity as these relatively small land cover types are outweighed and misclassified as the spatially-dominant mixed-wood aspen uplands, resulting in a net overestimation of ET.

The results of this study demonstrate the benefit of using datasets with the smallest pixel size available within biogeochemical and/or land surface models applied to heterogeneous environments. Often times, ecosystems are not entirely homogeneous and are becoming increasingly fragmented. While two-dimensional (spectral) datasets provide some indication of foliage area at a snap-shot in time, three-dimensional datasets acquired using LiDAR provide additional information on canopy roughness and the impacts of ecosystem boundaries on fluxes. This will no doubt become important for planning and land use monitoring in northern regions.
where increased warming will exacerbate the sensitivity of ecosystems to drought (Michaelian et al. 2011).
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List of Symbols

\( \lambda \) = latent heat of vaporization [MJ kg\(^{-1}\)]

\( \Delta \) = slope of the vapour pressure curve [kPa °C\(^{-1}\)]

\( \rho_a \) = density of the air [kg m\(^{-3}\)]

\( \gamma \) = psychrometric constant [kPa °C\(^{-1}\)]
Table 1: Type of tower, instrument height above ground surface, dominant vegetation, areal coverage, mean leaf area index (LAI) and standard deviation, and mean cumulative ET for each dominant land cover type in the study area. ET values are modelled using spatially explicit 1 m x 1 m vegetation structural characteristics and measured hydro-meteorologic parameters associated with each land cover (see model description in text).

<table>
<thead>
<tr>
<th>Tower type</th>
<th>Instrument height (m)</th>
<th>Landcover</th>
<th>Number of Towers</th>
<th>Dominant species</th>
<th>Coverage (%)</th>
<th>LAI</th>
<th>Mean ET (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eddy covariance</td>
<td>3</td>
<td>Upland regeneration</td>
<td>1</td>
<td><em>Populus balsamifera</em>&lt;sub&gt;L&lt;/sub&gt;, <em>Salix</em> spp., <em>Amelanchier alnifolia</em>, <em>Rosa acicularis</em>, <em>Viburnum edule</em>, <em>Cornus Canadensis</em>, <em>Epilobium angustifolium</em>, <em>Calamagrostis canadensis</em></td>
<td>1</td>
<td>0.36</td>
<td>(1.23) 151.43</td>
</tr>
<tr>
<td>Eddy covariance</td>
<td>22.5</td>
<td>Upland regeneration</td>
<td>1</td>
<td><em>Populus tremuloides</em>, <em>Populas balsamifera</em>&lt;sub&gt;Rosa acicularis&lt;/sub&gt;</td>
<td>58</td>
<td>1.40</td>
<td>(2.08) 216.05</td>
</tr>
<tr>
<td>Energy balance</td>
<td>3</td>
<td>Upland regeneration</td>
<td>2</td>
<td><em>Populus tremuloides</em>, <em>Populas balsamifera</em>&lt;sub&gt;Rosa acicularis&lt;/sub&gt;</td>
<td>11</td>
<td>1.20</td>
<td>(1.11) 157.92</td>
</tr>
<tr>
<td>Energy balance</td>
<td>3</td>
<td>Mature mixedwood</td>
<td>2</td>
<td><em>Populus balsamifera</em>, <em>Picea mariana</em>, <em>Populus tremuloides</em>, <em>Betula papyrifera</em></td>
<td>8</td>
<td>2.01</td>
<td>(3.16) 184.08</td>
</tr>
<tr>
<td>Energy balance</td>
<td>3</td>
<td>Treed peatland</td>
<td>2</td>
<td><em>Picea mariana</em>, <em>Sphagnum spp.</em></td>
<td>17</td>
<td>0.10</td>
<td>(0.60) 198.02</td>
</tr>
<tr>
<td>Energy balance</td>
<td>3</td>
<td>Open Peatland</td>
<td>2</td>
<td><em>Sphagnum spp.</em></td>
<td>5</td>
<td>N/A</td>
<td>209.83</td>
</tr>
</tbody>
</table>
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Table 2: Difference between cumulative modelled ET at each pixel size within PDF flux footprints and eddy covariance data for all days with suitable atmospheric stability to calculate PDF flux footprints at the 3 m northern tower. Statistical differences determined using the Mann-Whitney Rank-Sum Test with a 95% confidence interval.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Modelled ET (mm)</th>
<th>Overestimation (mm)</th>
<th>Overestimation (%)</th>
<th>Significant Difference from EC?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>54.48</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1m</td>
<td>60.31</td>
<td>5.83</td>
<td>10.71</td>
<td>No N = 22, p = 0.484, r² = 0.602</td>
</tr>
<tr>
<td>10m</td>
<td>62.09</td>
<td>7.61</td>
<td>13.97</td>
<td>No N = 22, p = 0.283, r² = 0.611</td>
</tr>
<tr>
<td>25m</td>
<td>62.72</td>
<td>8.24</td>
<td>15.13</td>
<td>No N = 22, p = 0.170, r² = 0.625</td>
</tr>
<tr>
<td>250m</td>
<td>70.86</td>
<td>16.38</td>
<td>30.07</td>
<td>Yes N = 22, p = 0.002, r² = 0.749</td>
</tr>
<tr>
<td>500m</td>
<td>74.00</td>
<td>19.52</td>
<td>35.83</td>
<td>Yes N = 22, p &lt; 0.001, r² = 0.566</td>
</tr>
<tr>
<td>1000m</td>
<td>74.00</td>
<td>19.52</td>
<td>35.83</td>
<td>Yes N = 22, p &lt; 0.001, r² = 0.603</td>
</tr>
</tbody>
</table>
Table 3: Difference between cumulative modelled ET at each pixel size within PDF flux footprints and eddy covariance data for all days with suitable atmospheric stability to calculate PDF flux footprints at the 22.5 m southern tower. Statistical differences determined using the Mann-Whitney Rank-Sum Test with a 95% confidence interval.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Measured ET (mm)</th>
<th>Overestimation (mm)</th>
<th>Overestimation (%)</th>
<th>Significant Difference from EC?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>164.61</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1m</td>
<td>180.29</td>
<td>16.29</td>
<td>9.93</td>
<td>Yes N = 72; p&lt;0.001, r^2 = 0.206</td>
</tr>
<tr>
<td>10m</td>
<td>195.31</td>
<td>31.31</td>
<td>19.09</td>
<td>Yes N = 72; p&lt;0.001, r^2 = 0.201</td>
</tr>
<tr>
<td>25m</td>
<td>198.28</td>
<td>34.28</td>
<td>20.90</td>
<td>Yes N = 72; p&lt;0.001, r^2 = 0.201</td>
</tr>
<tr>
<td>250m</td>
<td>212.17</td>
<td>48.17</td>
<td>29.37</td>
<td>Yes N = 72; p&lt;0.001, r^2 = 0.213</td>
</tr>
<tr>
<td>500m</td>
<td>224.70</td>
<td>60.70</td>
<td>37.01</td>
<td>Yes N = 72; p&lt;0.001, r^2 = 0.275</td>
</tr>
<tr>
<td>1000m</td>
<td>224.70</td>
<td>60.70</td>
<td>37.01</td>
<td>Yes N = 72; p&lt;0.001, r^2 = 0.275</td>
</tr>
</tbody>
</table>
Table 4: Average ET ± standard deviation, and maximum ET modelled at each pixel size for the 5 km x 5 km study area.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Average ET (mm)</th>
<th>Standard Deviation (mm)</th>
<th>Maximum (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1m</td>
<td>161.53</td>
<td>50.02</td>
<td>450</td>
</tr>
<tr>
<td>10m</td>
<td>165.59</td>
<td>41.34</td>
<td>352</td>
</tr>
<tr>
<td>25m</td>
<td>165.3</td>
<td>41.89</td>
<td>345</td>
</tr>
<tr>
<td>250m</td>
<td>167.43</td>
<td>39.49</td>
<td>320</td>
</tr>
<tr>
<td>500m</td>
<td>171.40</td>
<td>35.93</td>
<td>314</td>
</tr>
<tr>
<td>1000m</td>
<td>176.00</td>
<td>10.69</td>
<td>186</td>
</tr>
</tbody>
</table>
Table 5: Percent contribution of each land cover type to total landscape ET at each pixel size for the 5 km x 5 km study site.

<table>
<thead>
<tr>
<th>Land Cover</th>
<th>1m</th>
<th>10m</th>
<th>25m</th>
<th>250m</th>
<th>500m</th>
<th>1000m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pond</td>
<td>5.23</td>
<td>5.26</td>
<td>5.25</td>
<td>4.94</td>
<td>10.57</td>
<td>13.60</td>
</tr>
<tr>
<td>Open Peatland</td>
<td>7.98</td>
<td>8.08</td>
<td>8.02</td>
<td>8.83</td>
<td>19.96</td>
<td>17.11</td>
</tr>
<tr>
<td>Treed Peatland</td>
<td>15.62</td>
<td>15.69</td>
<td>15.81</td>
<td>14.37</td>
<td>7.42</td>
<td>3.98</td>
</tr>
<tr>
<td>Riparian</td>
<td>8.69</td>
<td>8.67</td>
<td>8.63</td>
<td>8.61</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Regenerating</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.38</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Mature mixed-wood</td>
<td>61.87</td>
<td>61.74</td>
<td>61.69</td>
<td>62.88</td>
<td>62.05</td>
<td>65.32</td>
</tr>
</tbody>
</table>

Fig. 1
Fig. 2

Fig. 3
Fig. 4

Fig. 5
Fig. 6