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Stochastic Navier-Stokes equations with Caputo derivative driven by
fractional noises

Guang-an Zoua, Guangying Lva, Jiang-Lun Wub,∗
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Abstract

In this paper, we consider the extended stochastic Navier-Stokes equations with Caputo
derivative driven by fractional Brownian motion. We firstly derive the pathwise spatial and
temporal regularity of the generalized Ornstein-Uhlenbeck process. Then we discuss the exis-
tence, uniqueness, and Hölder regularity of mild solutions to the given problem under certain
sufficient conditions, which depend on the fractional order α and Hurst parameter H. The
results obtained in this study improve some results in existing literature.

Keywords: Caputo derivative, stochastic Navier-Stokes equations, fractional Brownian
motion, mild solutions.

1. Introduction

Stochastic Navier-Stokes equations (SNSEs) are widely regarded as one of the most fas-
cinating problems in fluid mechanics, in particular, stochasticity could even lead to a better
understanding of physical phenomenon and mechanisms of turbulence in fluids. Furthermore,
the presence of noises could give rise to some statistical features and important phenomena, for
example, a unique invariant measure and ergodic behavior for the SNSEs driven by degenerate
noise have been established, which can not be found in deterministic Navier-Stokes equations
[8, 10]. Since the seminal work of Bensoussan and Temam [1], the SNSEs have been intensively
investigated in the literature. The existence and uniqueness of solutions for the SNSEs with
multiplicative Gaussian noise were proved in [4, 14, 20]. The large deviation principle for SNSEs
with multiplicative noise had been established in [21, 23]. The study of random attractors of
SNSEs can be found in [3, 7], just mention a few.

On the other hand, fractional calculus has gained considerable popularity during the past
decades owing to its demonstrated to describe physical systems possessing long-term memory
and long-range spatial interactions, which play an important roles in diverse areas of science
and engineering. Some theoretical analysis and experimental data have shown that fractional
derivative can be recognized as one of the best tools to model anomalous diffusion processes
[17, 19, 26]. Consequently, the generalized Navier-Stokes equations with fractional derivative
can be introduced to simulate anomalous diffusion in fractal media [15, 24]. Recently, time-
fractional Navier-Stokes equations have been initiated from the perspective of both analytical
and numerical solutions, see [5, 9, 12, 13, 25, 28] for more details. We would like to emphasize that
it is natural and also important to study the generalized SNSEs with time-fractional derivatives,
which might be useful to model reasonably the phenomenon of anomalous diffusion with intrinsic
random effects.
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In this paper, we are concerned with the following generalized stochastic Navier-Stokes equa-
tions with time-fractional derivative on a finite time interval [0, T ] driven by fractional noise,
defined on a domain D ⊂ Rd, d ≥ 1, with regular boundary ∂D

CDα
t u = κ∆u− (u · ∇)u−∇p+ f(u) + ḂH , x ∈ D, t > 0, (1.1)

with the incompressibility condition:

divu = 0, x ∈ D, t ≥ 0, (1.2)

subject to the initial condition:

u(x, 0) = u0(x), x ∈ D, t = 0, (1.3)

and the Dirichlet boundary conditions:

u(x, t) = 0, x ∈ ∂D, t ≥ 0, (1.4)

in which u = u(x, t) represents the velocity field of the fluid; κ > 0 is the viscosity coefficient;
p = p(x, t) is the associated pressure field; f(u) stands for the deterministic external forces;
The term ḂH = d

dtB
H(t), and BH(t) represents a cylindrical fractional Brownian motion (fBm)

with Hurst parameter H ∈ (0, 1) describes a state dependent random noise. Here, CDα
t denotes

the Caputo-type derivative of order α (0 < α < 1) for a function u(x, t) with respect to time t
defined by

CDα
t u(x, t) =

{
1

Γ(1−α)

∫ t
0
∂u(x,s)
∂s

ds
(t−s)α , 0 < α < 1,

∂u(x,t)
∂t , α = 1,

(1.5)

where Γ(·) stands for the gamma function Γ(x) =
∫∞

0 tx−1e−tdt. Define the Stokes operator
subject to the no-slip homogeneous Dirichlet boundary condition (1.4) as the formula

Au := −κPH∆u,

where PH is the Helmhotz-Hodge projection operator, we also define the nonlinear operator B
as

B(u, v) = −PH(u · ∇)v,

with a slight abuse of notation B(u) := B(u, u).
By applying the Helmholtz-Hodge operator PH to each term of time-fractional SNSEs, we

can rewrite the Eqs.(1.1)-(1.4) as follows in the abstract form:{
CDα

t u = −Au+B(u) + f(u) + ḂH , t > 0,

u(0) = u0,
(1.6)

where we shall also use the same notation f(u) instead of PHf , and the solutions of problem
(1.6) is also the solutions of Eqs.(1.1)-(1.4).

Note that the totality of fractional Brownian motions (fBms) form a subclass of Gaussian pro-
cesses, which are positively correlated for H ∈ (1/2, 1) and negatively correlated for H ∈ (0, 1/2)
while H = 1/2 are standard Gaussian processes. So it is interesting to consider the stochastic
differential equations with fBm, and the subject of stochastic calculus with respect to fBm has
attracted much attentions [2, 6, 11, 16]. In recent years, the existence and uniqueness of solu-
tions for stochastic Burgers equations with fBm have been examined in [11, 22]. In addition, Zou
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and Wang investigated the time-fractional stochastic Burgers equation with standard Brownian
motion [27]. However, to the best of our knowledge, the study of time-fractional SNSEs with
fBm has not been addressed yet, which is indeed a fascinating and more interesting (and also
practical) problem. The objective of the present paper is to establish the existence and unique-
ness of mild solutions by Banach fixed point theorem and Mainardi’s Wright-type function, the
key and difficulty of problems are how to deal with stochastic convolution. We also prove the
Hölder regularity of mild solutions to time-fractional SNSEs. Our consideration extends and
improves the existing results carried out in previous studies [5, 8, 14, 22, 24].

The rest of the paper is organized as follows. In the next section, we introduce several
notions and we give certain preliminaries needed in our later analysis. In Section 3, we establish
the pathwise spatial and temporal regularity of the generalized Ornstein-Uhlenbeck process. In
Section 4, we show the existence and uniqueness of mild solutions to time-fractional SNSEs. We
end our paper by proving the Hölder regularity of the mild solution.

2. Notations and preliminaries

In this section, we give some notions and certain important preliminaries, which will be used
in the subsequent discussions.

Let (Ω,F ,P, {Ft}t≥0) be a filtered probability space with a normal filtration {Ft}t≥0. We
assume that the operator A is self-adjoint and there exist the eigenvectors ek corresponding to
eigenvalues γk such that

Aek = γkek, ek =
√

2 sin(kπ), γk = π2k2, k ∈ N+.

For any σ > 0, A
σ
2 ek = γ

σ
2
k ek, k = 1, 2, . . ., and let Ḣσ be the domain of the fractional power

defined by

Ḣσ = D(A
σ
2 ) = {v ∈ L2(D), s.t. ‖v‖2

Ḣσ =
∞∑
k=1

γ
σ
2
k v

2
k <∞},

where vk = (v, ek) and the norm ‖v‖Ḣσ = ‖A
σ
2 v‖. Let L2(Ω, H) be a Hilbert space of H-valued

random variables equipped with the inner product E(·, ·) and norm E‖ · ‖, it is given by

L2(Ω, H) = {χ : E‖χ‖2H =

∫
Ω
‖χ(ω)‖2HdP(ω) <∞, ω ∈ Ω}.

Definition 2.1. For H ∈ (0, 1), a continuous centered Gaussian process {βH(t), t ∈ [0,∞)}
with covariance function

RH(t, s) = E[βH(t)βH(s)] =
1

2
(t2H + s2H − |t− s|2H), t, s ∈ [0,∞)

is called a one-dimensional fractional Brownian motion (fBm), and H is the Hurst parameter.
In particular when H = 1

2 , βH(t) represents a standard Brownian motion.
Now let us introduce the Wiener integral with respect to the fBm. To begin with, we

represent βH(t) as following (see [2])

βH(t) =

∫ t

0
KH(t, s)dW (s),

where W = {W (t), t ∈ [0, T ]} is a Wiener process on the space (Ω,F ,P, {Ft}t≥0) and the kernel
KH(t, s), 0 ≤ s < t ≤ T , is given by

KH(t, s) := cH(t− s)H−
1
2 + cH(

1

2
−H)

∫ t

s
(u− s)H−

3
2 (1− (

s

u
)
1
2
−H)du, (2.1)
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for 0 < H < 1
2 and cH = (

2HΓ( 3
2
−H)

Γ(H+ 1
2

)Γ(2−2H)
)
1
2 is a constant. When 1

2 < H < 1, there holds

KH(t, s) = cH(H − 1

2
)s

1
2
−H

∫ t

s
(u− s)H−

3
2uH−

1
2du. (2.2)

It is easy to verify that

∂KH

∂t
(t, s) = cH(H − 1

2
)(
s

t
)
1
2
−H(t− s)H−

3
2 . (2.3)

We denote by H the reproducing kernel Hilbert space of the fBm. Let K∗τ : H → L2([0, T ])
be the linear map given by

(K∗τψ)(s) = ψ(s)KH(τ, s) +

∫ τ

s
(ψ(t)− ψ(s))

∂KH

∂t
(t, s)dt (2.4)

for 0 < H < 1
2 , and if 1

2 < H < 1, we denote

(K∗τψ)(s) =

∫ τ

s
ψ(t)

∂KH

∂t
(t, s)dt. (2.5)

We refer the reader to [16] for the proof of the fact that K∗τ is an isometry between H and
L2([0, T ]). Moreover, for any ψ ∈ H, we have the following relation between the Wiener integral
with respect to fBm and the Itô integral with respect to Wiener process∫ t

0
ψ(s)dβH(s) =

∫ t

0
(K∗τψ)(s)dW (s), t ∈ [0, T ].

Generally, following the standard approach for H = 1
2 , we consider Q-Wiener process with

linear bounded covariance operator Q such that Tr(Q) < ∞. Furthermore, there exist the
eigenvalues λn and corresponding eigenfunctions ek satisfying Qek = λkek, k = 1, 2, . . ., then we
define the infinite dimensional fBm with covariance Q as

BH(t) :=
∞∑
k=1

λ
1/2
k ekβ

H
k (t),

where βHk are real-valued independent fBm’s. In order to define Wiener integrals with repect to
Q-fBm, we introduce L0

2 := L0
2(Y,X) of all Q-Hilbert-Schmidt operators ψ : Y → X, where Y

and X are two real separable Hilbert spaces. We associate the Q-Hilbert-Schmidt operators ψ
with the norm

‖ψ‖2L02 =

∞∑
k=1

‖λ1/2
k ψek‖2 <∞.

As a consequence, for ψ ∈ L0
2(Y,X), the Wiener integral of ψ with respect to BH(t) is defined

by ∫ t

0
ψ(s)dBH(s) =

∞∑
k=1

∫ t

0
λ

1/2
k ψ(s)ekdβ

H
k (s) =

∞∑
k=1

∫ t

0
λ

1/2
k (K∗τψek)(s)dβk(s), (2.6)

where βk is the standard Brownian motion.
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Definition 2.2. An Ft-adapted stochastic process (u(t), t ∈ [0, T ]) is called a mild solution
to (1.6) if the following integral equation is satisfied

u(t) = Eα(t)u0 +

∫ t

0
(t− s)α−1Eα,α(t− s)[B(u(s)) + f(u(s))]ds

+

∫ t

0
(t− s)α−1Eα,α(t− s)dBH(s), (2.7)

where the generalized Mittag-Leffler operators Eα(t) and Eα,α(t) are defined, respectively, by

Eα(t) :=

∫ ∞
0

ξα(θ)T (tαθ)dθ,

and

Eα,α(t) :=

∫ ∞
0

αθξα(θ)T (tαθ)dθ,

where T (t) = e−tA, t ≥ 0 is an analytic semigroup generated by the operator −A, and the
Mainardi’s Wright-type function with α ∈ (0, 1) is given by

ξα(θ) =

∞∑
k=0

(−1)kθk

k!Γ(1− α(1 + k))
.

Furthermore, for any α ∈ (0, 1) and −1 < ε <∞, it is not difficult to verity that

ξα(θ) ≥ 0 and

∫ ∞
0

θεξα(θ)dθ =
Γ(1 + ε)

Γ(1 + αε)
, (2.8)

for all θ ≥ 0. The derivation of mild solution (2.7) can refer to [27].
The operators {Eα(t)}t≥0 and {Eα,α(t)}t≥0 in (2.7) have the following properties [27]:
Lemma 2.1. For any t > 0, Eα(t) and Eα,α(t) are linear and bounded operators. Moreover,

for 0 < α < 1 and 0 ≤ ν < 2, there exists a constant C > 0 such that

‖Eα(t)χ‖Ḣν ≤ Ct−
αν
2 ‖χ‖, ‖Eα,α(t)χ‖Ḣν ≤ Ct−

αν
2 ‖χ‖.

Lemma 2.2. For any t > 0, the operators Eα(t) and Eα,α(t) are strongly continuous.
Moreover, for 0 < α < 1 and 0 ≤ ν < 2 and 0 ≤ t1 < t2 ≤ T , there exists a constant C > 0 such
that

‖(Eα(t2)− Eα(t1))χ‖Ḣν ≤ C(t2 − t1)
αν
2 ‖χ‖,

and

‖(Eα,α(t2)− Eα,α(t1))χ‖Ḣν ≤ C(t2 − t1)
αν
2 ‖χ‖.

Throughout the paper, we assume that the mapping f : Ω ×H → H satisfies the following
global Lipschitz and growth conditions

‖f(u)− f(v)‖2 ≤ C‖u− v‖2, ‖f(u)‖2 ≤ C(1 + ‖u‖2) (2.9)

for any u, v ∈ H.
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3. Regularity of the stochastic convolution

In this section, we state and prove the basic properties of stochastic convolution. Firstly, we
introduce the following generalized Ornstein-Uhlenbeck process

Z(t) :=

∫ t

0
(t− s)α−1Eα,α(t− s)dBH(s). (3.1)

Obviously, it is very important to establish the basic properties of the stochastic integrals
(3.1) in the study of the problem (1.6). For the sake of convenience, we introduce the following
operator and show some properties.

Lemma 3.1. Let Sα(t) = tα−1Eα,α(t), for 0 ≤ ν < 2 and 0 < α < 1, there exists a constant
C > 0 such that

‖Sα(t)χ‖Ḣν ≤ Ct
(2−ν)α−2

2 ‖χ‖, ‖[Sα(t2)− Sα(t1)]χ‖Ḣν ≤ C(t2 − t1)
2−(2−ν)α

2 ‖χ‖

for any 0 ≤ t1 < t2 ≤ T .
Proof. By Lemma 2.1, we get

‖Sα(t)χ‖Ḣν = ‖tα−1Eα,α(t)χ‖Ḣν ≤ Ct
(2−ν)α−2

2 ‖χ‖.

Next, utilizing the property of semigroup ‖Aσe−tA‖ ≤ Ct−σ for σ ≥ 0, we have

‖ d
dt
Sα(t)χ‖Ḣν = ‖(α− 1)tα−2Eα,α(t)−

∫ ∞
0

α2t2α−2θ2ξα(θ)AT (tαθ)dθ‖Ḣν

≤ (1− α)tα−2‖Eα,α(t)χ‖Ḣν +

∫ ∞
0

α2t2α−2θ2ξα(θ)‖A1+ ν
2 e−t

αθAχ‖dθ

≤ C(1− α)t
(2−ν)α−4

2 ‖χ‖+
α2Γ(2− ν

2 )

Γ(1 + α(1− ν
2 ))

t
(2−ν)α−4

2 ‖χ‖

≤ Ct
(2−ν)α−4

2 ‖χ‖.

Hence, we have the following

‖[Sα(t2)− Sα(t1)]χ‖Ḣν = ‖
∫ t2

t1

d

dt
Sα(t)χdt‖Ḣν

≤
∫ t2

t1

Ct
(2−ν)α−4

2 ‖χ‖dt

=
2C

2− (2− ν)α
[t

(2−ν)α−2
2

1 − t
(2−ν)α−2

2
2 ]

≤ 2C

[2− (2− ν)α]T
2−(2−ν)α
0

(t2 − t1)
2−(2−ν)α

2 ,

where 0 < T0 ≤ t1 < t2 ≤ T , and we have used tω2 − tω1 ≤ C(t2− t1)ω for 0 ≤ ω ≤ 1, in the above
derivation.

In what follows, let us establish the pathwise spatial-temporal regularity of the stochastic
convolution (3.1).

Theorem 3.1. For 0 ≤ ν < 2 and 0 < α < 1, the generalized Ornstein-Uhlenbeck process
(Z(t))t≥0 with the Hurst parameter 1

4 < H < 1 is well defined. Moreover, there holds

sup
t∈[0,T ]

E‖Z(t)‖2
Ḣν ≤ C(H,Q)tσ <∞, 0 ≤ t ≤ T,
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where the index should satisfy σ = min{(2− ν)α+ 4H − 3, 2H − (2− ν)α+ 2} > 0.
Proof. Using the Wiener integral with respect to fBm and noticing the expression of K∗t

and the properties of Itô integral, for 0 < H < 1
2 , we get

E‖Z(t)‖2
Ḣν = E‖

∫ t

0
(t− s)α−1Eα,α(t− s)dBH(s)‖2

Ḣν

=

∞∑
k=1

E‖
∫ t

0
λ

1/2
k (K∗t Sα(t− s)ek)(s)dβk(s)‖2Ḣν

=

∞∑
k=1

∫ t

0
E‖λ1/2

k (K∗t Sα(t− s)ek)(s)‖2Ḣνds

=

∞∑
k=1

∫ t

0
E‖λ1/2

k Sα(t− s)KH(t, s)ek

+

∫ t

s
λ

1/2
k [Sα(t− r)− Sα(t− s)]∂KH

∂r
(r, s)ekdr‖2Ḣνds

≤ 2

∞∑
k=1

∫ t

0
E‖λ1/2

k Sα(t− s)KH(t, s)ek‖2Ḣνds

+ 2

∞∑
k=1

∫ t

0
E‖

∫ t

s
λ

1/2
k [Sα(t− r)− Sα(t− s)]∂KH

∂r
(r, s)ekdr‖2Ḣνds

=: I1 + I2. (3.2)

With the help of the following inequality (see [22])

KH(t, s) ≤ C(H)(t− s)H−
1
2 sH−

1
2 ,

and further combining Lemma 3.1 and the Hölder inequality, we obtain

I1 = 2
∞∑
k=1

∫ t

0
E‖λ1/2

k Sα(t− s)KH(t, s)ek‖2Ḣνds

≤ 2C(H)(

∫ t

0
(t− s)(2−ν)α+2H−3s2H−1

∞∑
k=1

E‖λ1/2
k ek‖2ds)

≤ 2C(H)Tr(Q)(

∫ t

0
(t− s)2[(2−ν)α+2H−3]ds)

1
2 (

∫ t

0
s2(2H−1)ds)

1
2

≤ C(H,Q)t(2−ν)α+4H−3, (3.3)

and on the other hand, utilizing the expression (2.3), we get

I2 = 2

∞∑
k=1

∫ t

0
E‖

∫ t

s
λ

1/2
k [Sα(t− r)− Sα(t− s)]∂KH

∂r
(r, s)ekdr‖2Ḣνds

≤ 2

∞∑
k=1

∫ t

0
E(

∫ t

s
‖[Sα(t− r)− Sα(t− s)]∂KH

∂r
(r, s)‖2

Ḣνdr)(

∫ t

s
E‖λ1/2

k ek‖2dr)ds

≤ 2C2
H(H − 1

2
)2Tr(Q)

∫ t

0
(t− s)(

∫ t

s
|(s− r)

2−(2−ν)α
2 (

s

r
)
1
2
−H(r − s)H−

3
2 |2dr)ds

≤ C(H,Q)(

∫ t

0
(t− s)4H−(2−ν)αs1−2Hds)

≤ C(H,Q)t2H−(2−ν)α+2. (3.4)
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When 1
4 < H < 1

2 and σ = min{(2 − ν)α + 4H − 3, (2 − ν)α + 2H − 1} > 0, by combining
(3.2)-(3.4), one can easily get that

E‖Z(t)‖2
Ḣν ≤ C(H,Q)tσ ≤ C(H,Q)T σ <∞.

Similarly, for 1
2 < H < 1, one can derive that

E‖Z(t)‖2
Ḣν

= E‖
∫ t

0
(t− s)α−1Eα,α(t− s)dBH(s)‖2

Ḣν

=
∞∑
k=1

∫ t

0
E‖λ1/2

k (K∗t Sα(t− s)ek)(s)‖2Ḣνds

=
∞∑
k=1

∫ t

0
E‖

∫ t

s
λ

1/2
k Sα(t− r)∂KH

∂r
(r, s)ekdr‖2Ḣνds

≤ C2
H(H − 1

2
)2

∫ t

0
E(

∫ t

s
‖Sα(t− r)(s

r
)
1
2
−H(r − s)H−

3
2 ‖2
Ḣνdr)(

∫ t

s
E‖λ1/2

k ek‖2dr)ds

≤ C(H,Q)(

∫ t

0
(t− s)(2−ν)α+4H−3s1−2Hds)

≤ C(H,Q)t(2−ν)α+2H−1.

Thus, if 1
2 < H < 1 and (2 − ν)α + 2H − 1 > 0, one can directly obtain E‖Z(t)‖2

Ḣν <

C(H,Q)T (2−ν)α+2H−1 < ∞. When H = 1
2 , BH(t) is standard Brownian motion and it is easy

to obtain Z(t) is well defined. This completes the proof. �
Theorem 3.2. For 0 ≤ ν < 2 and 0 < α < 1, the stochastic process (Zt)t≥0 with 1

4 < H < 1
is continuous and it satisfies

E‖Z(t2)− Z(t1)‖2
Ḣν ≤ C(H,Q)(t2 − t1)γ , 0 ≤ t1 < t2 ≤ T,

where the index γ = min{2− (2− ν)α, (2− ν)α+ 4H − 3, (2− ν)α+ 2H − 1} > 0.
Proof. From (3.1), according to the relation between the Wiener integral and fBm, we have

Z(t2)− Z(t1) =

∫ t2

0
(t2 − s)α−1Eα,α(t2 − s)dBH(s)−

∫ t1

0
(t1 − s)α−1Eα,α(t1 − s)dBH(s)

=

∫ t1

0
(Sα(t2 − s)− Sα(t1 − s))dBH(s) +

∫ t2

t1

Sα(t2 − s)dBH(s)

=
∞∑
k=1

∫ t1

0
λ

1/2
k (K∗t (Sα(t2 − s)− Sα(t1 − s))ek)(s)dβk(s)

+
∞∑
k=1

∫ t2

t1

λ
1/2
k (K∗t Sα(t2 − s)ek)(s)dβk(s)

=: J1 + J2. (3.5)
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For the term J1, we get

E‖J1‖2Ḣσ

= E‖
∞∑
k=1

∫ t1

0
λ

1/2
k (K∗t (Sα(t2 − s)− Sα(t1 − s))ek)(s)dβk(s)‖2Ḣν

=
∞∑
k=1

∫ t1

0
E‖λ1/2

k (K∗t (Sα(t2 − s)− Sα(t1 − s))ek)(s)‖2Ḣνds

=
∞∑
k=1

∫ t1

0
E‖λ1/2

k (Sα(t2 − s)− Sα(t1 − s))KH(t, s)ek

+

∫ t

s
λ

1/2
k [(Sα(t2 − r)− Sα(t1 − r))− (Sα(t2 − s)− Sα(t1 − s))]

∂KH

∂r
(r, s)ekdr‖2Ḣνds

≤ 2(t2 − t1)2−(2−ν)α

∫ t1

0
(‖KH(t, s)‖2E‖λ1/2

k ek‖2 + 2E(

∫ t

s
‖∂KH

∂r
(r, s)‖2dr)(

∫ t

s
E‖λ1/2

k ek‖2dr))ds

≤ C(H)Tr(Q)(t2 − t1)2−(2−ν)α

∫ t1

0
[(t− s)2H−1s2H−1 + (t− s)(

∫ t

s
(
s

r
)1−2H(r − s)2H−3dr)]ds

≤ C(H,Q)t2H1 (t2 − t1)2−(2−ν)α. (3.6)

Applying Lemma 3.1 and the Hölder inequality, we obtain

E‖J2‖2Ḣν = E‖
∞∑
k=1

∫ t2

t1

λ
1/2
k (K∗t Sα(t2 − s)ek)(s)dβk(s)‖2Ḣν

=
∞∑
k=1

∫ t2

t1

E‖λ1/2
k (K∗t Sα(t2 − s)ek)(s)‖2Ḣνds

=
∞∑
k=1

∫ t2

t1

E‖λ1/2
k Sα(t2 − s)KH(t, s)ek

+

∫ t

s
λ

1/2
k [Sα(t2 − r)− Sα(t2 − s)]

∂KH

∂r
(r, s)ekdr‖2Ḣνds

≤ 2

∫ t2

t1

‖Sα(t2 − s)KH(t, s)‖2
ḢνE‖λ

1/2
k ek‖2ds

+ 2
∞∑
k=1

∫ t2

t1

E‖
∫ t

s
λ

1/2
k [Sα(t2 − r)− Sα(t2 − s)]

∂KH

∂r
(r, s)ekdr‖2Ḣνds

≤ C(H)[(t2 − t1)(2−ν)α+4H−3 + (t2 − t1)2H−(2−ν)α+2]. (3.7)
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In a similar manner, for 1
2 < H < 1, we have

E‖Z(t2)− Z(t1)‖2
Ḣν

≤ 2
∞∑
k=1

E‖
∫ t1

0
λ

1/2
k (K∗t (Sα(t2 − s)− Sα(t1 − s))ek)(s)dβk(s)‖2Ḣν

+ 2
∞∑
k=1

E‖
∫ t2

t1

λ
1/2
k (K∗t Sα(t2 − s)ek)(s)dβk(s)‖2Ḣν

= 2
∞∑
k=1

∫ t1

0
E‖

∫ t

s
λ

1/2
k (Sα(t2 − r)− Sα(t1 − r))

∂KH

∂r
(r, s)ekdr‖2Ḣνds

+ 2
∞∑
k=1

∫ t2

t1

‖
∫ t

s
λ

1/2
k Sα(t2 − r)

∂KH

∂r
(r, s)ekdr‖2Ḣνds

≤ 2(t2 − t1)2−(2−ν)α

∫ t1

0
(

∫ t

s
‖∂KH

∂r
(r, s)‖2dr)(

∫ t

s
E‖λ1/2

k ek‖2dr)ds

+ 2

∫ t2

t1

(

∫ t

s
‖Sα(t2 − r)

∂KH

∂r
(r, s)‖2

Ḣνdr)(

∫ t

s
E‖λ1/2

k ek‖2dr)ds

≤ C(H,Q)[t2H1 (t2 − t1)2−(2−ν)α + (t2 − t1)(2−ν)α+2H−1]. (3.8)

When H = 1
2 , we can deduce that

E‖Z(t2)− Z(t1)‖2
Ḣν ≤ C(H,Q)(t2 − t1)2−(2−ν)α. (3.9)

Therefore, when we set γ = min{2− (2−ν)α, (2−ν)α+4H−3, (2−ν)α+2H−1} > 0 with
1
4 < H < 1, taking expectation on both side of (3.5) and combining (3.6)-(3.9) in turn then lead
to complete the proof. �

4. Existence and regularity of mild solution

In this section, the existence and uniqueness of mild solution to (1.6) will be proved by
Banach fixed point theorem. Let K > 0 be constant to be determined later. We define the
following space

BT
R := {u : u ∈ C([0, T ]; Ḣν), sup

t∈[0,T ]
‖u(t)‖Ḣν ≤ K, ∀t ∈ [0, T ], ν ≥ 0},

where we denote Ḣ0 := L2(D). The following statement holds.
Theorem 4.1. For 0 ≤ ν < 2 and 0 < α < 1, then there exists a stopping time T ∗ > 0 such

that (1.6) has a unique mild solution in L2(Ω, BT ∗
R ).

Proof. We first define a map F : BT
R → C([0, T ]; Ḣν) in the following manner: for any

u ∈ BT
R,

(Fu)(t) = Eα(t)u0 +

∫ t

0
(t− s)α−1Eα,α(t− s)[B(u(s)) + f(u(s))]ds

+

∫ t

0
(t− s)α−1Eα,α(t− s)dBH(s), t ∈ [0, T ]. (4.1)
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To begin with, we need to show that Fu ∈ BT
R for u ∈ BT

R. Making use of Lemma 3.1 and

Theorem 3.1 and the Hölder inequality, and based on ‖B(u)‖ ≤ C‖u‖‖A
1
2u‖, we get

E‖Fu‖2
Ḣν ≤ 3E‖Eα(t)u0‖2Ḣν + 3E‖

∫ t

0
Sα(t− s)[B(u) + f(u)]ds‖2

Ḣν + 3E‖Z(t)‖2
Ḣν

≤ CE‖u0‖2Ḣν + Ct(2−ν)α−1E(

∫ t

0
(‖B(u)‖2 + ‖f(u)‖2)ds) + C(H,Q)tσ

≤ CE‖u0‖2Ḣν + Ct(2−ν)α(1 +K2 +K4) + C(H,Q)tσ, (4.2)

which implies that Fu ∈ BT
R as T > 0 is sufficiently small and K is sufficiently large. By a

similar calculation as showing (4.2), we get the continuity of Fu.
Given any u, v ∈ BT

R, it follows from Lemma 3.1 that

E‖Fu−Fv‖2
Ḣν ≤ 2E‖

∫ t

0
Sα(t− s)[B(u)−B(v)]ds‖2

Ḣν + 2E‖
∫ t

0
Sα(t− s)[f(u)− f(v)]ds‖2

Ḣν

≤ Ct2α−1E(

∫ t

0
K2‖u− v‖2

Ḣνds) + Ct2α−1E(

∫ t

0
‖u− v‖2

Ḣνds), (4.3)

which further implies

sup
t∈[0,T ]

E‖Fu−Fv‖2
Ḣν ≤ C(T ∗)2α(1 +K2) sup

t∈[0,T ]
E‖u− v‖2

Ḣν . (4.4)

Next, let us take T ∗ such that

0 < C(T ∗)2α(1 +K2) < 1,

and so that F is a strict contraction mapping on BT
R. By the Banach fixed point theorem, there

exist a unique fixed point u ∈ L2(Ω, BT ∗
R ), which is a mild solution to (1.6). This completes the

proof. �
Our final main result is devoted to the Hölder regularity of the mild solution and is stated

as follows.
Theorem 4.2. For 0 ≤ ν < 2, 1

4 < H < 1 and 0 < α < 1, there exists a unique mild
solution u(t) satisfying

E‖u(t2)− u(t1)‖2
Ḣν < (t2 − t1)β, 0 ≤ t1 < t2 ≤ T,

where β = min{αν, (2− ν)α, 2− (2− ν)α, (2− ν)α+ 4H − 3, (2− ν)α+ 2H − 1} > 0.
Proof. From (2.7) we have

u(t2)− u(t1) = Eα(t2)u0 − Eα(t1)u0 +

∫ t2

0
Sα(t2 − s)B(u(s))ds−

∫ t1

0
Sα(t1 − s)B(u(s))ds

+

∫ t2

0
Sα(t2 − s)f(u(s))ds−

∫ t1

0
Sα(t1 − s)f(u(s))ds+ Z(t2)− Z(t1)

=: J1 + J2 + J3 + J4, (4.5)

where we define

J1 := Eα(t2)u0 − Eα(t1)u0, J4 := Z(t2)− Z(t1),
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and

J2 : =

∫ t2

0
Sα(t2 − s)B(u(s))ds−

∫ t1

0
Sα(t1 − s)B(u(s))ds

=

∫ t1

0
[Sα(t2 − s)− Sα(t1 − s)]B(u(s))ds+

∫ t2

t1

Sα(t2 − s)B(u(s))ds

=: J21 + J22,

and

J3 :=

∫ t2

0
Sα(t2 − s)f(u(s))ds−

∫ t1

0
Sα(t1 − s)f(u(s))ds

=

∫ t1

0
[Sα(t2 − s)− Sα(t1 − s)]f(u(s))ds+

∫ t2

t1

Sα(t2 − s)f(u(s))ds

=: J31 + J32.

The application of Lemma 2.2 follows that

E‖J1‖2Ḣν = E‖Eα(t2)u0 − Eα(t1)u0‖2Ḣν ≤ (t2 − t1)ανE‖u0‖2. (4.6)

Applying Lemma 3.1 and the Hölder inequality, we get

E‖J2‖2Ḣν ≤ 2E‖J21‖2Ḣν + E‖J22‖2Ḣν

≤ 2E(

∫ t1

0
‖Sα(t2 − s)− Sα(t1 − s)‖2Ḣνds)(

∫ t1

0
‖B(u(s))‖2ds)

+ 2E(

∫ t2

t1

‖Sα(t2 − s)‖2Ḣνds)(

∫ t2

t1

‖B(u(s))‖2ds)

≤ CK4T 2(t2 − t1)2−(2−ν)α + CK4(t2 − t1)(2−ν)α. (4.7)

and

E‖J3‖2Ḣν ≤ 2E‖J31‖2Ḣν + E‖J32‖2Ḣν

≤ 2E(

∫ t1

0
‖Sα(t2 − s)− Sα(t1 − s)‖2Ḣνds)(

∫ t1

0
‖f(u(s))‖2ds)

+ 2E(

∫ t2

t1

‖Sα(t2 − s)‖2Ḣνds)(

∫ t2

t1

‖f(u(s))‖2ds)

≤ C(1 +K2)T 2(t2 − t1)2−(2−ν)α + C(1 +K2)(t2 − t1)(2−ν)α. (4.8)

By Theorem 3.2, we have

E‖J4‖2Ḣν = E‖Z(t2)− Z(t1)‖2
Ḣν ≤ C(H,Q)(t2 − t1)γ . (4.9)

Taking expectation on both side of (4.5) and combining (4.6)-(4.9), the proof of Theorem
4.2 is then completed. �
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