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Abstract

Magnetic Resonance Imaging (MRI) scanners are becoming increasingly popular with many clinical experts for use in both medical research and clinical imaging of patients, due to their ability to perform high-resolution non-intrusive imaging examinations. Recently, however, there has been an increasing demand for higher-resolution scanners that are capable of performing quicker scans with increased patient comfort. With this demand for more advanced MRI systems, there also follows a number of challenges facing designers. Understanding the physical phenomena behind MRI is crucial in the development of scanners that are capable of producing accurate images of the patient with maximum comfort and minimal noise signatures.

MRI scanners utilise strong static magnetic fields coupled with rapidly time varying gradient magnetic fields to generate images of the patient. In the presence of these time varying fields, the conducting components of MRI scanners generate eddy currents, which give rise to Lorentz forces and cause the conductors to vibrate. These vibrations cause acoustic waves to form that propagate through the air and result in audible noise which can cause significant discomfort for the patient. They also generate Lorentz currents which feedback into the electromagnetic field and this process results in a fully coupled non-linear acousto-magneto-mechanical system. The determination of the coupling mechanisms involved in such a system is a non-trivial task and so, in order to understand the behaviour of MRI systems during operation, advanced computational tools and techniques are required. Moreover, there exists certain small scale physical phenomena that arise in the coupled system which require high resolutions to obtain accurate results.

In this thesis, a new computational framework for the treatment of acousto-magneto-mechanical coupling that arises in low-frequency electro-magneto-mechanical systems, such as MRI scanners, is proposed. The transient Newton-Raphson strategy involves the solution of a monolithic system, obtained from the linearisation of the coupled system of equations and two approaches are considered: (i) the linearised approach and (ii) the non-linear approach.

In (i), physically motivated by the excitation from static and time varying current sources of MRI scanners, the fields may be split into a dominant static component and a much smaller dynamic component. The resulting linearised system is obtained by performing the linearisation of the fields about this dominant static component. This approach permits solutions in the frequency domain, for understanding the response of MRI systems under various excitations, and provides a computationally efficient way to solve this challenging problem, as it allows the tangent stiffness...
matrix to be inverted independently of time or frequency.

In (ii), there is no approximation from a physical standpoint and the linearisation is performed about the current solution. This approach requires that solutions are obtained in the time domain and thus the focus is then put on transient solutions to the coupled system of equations to address the following two important questions: 1) How good is the agreement between the computationally efficient linearised approach compared with the intensive non-linear approach?; and 2) Over what range of MRI operating conditions can the linearised approach be expected to provide acceptable results for MRI scanner design?

Motivated by the need to solve industrial problems rapidly, solutions will be restricted to problems consisting of axisymmetric geometries and current sources. This treatment also discusses, in detail, the computational requirements for the solution of these coupled problems on unbounded domains and the accurate discretisation of the fields using $hp$-finite elements. A set of academic and industrially relevant examples are studied to benchmark and illustrate both approaches, in a $hp$-finite element context, as well as performing rigorous comparisons between the approaches.
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# Nomenclature

<table>
<thead>
<tr>
<th>Sym</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Continuous Time Dependent Fields</strong></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Magnetic vector potential</td>
<td>Webers per metre</td>
</tr>
<tr>
<td>H</td>
<td>Magnetic field vector</td>
<td>Amperes per metre</td>
</tr>
<tr>
<td>B</td>
<td>Magnetic flux density vector</td>
<td>Teslas</td>
</tr>
<tr>
<td>E</td>
<td>Electric field vector</td>
<td>Volts per metre</td>
</tr>
<tr>
<td>D</td>
<td>Electric displacement field vector</td>
<td>Coulombs per sq. metre</td>
</tr>
<tr>
<td>J</td>
<td>Electric current density vector</td>
<td>Amperes per sq. metre</td>
</tr>
<tr>
<td>j_s</td>
<td>Surface current density vector</td>
<td>Amperes per metre</td>
</tr>
<tr>
<td>u</td>
<td>Mechanical displacement vector</td>
<td>Metres</td>
</tr>
<tr>
<td>u</td>
<td>Mechanical velocity vector</td>
<td>Metres per second</td>
</tr>
<tr>
<td>a</td>
<td>Mechanical acceleration vector</td>
<td>Metres per sq. second</td>
</tr>
<tr>
<td>P</td>
<td>Acoustic pressure scalar</td>
<td>Pascals</td>
</tr>
<tr>
<td>δ_A</td>
<td>Magnetic update field</td>
<td>Webers per metre</td>
</tr>
<tr>
<td>δ_u</td>
<td>Mechanical update field</td>
<td>Metres</td>
</tr>
<tr>
<td>δ_P</td>
<td>Acoustic update field</td>
<td>Pascals</td>
</tr>
<tr>
<td></td>
<td><strong>Discrete Time Dependent Fields</strong></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Magnetic vector potential</td>
<td>Webers per metre</td>
</tr>
<tr>
<td>u</td>
<td>Mechanical displacement vector</td>
<td>Metres</td>
</tr>
<tr>
<td>P</td>
<td>Acoustic pressure scalar</td>
<td>Pascals</td>
</tr>
<tr>
<td>δ_A</td>
<td>Magnetic update field</td>
<td>Webers per metre</td>
</tr>
<tr>
<td>δ_u</td>
<td>Mechanical update field</td>
<td>Metres</td>
</tr>
<tr>
<td>δ_P</td>
<td>Acoustic update field</td>
<td>Pascals</td>
</tr>
<tr>
<td></td>
<td><strong>Continuous Complex Amplitudes</strong></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Magnetic vector potential</td>
<td>Webers per metre</td>
</tr>
<tr>
<td>H</td>
<td>Magnetic field vector</td>
<td>Amperes per metre</td>
</tr>
<tr>
<td>B</td>
<td>Magnetic flux density vector</td>
<td>Teslas</td>
</tr>
<tr>
<td>E</td>
<td>Electric field vector</td>
<td>Volts per metre</td>
</tr>
<tr>
<td>D</td>
<td>Electric displacement field vector</td>
<td>Coulombs per sq. metre</td>
</tr>
<tr>
<td>J</td>
<td>Electric current density vector</td>
<td>Amperes per sq. metre</td>
</tr>
<tr>
<td>U</td>
<td>Mechanical displacement vector</td>
<td>Metres</td>
</tr>
</tbody>
</table>
Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{P}$</td>
<td>Acoustic pressure scalar</td>
<td>Pascals $[Pa]$</td>
</tr>
<tr>
<td>$\delta_A$</td>
<td>Magnetic update field</td>
<td>Webers per metre $[Wbm^{-1}]$</td>
</tr>
<tr>
<td>$\delta_U$</td>
<td>Mechanical update field</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$\delta_P$</td>
<td>Acoustic update field</td>
<td>Pascals $[Pa]$</td>
</tr>
</tbody>
</table>

Discrete Complex Amplitudes

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A}$</td>
<td>Magnetic vector potential</td>
<td>Webers per metre $[Wbm^{-1}]$</td>
</tr>
<tr>
<td>$\mathcal{U}$</td>
<td>Mechanical displacement vector</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>Acoustic pressure scalar</td>
<td>Pascals $[Pa]$</td>
</tr>
<tr>
<td>$\delta_A$</td>
<td>Magnetic update field</td>
<td>Webers per metre $[Wbm^{-1}]$</td>
</tr>
<tr>
<td>$\delta_U$</td>
<td>Mechanical update field</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$\delta_P$</td>
<td>Acoustic update field</td>
<td>Pascals $[Pa]$</td>
</tr>
</tbody>
</table>

Continuous Test Functions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A}^\delta$</td>
<td>Magnetic test function</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$\mathcal{U}^\delta$</td>
<td>Mechanical test function</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$\mathcal{P}^\delta$</td>
<td>Acoustic test function</td>
<td>Dimensionless</td>
</tr>
</tbody>
</table>

Discrete Test Functions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A}^\delta$</td>
<td>Magnetic test function</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$\mathcal{U}^\delta$</td>
<td>Mechanical test function</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$\mathcal{P}^\delta$</td>
<td>Acoustic test function</td>
<td>Dimensionless</td>
</tr>
</tbody>
</table>

Stress, Strain and Force Fields

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon$</td>
<td>Mechanical strain tensor</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Total stress tensor</td>
<td>Newtons per sq. metre $[Nm^{-2}]$</td>
</tr>
<tr>
<td>$\sigma^e$</td>
<td>Maxwell stress tensor</td>
<td>Newtons per sq. metre $[Nm^{-2}]$</td>
</tr>
<tr>
<td>$\sigma_m$</td>
<td>Cauchy stress tensor</td>
<td>Newtons per sq. metre $[Nm^{-2}]$</td>
</tr>
<tr>
<td>$S$</td>
<td>Linearised Maxwell stress tensor</td>
<td>Newtons per sq. metre $[Nm^{-2}]$</td>
</tr>
<tr>
<td>$f$</td>
<td>Mechanical body force vector</td>
<td>Newtons per cbc. metres $[Nm^{-3}]$</td>
</tr>
<tr>
<td>$f_e$</td>
<td>Magnetic body force vector</td>
<td>Newtons per cbc. metres $[Nm^{-3}]$</td>
</tr>
<tr>
<td>$T$</td>
<td>Mechanical traction force vector</td>
<td>Newton metres $[Nm]$</td>
</tr>
</tbody>
</table>

Problem parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>Time</td>
<td>Seconds $[s]$</td>
</tr>
<tr>
<td>$T$</td>
<td>Time period</td>
<td>Seconds $[s]$</td>
</tr>
<tr>
<td>$f$</td>
<td>Frequency</td>
<td>Hertz $[Hz]$</td>
</tr>
<tr>
<td>$d_t$</td>
<td>Thickness</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular frequency</td>
<td>Radians per second $[rad s^{-1}]$</td>
</tr>
<tr>
<td>$k$</td>
<td>Wave number</td>
<td>Waves per metre $[m^{-1}]$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Length scale</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$TOL$</td>
<td>Tolerance in residual for NR</td>
<td>Dimensionless</td>
</tr>
</tbody>
</table>
**Material parameters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>Material density</td>
<td>Kilograms per cubic metre ( [kgm^{-3}] )</td>
</tr>
<tr>
<td>( \rho_V )</td>
<td>Volume charge density</td>
<td>Coulombs per cubic metre ( [Cm^{-3}] )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Material conductivity</td>
<td>Siemens per metre ( [Sm^{-1}] )</td>
</tr>
<tr>
<td>( \gamma_0 )</td>
<td>Conductivity of free space</td>
<td>Siemens per metre ( [Sm^{-1}] )</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Permeability of medium</td>
<td>Henrys per metre ( [Hm^{-1}] )</td>
</tr>
<tr>
<td>( \mu_0 )</td>
<td>Permeability of free space</td>
<td>Henrys per metre ( [Hm^{-1}] )</td>
</tr>
<tr>
<td>( \mu_r )</td>
<td>Relative permeability</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>Permittivity of medium</td>
<td>Farads per metre ( [Fm^{-1}] )</td>
</tr>
<tr>
<td>( \epsilon_0 )</td>
<td>Permittivity of free space</td>
<td>Farads per metre ( [Fm^{-1}] )</td>
</tr>
<tr>
<td>( \epsilon_r )</td>
<td>Relative permittivity</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Bulk modulus of solid</td>
<td>Newtons per square metre ( [Nm^{-2}] )</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Bulk modulus of fluid</td>
<td>Newtons per square metre ( [Nm^{-2}] )</td>
</tr>
<tr>
<td>( E )</td>
<td>Young’s modulus</td>
<td>Newtons per square metre ( [Nm^{-2}] )</td>
</tr>
<tr>
<td>( G )</td>
<td>Shear modulus</td>
<td>Newtons per square metre ( [Nm^{-2}] )</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Poisson’s ratio</td>
<td>Dimensionless</td>
</tr>
</tbody>
</table>

**Spatial Discretisation Parameters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h )</td>
<td>Maximum element length</td>
<td>Metres ( [m] )</td>
</tr>
<tr>
<td>( p )</td>
<td>Element order</td>
<td>Dimensionless</td>
</tr>
</tbody>
</table>

**Temporal Discretisation Parameters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta t )</td>
<td>Timestep size</td>
<td>Seconds ( [s] )</td>
</tr>
<tr>
<td>( \alpha_f )</td>
<td>( \alpha )-method parameter</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>( \alpha_m )</td>
<td>( \alpha )-method parameter</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>( \varsigma )</td>
<td>( \alpha )-method parameter</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( \alpha )-method parameter</td>
<td>Dimensionless</td>
</tr>
</tbody>
</table>

**Discrete System Terms**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M )</td>
<td>Mass matrix</td>
<td>Various</td>
</tr>
<tr>
<td>( C )</td>
<td>Damping matrix</td>
<td>Various</td>
</tr>
<tr>
<td>( K )</td>
<td>Stiffness matrix</td>
<td>Various</td>
</tr>
<tr>
<td>( R )</td>
<td>Residual vector</td>
<td>Various</td>
</tr>
</tbody>
</table>

**Extra Mathematical Terms**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>Unit normal vector</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>( t )</td>
<td>Unit traction vector</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>( [\cdot]</td>
<td>_{\partial \Omega_c}^{+} )</td>
<td>Boundary interface condition</td>
</tr>
<tr>
<td>( (\cdot)</td>
<td>_{\partial \Omega_c}^{+} )</td>
<td>Contribution from outside domain</td>
</tr>
<tr>
<td>( (\cdot)</td>
<td>_{\partial \Omega_c}^{-} )</td>
<td>Contribution from inside domain</td>
</tr>
</tbody>
</table>

**Complete Domains and Boundaries**
## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>Complete domain</td>
<td>Cubic metres $[m^3]$</td>
</tr>
<tr>
<td>$\Omega_c$</td>
<td>Conducting domain</td>
<td>Cubic metres $[m^3]$</td>
</tr>
<tr>
<td>$\Omega_n$</td>
<td>Non-conducting domain</td>
<td>Cubic metres $[m^3]$</td>
</tr>
<tr>
<td>$\text{supp}(J^s)$</td>
<td>Magnetic coils domain</td>
<td>Cubic metres $[m^3]$</td>
</tr>
<tr>
<td>$\partial\Omega$</td>
<td>Domain boundary</td>
<td>Square metres $[m^2]$</td>
</tr>
<tr>
<td>$\partial\Omega^D$</td>
<td>Dirichlet boundary</td>
<td>Square metres $[m^2]$</td>
</tr>
<tr>
<td>$\partial\Omega^N$</td>
<td>Neumann boundary</td>
<td>Square metres $[m^2]$</td>
</tr>
<tr>
<td>$\partial\Omega_c$</td>
<td>Conductor boundary</td>
<td>Square metres $[m^2]$</td>
</tr>
<tr>
<td>$\partial\Omega_n$</td>
<td>Non-conductor boundary</td>
<td>Square metres $[m^2]$</td>
</tr>
</tbody>
</table>

### Axisymmetric Domains and Boundaries

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega^m$</td>
<td>Complete meridian domain</td>
<td>Square metres $[m^2]$</td>
</tr>
<tr>
<td>$\Omega^m_c$</td>
<td>Conducting meridian domain</td>
<td>Square metres $[m^2]$</td>
</tr>
<tr>
<td>$\Omega^m_n$</td>
<td>Non-conducting meridian domain</td>
<td>Square metres $[m^2]$</td>
</tr>
<tr>
<td>$\partial\Omega^m$</td>
<td>Meridian domain boundary</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$\partial\Omega^m_D$</td>
<td>Meridian Dirichlet boundary</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$\partial\Omega^m_N$</td>
<td>Meridian Neumann boundary</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$\partial\Omega^m_c$</td>
<td>Conductor meridian boundary</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$\partial\Omega^m_n$</td>
<td>Non-conductor meridian boundary</td>
<td>Metres $[m]$</td>
</tr>
</tbody>
</table>

### Coordinate Systems

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>General orthogonal coordinates</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$x^m$</td>
<td>Meridian coordinates</td>
<td>Metres $[m]$</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Referential coordinates</td>
<td>Metres $[m]$</td>
</tr>
</tbody>
</table>
# Acronyms and Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC(s)</td>
<td>Absorbing Boundary Condition(s)</td>
</tr>
<tr>
<td>AC</td>
<td>Alternating Current</td>
</tr>
<tr>
<td>ANSYS</td>
<td>Analysis System</td>
</tr>
<tr>
<td>BC(s)</td>
<td>Boundary Condition(s)</td>
</tr>
<tr>
<td>BEM</td>
<td>Boundary Element Method</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer Aided Design</td>
</tr>
<tr>
<td>CEM</td>
<td>Computational Electromagnetics</td>
</tr>
<tr>
<td>CG</td>
<td>Continuous Galerkin</td>
</tr>
<tr>
<td>COMSOL</td>
<td>Computer Solution</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DG</td>
<td>Discontinuous Galerkin</td>
</tr>
<tr>
<td>DOF(s)</td>
<td>Degree(s) of Freedom</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>EM</td>
<td>Electromagnetics</td>
</tr>
<tr>
<td>EMF</td>
<td>Electro-Motive Force</td>
</tr>
<tr>
<td>EOM</td>
<td>Equation of Motion</td>
</tr>
<tr>
<td>EPI</td>
<td>Echo Planar Imaging</td>
</tr>
<tr>
<td>FBV</td>
<td>Floor Borne Vibrations</td>
</tr>
<tr>
<td>fMRI</td>
<td>functional Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>FD</td>
<td>Finite Difference</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite Difference Time Domain</td>
</tr>
<tr>
<td>FE</td>
<td>Finite Elements</td>
</tr>
<tr>
<td>FEA</td>
<td>Finite Element Analysis</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FP</td>
<td>Fixed Point</td>
</tr>
<tr>
<td>FrD</td>
<td>Frequency Domain</td>
</tr>
<tr>
<td>FT</td>
<td>Fourier Transform</td>
</tr>
<tr>
<td>GC</td>
<td>Gradient Coil</td>
</tr>
<tr>
<td>GCI</td>
<td>Gradient Coil Interactions</td>
</tr>
<tr>
<td>HO</td>
<td>High / Higher Order</td>
</tr>
<tr>
<td>HR</td>
<td>High Resolution</td>
</tr>
<tr>
<td>LHS</td>
<td>Left Hand Side</td>
</tr>
<tr>
<td>LO</td>
<td>Low / Lower Order</td>
</tr>
<tr>
<td>Acronym</td>
<td>Abbreviation</td>
</tr>
<tr>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td>MATLAB</td>
<td>Matrix Laboratory</td>
</tr>
<tr>
<td>MC</td>
<td>Main Coil</td>
</tr>
<tr>
<td>MDOF</td>
<td>Multi Degrees of Freedom</td>
</tr>
<tr>
<td>MoM</td>
<td>Method of Moments</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>NACS</td>
<td>Numerical Analysis of Coupled Systems</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear Magnetic Resonance</td>
</tr>
<tr>
<td>NR</td>
<td>Newton-Raphson</td>
</tr>
<tr>
<td>NURBS</td>
<td>Non Uniform Rational B-Splines</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary Differential Equation</td>
</tr>
<tr>
<td>OVC</td>
<td>Outer Vacuum Chamber</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>PML</td>
<td>Perfectly Matched Layer</td>
</tr>
<tr>
<td>PUFEM</td>
<td>Partition of Unity Finite Element Method</td>
</tr>
<tr>
<td>QOI(s)</td>
<td>Quantity(ies) of Interest</td>
</tr>
<tr>
<td>ROI(s)</td>
<td>Region(s) of Interest</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>Research and Development</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RHS</td>
<td>Right Hand Side</td>
</tr>
<tr>
<td>SC</td>
<td>Secondary Coils</td>
</tr>
<tr>
<td>SDOF</td>
<td>Single Degree of Freedom</td>
</tr>
<tr>
<td>SMT</td>
<td>Siemens Magnet Technology</td>
</tr>
<tr>
<td>SNS</td>
<td>Sum of Normal Stresses</td>
</tr>
<tr>
<td>TD</td>
<td>Time Domain</td>
</tr>
<tr>
<td>TSM</td>
<td>Tangent Stiffness Matrix</td>
</tr>
<tr>
<td>1D</td>
<td>One Dimension / Dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two Dimension / Dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three Dimension / Dimensional</td>
</tr>
</tbody>
</table>
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“The journey of a thousand miles begins with one step”

Lao Tzu
1.1 Background

Since the discovery of Nuclear Magnetic Resonance (NMR) by Rabi of Columbia University in 1937 [200], for which he was awarded the 1944 Nobel Prize in physics, much research into the use of NMR for medical imaging has been accomplished. In 1952, Carr, a Harvard University student, produced a one-dimensional NMR image, reported in his PhD thesis [47]. By the end of the 1950’s, Singer had used NMR to study the blood flow in living humans [231] and in the late 1960’s reports of the first NMR measurements, of tissue in living humans by Ligon in 1967 [155] and animal subjects by Jackson and Langham in 1968 [117], were published.

In 1971 Physician Damadian published a paper in which he reported that tumours and normal tissue could be distinguished by means of NMR [65] and suggested that these differences could be used to diagnose cancer. In 1972 he applied for a patent, which describes the concept of NMR being used for medical imaging and illustrated major parts of an MRI machine [66]. He went on to build the first MRI scanner and achieved the first MRI scans of a human body [67].

Meanwhile, Lauterbur of the New York State University expanded on Carr’s 1D NMR image generation to develop the first 2D and 3D MRI images, which he published in 1973 [149]. In the mid 1970s, Mansfield, a physicist at the University of Nottingham, developed the echo-planar imaging (EPI) technique as an improvement to Lauterbur’s initial work, which used the projection-reconstruction method. This new technique would drastically improve the image reconstruction process and lead to scans taking seconds rather than hours and produce clearer images [166]. Both Lauterbur and Mansfield were later awarded the Nobel Prize (2003) in physiology/medicine for their discoveries in MRI.

In 1992, a technique known as functional MRI was introduced [142] which made possible cerebral/brain imaging of humans through analysis of brain activity. By the end of the 20th century MRI scanners were commercially available and clinical MRI units had been introduced into most hospitals and research imaging units in research centres and universities. By 2010, approximately 20,000 MRI scanners were in use worldwide, with those numbers rising to approximately 29,000 in 2014 [9].

1.2 MRI Scanners

In recent years, MRI has become an increasingly popular method for medical imaging. Its capability of both neuroimaging [30] and non-invasive diagnosis of a range of
medical ailments, such as tumours [137], damaged cartilage [170], fractures [45] and even the detection of multiple sclerosis [192] make it a desirable imaging technique for clinical use. MRI scanners differ from other medical imaging techniques, such as X-ray and computed tomography (CT), as they utilise strong magnetic fields for image generation and do not use harmful ionizing radiation. For this reason, they are the preferred imaging technique for children and patients requiring multiple imaging examinations. MRI imaging sequences (15-90 minutes [5]), however, tend to last longer than an X-ray or CT scan (10-20 minutes [4]). Nevertheless, MRI tends to outperform CT scans in terms of image resolution, particularly in soft tissue applications, and as such is often the preferred method when looking to accurately diagnose serious medical conditions such as cancer [29] and strokes [48], as well as in neuroimaging [131]. Figure 1.1 illustrates a comparison between images taken on a CT and MRI scanner. MRI in the imaging of bones has also been carried out [134] and offers positive results in comparison to CT [157].

MRI scanners utilise the principle of NMR to generate images. The human body is largely made up of water molecules (approximately two thirds) which contain hydrogen nuclei, consisting of a single proton. Inside the scanner, the patient is placed in a strong uniform uni-directional magnetic field, known as the $H_0$ field\(^1\), which aligns the hydrogen nuclei of the patient in the direction of $H_0$. During an imaging sequence, a series of radio frequency (RF) pulses are generated, perpendicular to the aligning magnetic field, which excite the protons and causes them to flip alignment [60]. When the RF signals are removed, the protons return to their state of alignment with $H_0$, known as relaxation, and emit their own radiating RF signal. This signal can then be detected by conductive receiver coils, placed around the object being imaged, and the data encoded. To produce the images the emitted RF signal must be encoded in each Cartesian coordinate direction ($x$, $y$ and $z$). This is accomplished by applying a set of gradient magnetic fields, generated through resistive gradient coils, which result in a total magnetic field ($H_0$ plus gradient field)\(^2\) that varies linearly in the direction of each applied gradient [44]. A Fourier transform can then be applied, to the received RF signal, to transform it into the spatial domain and generate an image [166].

Figure 1.2 shows a typical setup of a simplified cylindrical bore MRI scanner, consisting of five main components: the main coils (MC) of the magnet, the secondary

\(^1\)The MRI background magnetic field is often referred to as the $B_0$ field, measured in Teslas [7]. However, it is more correct to refer to the background magnetic field as $H_0$ in our formulation.

\(^2\)This total magnetic field is also affected by various effects that result from the magneto-mechanical coupling, such as the eddy and Lorentz currents (see Appendix A).
Figure 1.1: Comparison between MRI (left) and CT (right) generated images of my brain and eyes! MRI scans typically allow for higher resolution imaging of soft matter, such as the brain and eyes, whilst CT performs better when imaging hard mater, such as the bone structures offering lower resolution of soft matter. These images are courtesy of the High Wycombe Radiology Department to whom I owe thanks for allowing me to add this personal touch to the Thesis. A very useful experience indeed.
coils (SC), the cryostat (comprised of a set of radiation shields that encapsulate the liquid helium immersed magnetic coils) and sets of primary and secondary resistive gradient coils (GC). A set of main magnetic coils produce the strong uniform stationary magnetic field across the radial section of the scanner [122], required to align the protons of the hydrogen atoms in the patient in the axial direction. The secondary magnetic coils are used to minimise the large stray magnetic fields arising outside of the scanner. The cryostat consists of a set of metallic vessels in vacuum to maintain the supercooled magnet temperatures and shield the coils from radiation. Scanners typically consist of three shield levels: the Helium vessel, which contains the liquid helium for the superconducting magnet coils, the Inner Radiation shield, and the Outer Vacuum Chamber (OVC). A set of resistive coils inside the imaging volume, known as gradient coils (GC), produce pulsed magnetic field gradients which excite certain regions of the protons to generate an image of the patient. The secondary set of GC are used to shield the radiation shield from the gradient fields and minimise field penetration into the supercooled vessel.

Current commercially available MRI scanners are typically classified into two categories: open (C-shaped) and closed (cylindrical) bore. The most popular type of magnets available in MRI machines are the superconducting solenoidal magnets [14]. These magnets consist of conducting wire contained within a supercooled vessel liquid helium known as the cryostat, and are capable of generating the high field strengths required for high resolution (HR) imaging. The imaging resolution of the scanners is determined by the strength of the static magnetic field produced by the main magnet. The magnetic flux density of such fields is typically in the region.
of 1.5-3T (approximately 30,000-70,000 times the strength of the Earth’s magnetic field) for clinical use [196, 229, 228], with some 7T units in use for medical research applications [249, 129]. Some open C-shaped MRI scanners which utilise permanent magnets to generate the static field are still available but are less common in current imaging units due to their relatively low field strengths of approximately 0.2-0.5T [193]. However, they do offer the advantage of increased accessibility and comfort for the patient due to the open section around the imaging volume [193]. The gradient strengths of the magnetic fields generated by the gradient coils are much smaller than the strength of the main static field, which is typically in the region of $30-80 \times 10^{-3} \text{T/m}$ [196, 229, 228].

1.2.1 Physical Issues

In the presence of conducting materials, such as those used in the manufacture of the metallic radiation shields of an MRI magnet’s cryostat, transient magnetic fields give rise to eddy currents (see Appendix A for details) inside these conducting components, which in turn exerts Lorentz forces (see Appendix A for details) on the conductors. These forces generate electro-magneto-mechanical stresses, or Maxwell stresses [80], inside the conducting components which causes them to vibrate and deform. These vibrations then generate Lorentz currents (see Appendix A for details) which causes perturbations in the magnetic field. The vibrations of the conducting components also lead to perturbations of the surrounding air at the conductor surface, which causes acoustic pressure waves to form. In the case of multiple acoustic sources, such as multiple conducting components, the pressure waves can become incident waves to the conductors and reflect off of them, leading to further deformations of the conductors. The acoustic waves result in audible noise that is typically loudest inside the imaging volume, where the patient resides, leading to discomfort [197, 177, 171, 56].

These physical phenomena, present in MRI scanners during operation, lead to a fully coupled acousto-magneto-mechanical problem [26], which is complex in nature and makes the behaviour of the scanners difficult to predict. Some of the major problems facing design engineers today include: imaging artefacts, such as ghosting, decrease in the life span of components due to cyclical loading conditions, and uncomfortable conditions for the patient due to the noise from the mechanical vibrations. Minimising ghosting effects, keeping noise levels to acceptable limits and ensuring patient safety are key criteria for new MRI scanner designs.

Exterior vibrations, known as floor borne vibrations (FBV), caused by nearby
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vehicles and machinery, can also impact on the performance of an MRI scanner. However, these phenomena are considered outside the scope of this Thesis and as such will not be included in the analysis of MRI scanner systems.

Imaging artefacts

Imaging artefacts in MRI scans are non-physical artefacts that appear on an MRI scan image, during the imaging examination. These artefacts can appear in several different forms for a range of reasons: relatively small movements of the patient during an imaging examination [240, 99, 139], and vibrations caused by imaging sequences [99, 26]. These artefacts can cause problems for the doctors during examination of the scans and diagnosis of the patient [240] and, in extreme cases, can lead to misdiagnosis of medical conditions [139]. However, the types of artefacts present in images are well documented and experience in recognising and ignoring these artefacts helps minimise this risk [236, 239]. Also, several techniques have recently been developed to remove these artefacts at the processing of images, which helps to improve the image quality [84, 82]. An example of an imaging artefact present in an MRI scan is shown in Figure 1.3.

![Figure 1.3: Examples of MRI images with imaging artefacts present, known as image ghosting, courtesy of [239]. The imaging artefacts are seen here as a series of images super positioned on top of one-another with an offset.](image)

Mechanical Vibrations

MRI scanners experience mechanical vibrations during imaging sequences due to the pulsed magnetic fields required for image generation. The magnitude of these vibrations are very small, typically of the order of (microns) $\mu m$, due to the relatively high stiffness of scanner designs and small time varying magnetic fields. However, whilst small in magnitude these vibrations are cyclical, due to the nature of the
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Pulsed gradient sequences, and as such can cause residual stresses to develop in the conducting components [167, 147] which will eventually cause components to fail.

1.2.2 Clinical Effects to Patients

Exposure to the strong magnetic fields, as well as the rapidly time varying magnetic fields from the RF and GC sequences and the corresponding high noise levels of MRI scanners, can have adverse effects on patients as well as the staff handling the scanner [172, 235].

Strong Magnetic Fields

In the presence of strong magnetic fields, such as those generated by the main magnet of an MRI scanner, any person moving around inside these fields, particularly inside or in the proximity of the scanner, must take caution, especially in the case of the higher strength fields with flux densities $>2T$ [11]. The movement inside such strong fields effectively creates a varying field and can lead to inductions of eddy currents inside the person [172, 69]. With such effects, people moving around scanners with such strong fields have reported feelings of nausea and sickness [212, 11].

Alternating Magnetic Fields

The imaging sequences used in MRI gradient coils differ depending on what part of body requires imaging, but generally the types of sequences used represent sharp trapezoidal type pulses, shown in Figure 1.4 for the $z$-gradient coil. These types pulses often involve sharp changes in the magnetic field which result in rapidly time varying magnetic fields [110]. The consistent exposure to time varying magnetic fields during a scan procedure can result in patients experiencing “tingling” sensations [213]. They can also induce eddy currents in regions of the patients, which can lead to potential health risks [172, 60].

High noise levels

During some scans, when patients have been exposed to high sound levels, adverse effects have also been reported [201, 177]. Current guidelines [98] state “there is little risk of a permanent threshold shift in hearing in those exposed to noise associated with MRI procedures on a one-off or occasional basis”. It goes on to say that, in current low-frequency MRI scanners, clinically significant effects on hearing are unlikely in most subjects for noise levels below 85dB(A) of scans lasting less
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than an hour. Nevertheless, “IEC recommend that hearing protection should be
used if equipment is capable of producing more than 99 dB(A)” since such noise
levels can still lead to patient discomfort [225], particularly given the tight space of
the imaging bore. Many attempts have been made to measure the sound profiles
of these harmful noise levels [56, 197] as well as proposing methods to reduce them
[74], such as active noise cancelling technologies [171].

![Graphs of magnetic field strength over time for different body parts](image)

**Figure 1.4:** Examples of gradient coil pulse sequences for imaging different parts of the body.

1.2.3 Current Developments

Due to the ever increasing need for more accurate diagnosis of medical conditions,
such as cancer [132, 15], recent developments in MRI scanner design have seen in-
creasing interest in: greater magnetic field strengths of the main magnet to improve
the quality of MRI images, improvements to the transient gradient coil current
signature to speed up scans [110] and minimisation of the stray field (that is the
magnetic field experienced outside of the scanner) to reduce the impact of scanners in hospitals. Changes in bore geometry and reductions in audible noise have also been areas of interest in terms of patient comfort [62, 235]. An increasing topic of interest has also been in the reduction in cost of scanners, in terms of material usage, cost of materials and power consumption.

**Magnetic Field Strength**

Currently, the highest recorded magnetic field strengths used to image human subjects is 9.4T [251], whilst in animal subjects field strengths of up to 21.1T [198] have been recorded. Recent advances in MRI design have resulted in clinical magnets for human patients of field strengths up to 12T coming into production, which will allow for very high resolution images to be produced, compared with the current systems [211].

**Imaging Sequences**

Much research into the development of new imaging sequences to improve the performance of imaging scans has been carried out. GC and RF sequences that have specialist pulse profiles that reduce the rate of time change of the gradient field to reduce the vibrations and noise exerted by MRI scanners [208], with some capable of producing “almost silent” scans [110]. Also, some sequences significantly reduce the time required for imaging examinations [187].

**Magnetic Stray Field**

The magnetic stray field of MRI scanners, produced by the superconducting magnet, can cause problems for hospital installation as the level of shielding required in the installation of the room can be significant. Some recent developments have resulted in active shielding of the main magnet where a set of magnetic coils are built on the outside of the primary coils which oppose the main magnetic field to minimise the stray field [108]. Also scanners are now being developed with active gradient coil shielding technology, where a second set of opposing gradient coils are placed between the primary gradient coils and the OVC [226], to minimise eddy currents generated in the radiations shields [75].

However, these developments in MRI also introduce new challenges since image quality must also be balanced with the needs of clinical efficiency and patient safety [98].
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Due to the recent and increasing interest in the design of cheaper (reduced amount of material, decreased power consumption) and more advanced MRI systems (capable of producing stronger magnetic fields) [62], the prediction of the physical behaviours of such scanners has become a desirable area of research. Experimental prototyping and testing of such devices is expensive and, when requiring multiple designs to be tested, is not practical due to the lead times and cost to build them. As such, there is considerable industrial interest in the development of accurate and efficient computational solvers which can aid in the design process to reduce Research and Development (R&D) costs and lead times. However, the development of such tools is challenging due to the complexity that results from the coupled physics of electromagnetism, mechanics and acoustics and the non-trivial task of accurately modelling the complex field behaviour.

1.3.1 Computational Tools for Single Physics Problems

With complex problems, such as that of MRI scanners, analytical solutions are unobtainable and so alternative methods for computing solutions to these problems are required. In the context of the three fields: electromagnetics, mechanics (or elasticity) and acoustics, a number of alternative computational methods for solving these problems on complex geometries are discussed.

Approaches for Electromagnetics

In the field of electromagnetics, many real-world applications, for example the prediction of electromagnetic scattering for radar detection and modelling of electromagnetic radiation from devices such as MRI scanners, offer challenges in the calculation of this behaviour. Many attempts to model these applications have been performed using a range of computational techniques, including both integral and differential equation solvers. The boundary element method (BEM) [106, 89], fast multipole method (FMM) [180, 59] and method of moments (MoM) [12] are all surface based methods that require only discretisations of the surface. These types of methods are good for dealing with problems in free space (e.g. scattering in unbounded domains which will be discussed shortly), but not with handling problems with multiple materials.

On the contrary, finite difference (FD) [246], finite volume (FV) [179] and finite
element (FE) methods are all volume based methods that require the discretisation of the complete volume. These types of methods are good for handling problems with different materials, but less efficient for problems in unbounded domains unless special treatment is used (see later subsection on unbounded domains). All three methods have advantages and disadvantages over the other methods. The FDM has been widely used in many EM applications due to its simplicity both in understanding and implementing the method. However, the method poses problems when dealing with complex geometries, as the method commonly uses a regular grid. Methods which utilise non-regular grids have been developed, however they require more advanced treatment. The FV and FE methods, on the other hand, are easily applicable to solving problems on irregular grids. The FV method requires only the computation of fluxes across cells and so makes it very computationally efficient for application to electromagnetic problems. Both the Finite Element and Finite Volume allow for higher order approximations to be used to improve the accuracy of the schemes, however the application has been more widely associated with the FEM. This application of higher order approximations also permits the use of curved elements to better approximate the geometry for a given polynomial order and, through the use of NURBS functions, can represent the exact CAD geometry.

In terms of FE solvers for electromagnetic problems, a number of different formulations for the governing Maxwell equation system exist for a range of applications. For high frequency electromagnetic scattering problems there are possibilities to reduce this system to a Helmholtz wave equation in 2D, in the case of a non-conducting region. In electromagnetic scattering, a major challenge is overcoming problems with pollution (dispersion) error in wave propagation. In terms of low frequency electromagnetics, such as electromagnetic radiation in low frequency devices such as MRI scanners, the eddy current approximation of the full Maxwell system can be adopted, which requires special treatment through gauging conditions on the equations. In the eddy current approximation, a major challenge lies in the accurate resolution of the small skin depths in conductors due to higher frequency excitations.

High order finite elements are important in electromagnetics for resolving small skin depths in eddy current problems. They are needed to avoid problems with pollution (dispersion) error in wave propagation (This will be revisited in Approaches for Acoustics). Moreover, with the correct combination of $h$- and $p$-Wave-type shape functions, as presented in [145, 146], can also be used to reduce dispersion effects in 2D electromagnetic scattering problems.
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$p$-refinement, exponential convergence rates, rather than the algebraic rate of convergence of $h$-refinement, can be achieved. The use of standard nodal-type finite elements in electromagnetic problems can lead to spurious oscillations in the solution [148, 256]. Also, the electromagnetic field requires tangential continuity across the elements. For these reasons, an alternative set of finite element basis functions have been proposed [183, 184, 39], where the degrees of freedom are associated with the edges of the element, known as (Nédélec) edge elements.

**Approaches for Elasticity**

When solving the elasticity equation for the mechanical field a series of possible formulations are available: displacement-based, stress-based and mixed formulations. In a displacement-based formulation, the elasticity equations are expressed purely in terms of the displacements, where the stress and strain tensors are also reformulated [26, 61]. This formulation allows for the direct application of the displacements in the case of boundary conditions, as well as any traction forces acting externally. The stresses can be obtained *a posteriori* through the stress-displacement relations.

In a stress-based formulation the elasticity equations are reformulated for the stress [230]. In this formulation a series of extra constraints must also be applied in order to obtain a sufficient number of equations for the number of unknowns [174]. The displacements can then be solved *a posteriori* using the stress-displacement relations. Mixed formulations work by solving for all of the variables in the formulation directly, treating both displacements and stresses as unknowns [189]. A typical approach for this is to solve for both the displacements and pressure simultaneously, which provides benefits in overcoming volumetric locking [191].

When dealing with the elasticity equations, one problem posed by the displacement-based formulation and low order finite elements is a phenomenon known as volumetric locking. This phenomenon occurs as the Poisson’s ratio tends to 0.5 (incompressible material) and results in the calculated displacements being (sometimes grossly) under-predicted [243, 52]. Even worse is that the situation does not improve with an increase in mesh density ($h$-refinement). This problem can be overcome through the use of mixed formulations [109, 55, 207, 144]. However, this increases the number of degrees of freedom significantly. Another possibility for overcoming this problem is through reduced integration of the stiffness matrix [115, 72]. However, this results in reductions in accuracy. A final method for overcoming this

---

4Here, the pressure is related to the displacements through the divergence, as seen similarly in (2.25).
phenomenon is through the use of higher order finite elements [243, 52, 255, 109]. Whilst increasing the number of degrees of freedom, \( p \)-refinement also offers significant increase in accuracy over the low order methods.

**Approaches for Acoustics**

In the field of computational acoustics, the primary concern is with the computation of acoustic waves that propagate through domains from some excitation source. Typically, this concerns the solutions to the scalar Helmholtz wave equation, where the wavelengths of the resulting waves depend on the frequency of the excitation source. For significantly high frequency excitations, this results in small wavelengths that can lead to insufficient accuracy in the solution due to an effect known as **numerical dispersion**\(^5\). In some cases, this effect creates not only poor quantitative approximations but also approximations that are not even qualitatively representative [70].

A number of methods exist to overcome the effects of dispersion in solving wave behaviour. Standard techniques would involve refining the mesh, through \( h \)-refinement, to allow for the wavelengths to be sufficiently resolved. As with the other fields, an alternative approach would be to use high order finite elements, \( p \)-refinement, to better approximate the underlying wave functions of the problem [16, 218]. Another approach in overcoming the difficulties of resolving small wavelengths has been to use alternative sets of basis functions that better approximate the wave behaviour of acoustic type problems [145, 146] by embedding fundamental solutions to the Helmholtz equation as trial functions. These basis functions represent plane waves of differing wavelengths that propagate in different directions within the element and rely on the partition of unity finite element method (PUFEM) [76, 176].

**Unbounded Domains**

Accurate simulation of the electromagnetic and acoustic effects, in unbounded domains, requires special treatment of the fields at the artificial truncated far field boundary. Techniques such as perfectly matched layers (PML), FEM-BEM coupling, infinite elements and absorbing boundary conditions (ABCs) have been developed for this, see e.g. [247, 95] for recent reviews. The boundary element method (BEM) [87, 50] is popular for handling acoustic wave propagation and EM field decay prob-

---

\(^5\)Dispersion refers to the effect where the numerical approximation fails to correctly propagate the speed of the wave and results in a non-physical phase-shift in the numerical approximation.
lems, when coupled with FEM, as the discretisation of these schemes is done directly on the boundaries and avoids the need for indirect approximation of an unbounded domain. However, the FEM-BEM approach fails to preserve the sparsity patterns of the matrices available with standard FEM and their storage and inversion becomes prohibitive, particularly in 3D cases [163, 182], considerably increasing the computational cost. In terms of an FE discretisation, PMLs are described by an artificial layer of FEs at the boundary of the computational region which absorb outgoing waves and reduce artificial reflections at the boundary [31]. Whilst their ability to minimise artificial reflections depends largely on the computational quality of the mesh, they are capable of reducing artificial reflections on the boundary in the most general of cases. Infinite elements are described by a layer of FEs at the far field which utilise special shape functions to map the outer edge to infinity [34]. Again, their ability to accurately predict the EM field at the truncated boundary depends on the computational quality of the solution\textsuperscript{6}. Nevertheless, they provide a general method for handling field decays in truncated domains. Furthermore, in the computation of unbounded domains using PMLs [175] and infinite elements [21, 258, 36], high order FEs have also been shown to offer superior performance compared to low order approaches.

### 1.3.2 Coupled Approaches

When dealing with coupled systems of governing equations, where the coupling is either volumetric or through transmission conditions, iterative solution procedures are often required to resolve the non-linearity of the problem. There exists two primary groups of techniques used to overcome these issues, partitioned and monolithic solution procedures.

As will be seen in later chapters, this is the case for the analysis of MRI scanners, which will combine the need to solve electromagnetics, mechanics and acoustics together on unbounded domains.

#### Partitioned Solvers

In order to resolve the non-linearities and coupling of non-linear multifield problems, many approaches utilise partitioned fixed point solution procedures. These methods

\textsuperscript{6}Depending on the behaviour of the field decay, both static and wave type decay behaviour can be treated by using different types of infinite elements, as seen in [35] and [21] respectively. This is important for distinguishing between the treatment of the full Maxwell system and the Eddy current approximation.
work by solving each field individually and then compute the coupling mechanisms via source terms that are passed between the fields. The solution is then recomputed and this process continues until a convergence criteria is met. Applications of this type of scheme to multifield problems have been considered [123, 125, 85, 215], with more specific applications in the magneto-mechanical coupling of MRI scanners [202, 150] and acoustic magneto-mechanical coupling as seen in [203].

Partitioned fixed point type schemes are relatively easy to implement when coupling individual black box solvers together as only the calculation of the coupling forces/sources are required between the physics. This makes them very customisable solution procedures in terms of solving coupled problems and are therefore used by many commercial multiphysics codes, such as COMSOL [7]. However, these approaches are typically less robust than the Newton-Raphson (NR) method (see monolithic solvers below) and are very sensitive to guesses in the fields [209, 128, 33]. Furthermore, they typically require a large number of iterations to solve, which can be significantly decreased by the quadratically converging Newton-Raphson scheme, particularly in the case of non-linear multifield problems.

An example of a typical iterative fixed point procedure for an acousto-magneto-mechanical system is summarised in the flowchart illustrated in Figure 1.6a.
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Monolithic Solvers

Monolithic Newton-Raphson solution procedures are often used when dealing with non-linear coupled systems of equations. NR procedures are gradient based methods and, as such, require a linearisation of the system of non-linear equations to obtain the tangent stiffness operator \([38]\). Complete linearisation of the system results in quadratic convergence of the solution, reducing the total number of iterations required. Applications of this type of scheme to multifield problems have been extensively considered \([93, 26, 121, 194, 209, 199]\).

![Diagram](image)

**Figure 1.6:** Algorithms for acousto-magneto-mechanical methodologies using both: monolithic (NR) and partitioned (FP) iterative solvers to compute sourcing terms between the physical fields and the system tangent stiffness matrix.

NR procedures offer a more robust solution procedure as they more accurately calculate the coupling between the schemes and are also less sensitive to initial guesses, although still require for the guess to be sufficiently close to the root. However, in terms of dealing with black box solvers, computing the cross derivative terms in the linearisation becomes far more challenging due to the need for specific
information within the code. For this reason, NR procedures are far more commonly used in dedicated design tools, where the types of problems considered are known a priori to its design.

An example of a typical iterative Newton-Rapshon procedure for an acousto-magneto-mechanical system is summarised in the flowchart illustrated in Figure 1.6b.

1.3.3 Applications to MRI Scanners

Many single field attempts to analyse the magnetic field of MRI scanners have been published; finite difference time domain methods for the calculation of eddy currents arising from transient gradient coils in MRI scanners [94, 248, 158], with analysis also of the effects on the human body [257, 159, 160], and methods for ‘fast’ analysis and design of the MRI coils [136, 138]. A number of works have also been published which focus on the analysis of superconducting solenoids [168], as well as on full MRI scanners [154, 51] and also consider the structural design of higher field scanners [64]. Acoustic effects in MRI scanners have also been investigated [224, 173], with attempts to design noise reduction systems [252, 253, 208] and even analyse the acoustic effects in the human head [156]. Others have attempted to model these complex physical effects to aid the design of the MRI magnetic coils [101, 210], to analyse the plane strain effects on superconducting solenoids [168] and the effects of the magnetic field exposure on the patient [63].

The simulation of MRI scanners also builds on the expanding literature devoted to magneto-mechanics and coupled problems including FEM-BEM coupling [125, 141], magneto-mechanical damping machines [40], magneto-mechanical effects on material parameters [133], enhanced basis functions for magneto-mechanical coupling [107] and strongly coupled systems [204]. More specifically, attempts to analyse the magneto-mechanical coupling in MRI systems have been considered; with the modelling of axisymmetric superconducting solenoids in self magnetic fields [101] and efficient low order FE solvers for magneto-mechanical coupling in [202], based on the FEM–BEM program CAPA [126], with extensions also to include acoustic effects [203]. This work utilises the approach by Kaltenbacher [124], which employs a layer of elements adjacent to the conductor, for the direct calculation of electromagnetic body forces to generate a weakly coupled algorithm. More recent works [26, 150, 93, 120, 121] have utilised an alternative approach, which avoids the direct computation of electromotive forces and instead works directly with a (physically motivated) Maxwell stress tensor. This work permits a more rigorous treatment of
the coupling through a complete linearisation of the coupled system [26, 25].

1.3.4 Commercial Alternatives

Previously, there has also been great interest in applying commercial multi-physics FE(M) packages, such as COMSOL [7], NACS [8] and even the coupling of software packages like Ansys [6] coupled with Opera [10], to simulate the coupled nature of MRI scanners [26]. Although commercial codes provide an efficient environment for many problems, significant interest lies in the development of dedicated low-cost industrial design tools. Such a tool should not only produce accurate predictions of the acousto-magneto-mechanical coupling mechanisms in MRI scanners, but also be able to accurately resolve the potentially small skin depths (see Appendix A) in conducting components, as well as the propagation of acoustic waves in free space [26]. The aforementioned commercial codes have historically been designed with low order FE discretisations in mind which require denser meshes ($h$-refinement) to converge to accurate solutions [259], particularly at higher frequency excitations. These packages have, however, recently seen an introduction of higher order methods to solve these issues. Nevertheless, the high order technologies applied to these solvers is not always optimal and can lead to ill conditioned matrices with a large number of iterations. Hence using these tools is not always practical for specific multi-scale coupled problems.

1.4 Aims and Objectives

As described above, there is an ever increasing need for the more accurate prediction of MRI scanner behaviour under the current operational limits of the magnetic field strengths of both the static and gradient field. With this in mind, the main aim of this Thesis is to develop a new computational framework for the rapid, accurate and robust solution to non-linear coupled acousto-magneto-mechanical problems that arise in MRI scanners, named the linearised approach. In particular, the desired outcome of this work is the development of a computational analysis tool for the fast and accurate simulation of a number of design configurations of MRI scanners that can be used to enhance the analysis within the conceptual design cycle of MRI scanners. By presenting also the fully non-linear approach to solving the coupled system, the two approaches are to be compared to determine the accuracy of the model in providing useful design insight into challenging problems that can be clinically applicable.
Chapter 1. Introduction

The aim of this Thesis will be achieved through the following objectives:

1. “To accurately describe the individual physical fields and the coupling mechanisms associated with MRI scanners.”

2. “To develop an efficient novel solution procedure, named the linearised approach, through a rigorous linearisation of the non-linear system of equations.”

3. “To develop the complete non-linear approach to solving the coupled system of equations.”

4. “To provide an efficient computational methodology for handling the solution to the coupled problem of MRI scanners using both approaches.”

5. “To determine a series of theoretical measures that can be used to measure the non-linearity of the coupled problem in MRI scanners.”

6. “To determine the accuracy of the linearised approach across the full operating range of MRI scanners.”

In order to achieve these aims and objectives, the research is split into a number of stages, which are described in the outline of this Thesis.

1.5 Outline of the Thesis

This Thesis comprises of 9 chapters split into 7 parts and is supported by 7 appendices, as follows:

— PART II —
General Formulation of the problem

• Chapter 2 presents the governing equations of the electromagnetic, mechanical and acoustic fields present in an MRI scanner during an imaging sequence. The corresponding coupling mechanisms between the fields are derived through both body and transmission terms and the farfield boundary conditions of the fields are also presented. The governing equations are reformulated, through a series of physically motivated assumptions, to obtain the fully coupled transient and static acousto-magneto-mechanical transmission problem.

— PART III —
Linearised Approach
• **Chapter 3** presents the rigorous linearisation of the fully coupled acousto-
magneto-mechanical system through the use of a Newton-Raphson methodology. The weighted residual form of the coupled transmission problems, in Chapter 2, is first presented and the corresponding directional derivatives with respect to the solution fields are then taken to permit a monolithic description of the equation system. A novel technique for the linearisation of the system is then posed, where the linearisation of the fields is performed about the static fields, to obtain a new approach named the *linearised approach*. This linearisation is motivated by the fact that the static excitation of MRI scanners is orders of magnitude larger than the transient. Based on this linearisation the *linearised approach* can be recast in terms of a time harmonic (frequency domain) formulation to avoid the need for temporal integration techniques and improve the efficiency.

• **Chapter 4** presents the computational treatment of the newly proposed *linearised approach*. An axisymmetric description of the system is first presented, where the solution fields are suitably scaled in order to permit the use of standard finite element basis functions. The computational treatment of the artificially truncated outer boundary is considered, where the decay conditions in Chapter 2 must be well approximated, to allow for accurate simulations of unbounded problems. Finally, the spatial discretisation through the use of high order hierarchic (modal) *hp*-finite elements is presented for both the static and transient coupled transmission problems, where the technical details of the FEM are recalled.

• **Chapter 5** presents a series of academic and industrial benchmark numerical examples to test the accuracy of the *linearised approach*. First, three simple single field problems are presented in order to determine whether the *hp*-finite elements converge with the expected rates as predicted in the theory [127, 244]. The new *approach* is then applied to a series of coupled multi-physics problems to determine the accuracy of the newly proposed scheme compared with other coupled solvers.

— PART IV —

**Non-Linear Approach**

• **Chapter 6** briefly discusses the typical operating ranges of MRI scanners during clinical use. This Chapter then revisits the linearisation, performed
in Chapter 3, in order to treat the non-linear system and provides a mono-
lithic NR solution procedure for this, named the non-linear approach. Both
approaches are then recast in terms of the stiffness, damping and mass con-
tributions which will be used to form the corresponding linearised system
matrices, once discretised. A comparison of the energy associated with the
two approaches is also performed in order to derive a set of rigorous bounds
that are used to define a series of theoretical measures that determine the
non-linearity of the problem. Finally a simplified model, which relates these
measures to industrial data, is presented based on the Biot-Savart law [100].

• **Chapter 7** presents the generalised $\alpha$ temporal discretisation scheme [57],
chosen for the numerical solution of both the linearised and non-linear ap-
proaches in the time domain. The linearised approach results in a system
where the stiffness, mass and damping matrices do not depend on NR itera-
tion or time. Thus they do not require recomputing at each NR step, resulting
in a more efficient system. A generalised solution procedure for the solution
of the coupled system using both approaches is summarised.

• **Chapter 8** presents two MRI-type numerical examples: the first a simplified
scanner geometry and the second a realistic MRI scanner resembling current
scanners in operation. The possible range of operating conditions of the the-
oretical measures is derived for each problem using the simplified model pre-
sented in Chapter 6. A series of numerical tests are first run to determine
suitable discretisation parameters to use for the complete problems. Then,
a series of computational studies are performed to analyse the non-linearity
across a range of different operating conditions to determine: 1) How good is
the agreement between the computationally efficient linearised approach com-
pared with the intensive non-linear approach?; and 2) Over what range of
MRI operating conditions can the linearised approach be expected to provide
acceptable results for MRI scanner design?

— PART V —

**Conclusions and Further Work**

• **Chapter 9** presents a brief overview of the work carried out in this Thesis and
presents the findings of each element involved. A series of recommendations
of work to be carried out in the future are also included that will build on the
underlying concepts provided within this Thesis.
— PART VI —

Appendices

• Appendix A explains the key physical phenomena in the magnetic and mechanical fields that lead to the magneto-mechanical coupling in MRI scanners.

• Appendix B derives the continuity of the magnetic, mechanical and acoustic fields for problems considering domains consisting of multiple subdomains of different materials across the interfaces. These conditions are known as the interface (or jump) conditions.

• Appendix C derives conditions that must be satisfied in order for the eddy current model of the electromagnetic field to be valid.

• Appendix D derives the farfield conditions of the electromagnetic and acoustic fields that arise from solving problems in unbounded domains.

• Appendix E presents the high order hierarchic $H^1(\Omega)$ conforming finite element shape functions on both the triangular and quadrilateral elements used in this Thesis.

• Appendix F presents the perturbed magnetic eddy current problem for the application of infinite elements, where the field on the outer boundary decays to zero.

• Appendix G describes a range of algorithmic procedures that may be used to improve the computational efficiency of the implementation of the linearised approach in both a time harmonic and time dependant description.

— PART VII —
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Part II

General Formulation of the Problem
Chapter 2

Multi-Field Framework

"Thoroughly conscious ignorance is the prelude to every real advance in science."

James Clerk Maxwell
2.1 Introductory Remarks

This Chapter presents a novel coupled acousto-magneto-mechanical system describing the physical behaviour of superconducting solenoidal MRI scanners in clinical operation. This system is described through the governing partial differential equations of the magnetic, mechanical and acoustic fields, set in unbounded regions, where the behaviour of the fields at the farfield boundary is required. The coupling mechanisms are described via a series of volumetric terms, introduced through induced currents and magnetic stresses (see Appendix A for details) and boundary terms at the conductor-free space interface. These boundary terms, also referred to as interface conditions, describe the behaviour of the fields between multiple domains of different materials (see Appendix B for details).

A magneto-mechanical formulation of the MRI problem, more recently including acoustic effects, was previously considered in [203, 203]. The coupling of this formulation is described through body and surface forces in the conductors, where the coupled system is calculated by means of a staggered approach through direct calculation of the electromagnetic forces. This method utilises the approach by Kaltenbacher [124] of applying a layer of elements adjacent to the conductor for the calculation of the electromagnetic forces. In contrast, the method presented in this thesis describes the mechanical body forces through magnetic stresses (see [93]), which provides a more natural treatment of the coupling. The coupled system is described through a rigorous linearisation procedure and provides the basis for a strongly coupled monolithic algorithm, where the system is described naturally in the frequency domain. This provides a novel description of the fully coupled acousto-magneto-mechanical system and also gives rise—under a Biot-Savart assumption of the coils [100]—to a novel magnetic source term in the acoustic equation.

From the objectives of this Thesis, discussed in Section 1.4, the description of the novel acousto-magneto-mechanical system aligns with the objective; “To accurately describe the individual fields and the coupling mechanisms of current clinical MRI scanners.”. The contents of this Chapter builds on the work carried out in the published papers [150, 26], through an extension of the discussion of the technical details.

Section 2.2 begins with a discussion of the Maxwell system, which describes the electromagnetic response of a conducting region when illuminated by a transient magnetic field. Section 2.3 then describes the corresponding transient mechanical response of conductors resulting from electromagnetic stresses generated in this
region. Finally, in Section 2.4, the transient acoustic response resulting from the vibration of conductors in free space and a novel magnetic source term is presented. The equations of each of the fields are individually reduced, by ignoring effects that are negligible within the operating conditions of MRI scanners. These systems of equations are combined to form the complete coupled transmission problem, in 2.5, describing the acousto-magneto-mechanical coupled behaviour of MRI scanners. Finally, the contributions of this Chapter are then summarised in Section 2.6.

2.2 Electromagnetics

MRI scanners generate high strength static magnetic fields, as well as transient magnetic fields, to perform scans of a patient and acquire data for imaging. Understanding these magnetic fields generated in an MRI scanner is crucial in the design phase to ensure the scanner is capable of supporting such fields. The electromagnetic field is described by Maxwell’s system of equations.

2.2.1 Full Maxwell System

Defining $E$, $H$, $D$, $B$ as the electric, magnetic, electric flux and magnetic flux intensity field vectors respectively, the differential form of the Maxwell system, is described by

$$\nabla \times H = J + \frac{\partial D}{\partial t}, \quad (2.1a)$$

$$\nabla \times E = -\frac{\partial B}{\partial t}, \quad (2.1b)$$

$$\nabla \cdot B = 0, \quad (2.1c)$$

$$\nabla \cdot D = \rho_V, \quad (2.1d)$$

where $J$ and $\rho_V$ represent the electric current density vector and the electric volume charge density respectively. The total electric current density vector comprises of the addition of several current density terms $J = J^e + J^l + J^s$; the Eddy current density $J^e$, the Lorentz current density $J^l$ and the source current density $J^s$, which arises from electrical currents being passed through a set of coils.

The relationships between the magnetic and magnetic flux density fields, the electric and electric displacement fields and the current density terms are expressed
through the constitutive laws

\[ B = \mu H, \quad (2.2a) \]
\[ D = \epsilon E, \quad (2.2b) \]
\[ J^e = \gamma E, \quad (2.2c) \]
\[ J^l = \gamma v \times B, \quad (2.2d) \]

where \( \mathbf{v} \) defines the velocity of the medium and the material parameters \( \gamma, \mu \) and \( \epsilon \) represent the conductivity, permeability and permittivity respectively. In general, these parameters can describe inhomogeneous and anisotropic materials and, as such, can be functions of space with different properties in different directions. For this reason they are represented as spatially varying rank 2 tensors, where \( \mu = \mu(x) \), \( \gamma = \gamma(x) \) and \( \epsilon = \epsilon(x) \). The vector \( \mathbf{x} \) represents position, illustrated in Figure 2.1, defined as

\[ \mathbf{x} = \sum_{i=1}^{3} x_i \mathbf{e}_i, \quad (2.3) \]

where for a Cartesian coordinate system \( x_1 = x, x_2 = y, x_3 = z \) and for a cylindrical coordinate system \( x_1 = r, x_2 = \phi, x_3 = z \).

The \( \mathbf{A} \)-based formulation\(^1\) of the Maxwell system may be obtained by introducing the magnetic vector potential representation of the \( \mathbf{B} \) field as

\[ \mathbf{B} = \nabla \times \mathbf{A}, \quad (2.4) \]

such that (2.1c) is automatically satisfied. Substituting this vector potential repre-

\(^1\)Two possible formulations of the Maxwell system are the \( \mathbf{A} \) based and \( \mathbf{H} \) based formulations, see [153] and [113]. This Thesis focusses on the \( \mathbf{A} \) based formulation and its reduction to the eddy current model.
sentation directly into equation (2.1b), the electric field may be represented as

\[ E = -\nabla \varphi - \frac{\partial A}{\partial t}, \quad (2.5) \]

where the scalar potential \( \varphi \) arises due to the freedom on the choice of \( A \). This results in a non-uniqueness of the vector potential as can be seen by taking \( A \rightarrow A + \nabla \psi \), where \( \varphi = \partial \psi / \partial t \), and noting that \( \nabla \times \nabla \psi = 0 \), without affecting the result of (2.4).

Thus the \( A - \varphi \) formulation of the Maxwell system in (2.1) becomes

\[
\begin{align*}
\nabla \times \mu^{-1} \nabla \times A &= J^s - \gamma \left( \nabla \varphi + \frac{\partial A}{\partial t} \right) + \gamma \psi \times (\nabla \times A) \\
- \frac{\partial}{\partial t} \left( \epsilon \nabla \varphi + \epsilon \frac{\partial A}{\partial t} \right) &\text{ in } \mathbb{R}^3, \quad (2.6a) \\
\nabla \cdot \left( \epsilon \nabla \varphi + \epsilon \frac{\partial A}{\partial t} \right) &= \rho_V \text{ in } \mathbb{R}^3, \quad (2.6b)
\end{align*}
\]

The treatment of this formulation and any gauges required is discussed below in Section 2.2.4

### 2.2.2 Isotropic Homogeneous Materials

Given that a large number of the components of MRI scanners are currently made of metals; specifically aluminium and stainless steel, which do not exhibit hysteresis effects [3, 2], they can be described as isotropic and homogeneous. This means that, for each individual component within an MRI scanner, a constant material parameter that has the same behaviour in all the principle directions of the coordinate system can be employed. This results in the material tensors becoming

\[
\begin{align*}
\mu &= \begin{bmatrix} \mu & 0 & 0 \\
0 & \mu & 0 \\
0 & 0 & \mu \end{bmatrix} = \mu I; \quad \gamma = \begin{bmatrix} \gamma & 0 & 0 \\
0 & \gamma & 0 \\
0 & 0 & \gamma \end{bmatrix} = \gamma I; \quad \epsilon = \begin{bmatrix} \epsilon & 0 & 0 \\
0 & \epsilon & 0 \\
0 & 0 & \epsilon \end{bmatrix} = \epsilon I, \quad (2.7)
\end{align*}
\]

where \( I \) is the rank 2 identity tensor. In the free space region \( \mathbb{R}^3 \setminus \Omega_c \) of the problem the material parameters are that of a vacuum, where the permeability \( \mu = \mu_0 = 4\pi \times 10^{-7} H m^{-1} \), the permittivity \( \epsilon = \epsilon_0 = 8.854 \times 10^{-12} F m^{-1} \) and the conductivity \( \gamma = \gamma_0 = 0 S m^{-1} \).

This model can be used to describe all material parameters of isotropic, homogeneous materials. Therefore, given this is typically the case in MRI scanners, all
equations from this point will be expressed with constant scalar material parameters as opposed to spatially dependant tensors.

2.2.3 Low Frequency Electromagnetics

The gradient coils are an important component of an MRI scanner, as they are used to generate an image of the patient. They are subject to pulsed electrical current sources that pass through the set of resistive coils and generate a transient magnetic field, based on Ampere’s law (2.1a). For typical MRI scanner applications the frequency range - at which the gradient coils are excited by pulsed current sources - is in the region of 0–5 kHz as can be seen in Figure 1.4 [83]. Figure 1.4 illustrates the typical time varying profiles of a series of generic gradient field sequences in an MRI scanner for imaging different parts of the body. The plots show the gradient magnetic flux density across the imaging bore axis against time. The reader is referred to Section 6.5.3 for how this relates to the current density in the coils.

In order to determine the fundamental frequencies associated with the pulsed transient field signals, a Fourier transform (FT) can be applied. Figure 2.2 illustrates the amplitudes of the fundamental frequencies of the gradient field time signals in Figure 1.4. The signals appear to be dominated by frequencies below \( f = 2kHz ^2\). However, the imaging sequence of the body, illustrated in Figure 2.3, suggests that there is a further region of increasing dominance at around 3kHz for this signal. Nonetheless, for frequencies above 4kHz, shown in the zoom section of Figure 2.3, the amplitudes of the gradient field are < 3% of the lower frequencies. In general, therefore, frequencies above 5kHz in MRI scanners can be ignored.

The electromagnetic fields generated in MRI scanners by these pulsed gradient fields are therefore considered to be relatively low frequency, compared with frequencies associated with electromagnetic scattering applications, such as antennas etc. [152]. For such problems, the system of Maxwell’s equations may be further reduced by considering the magnitude of the displacement currents \( \partial D/\partial t \), compared with those of the other terms. Two conditions arise from the Maxwell system that must be satisfied in order to ensure the neglection of the displacement currents is valid.

\[
\epsilon \mu \alpha ^2 \omega ^2 \ll 1, \quad \frac{\epsilon \omega}{\gamma} \ll 1, \quad (2.8)
\]

\(^2\)The frequency \( f \) of a wave, measured in Hz, is the reciprocal of its time period \( T = 1/f \) and can be related to the angular frequency \( \omega = 2\pi f \) measured in rad/s.

\(^3\)The displacement currents \( \partial D/\partial t \) are associated with magnetic wave propagation, since they are defined by a second time derivative of the magnetic vector potential.
Figure 2.2: Frequency spectrums of the gradient coil pulse sequences, shown in Figure 1.4, for imaging different parts of the body.

Figure 2.3: Frequency decomposition by Fourier transform of the time signal.
where $\alpha$ is the length scale of the problem, as a result of taking the gradient of the fields, and $\omega$ is the frequency of the excitation current source, in rad/s. Appendix C.1 summarises the steps required to derive these conditions for ensuring this approximation remains valid. A rigorous justification involves the topology of the conducting region [18].

For MRI scanners in operation the typical ranges of material parameters are: $10^6 \leq \gamma \leq 10^8 S m^{-1}$, $\mu \approx \mu_0$ and $\epsilon \approx \epsilon_0$, subject to angular frequencies typically of $\omega \leq 10000\pi$. Substituting the worst case parameters into the above conditions, in (2.8), results in

$$\mu_0\epsilon_0\omega^2\alpha^2 \approx 10^{-8}\alpha^2 << 1,$$

$$\frac{\epsilon_0\omega}{\gamma} \approx 3 \times 10^{-13} << 1,$$  \hspace{1cm} (2.9)

which still hold\(^4\), provided that the length scale $\alpha << 10^4 m$. Thus, suggesting that the eddy current approximation is valid for the study of MRI scanners, as the scanners are typically only a few metres in size, resulting in much smaller length scales of $\alpha \sim O(10^1)$.

### 2.2.4 Eddy Current Model

Given the problems considered for MRI application involve low frequency fields and materials of high conductivity, low permittivity and permeability, the transient eddy current approximation of Maxwell’s equations can be used, as described above. With this, the displacement currents $\partial D / \partial t$ in (2.6) can be neglected and thus the system may be described through the following parabolic PDEs

$$\nabla \times \mu^{-1} \nabla \times A = J^s - \gamma \left( \nabla \varphi + \frac{\partial A}{\partial t} \right) + \gamma \mathbf{v} \times (\nabla \times A) \quad \text{in } \mathbb{R}^3,$$  \hspace{1cm} (2.10a)

$$\epsilon \nabla \cdot \left( \nabla \varphi + \frac{\partial A}{\partial t} \right) = 0 \quad \text{in } \mathbb{R}^3,$$  \hspace{1cm} (2.10b)

where the problem is charge free $\rho_V = 0$. In the above the previous assumptions of homogeneous and isotropic materials have been imposed to render the material parameters as scalar constants. The term $J^l = \gamma \partial u / \partial t \times \nabla \times A$ denotes the Lorentz currents where $\partial u / \partial t = \mathbf{v}$ is the mechanical velocity in the conducting region $\Omega_c$.

Under a Biot-Savart conductor assumption of the main and gradient coils [100], the coils are assumed to be non-conductors and thus the solenoidal external current

\(^4\)For an estimation on the error of the eddy current model using geometrical definitions see [216].
2.2 Electromagnetics

Equation (2.10) describes a transient first order system for the magnetic vector potential. The radiation condition of the field is, therefore, given by

\[ A = O \left( |x|^{-1} \right) \quad \text{as } |x| \to \infty, \quad (2.11) \]

where \( x \) is assumed to be measured from the centre of the conducting region \( \Omega_c \). The above describes the static decay of the magnetic vector potential \( A \) away from the current sources \( \text{supp}(J^s) \) and conductors \( \Omega_c \).

In order to ensure uniqueness in the solution of (2.10) a series of gauge conditions must be applied in both the conducting \( \Omega_c \) and non-conducting \( \mathbb{R}^3 \setminus \Omega_c \) regions.

**Gauging in the Conducting Region**

To satisfy (2.10) in the conducting region, some gauging on the scalar potential can be applied to ensure the uniqueness of \( A \). Choosing to employ the temporal gauge, also known as the Weyl gauge,

\[ \varphi = 0, \quad (2.12) \]

allows for the system in (2.10) to become

\[
\begin{align*}
\nabla \times \mu^{-1} \nabla \times A &= J^s - \gamma \frac{\partial A}{\partial t} + \gamma v \times (\nabla \times A) \quad \text{in } \Omega_c, \quad (2.13a) \\
\epsilon \nabla \cdot \frac{\partial A}{\partial t} &= 0 \quad \text{in } \Omega_c. \quad (2.13b)
\end{align*}
\]

In the above the result of \( A \), from (2.13a), is uniquely defined and thus (2.13b) is not required\(^6\).

**Gauging in the Non-Conducting Region**

In the non-conducting region \( \mathbb{R}^3 \setminus \Omega_c \) the eddy current system, in (2.10), reduces to

\[
\begin{align*}
\nabla \times \mu_0^{-1} \nabla \times A &= J^s \quad \text{in } \mathbb{R}^3 \setminus \Omega_c, \quad (2.14a) \\
\nabla \cdot \left( \epsilon_0 \nabla \varphi + \epsilon_0 \frac{\partial A}{\partial t} \right) &= 0 \quad \text{in } \mathbb{R}^3 \setminus \Omega_c. \quad (2.14b)
\end{align*}
\]

\(^5\)Note that \( A = O \left( |x|^{-1} \right) \) as \( x \to \infty \) is according to the mathematical model described by Ammari, Buffa and Nédélec [18]. Here, the big O notation implies that the rate is at least as fast as \( |x|^{-1} \) and can be faster in practice, for details see the aforementioned paper.

\(^6\)Note that the result of this gauging is often called the \( A^* - A \) formulation, eg. [37], but in this Thesis no distinction between \( A^* \) and \( A \) is made.
In this case one can choose to employ the Coulomb gauge, where
\[
\nabla \cdot \mathbf{A} = 0, \quad (2.15)
\]
in order to ensure uniqueness on the gradients of \( \mathbf{A} \) and satisfy the set of equations in (2.14). If \( \mathbf{A} \) is divergence free, then so too must \( \nabla \varphi \) in order for (2.14b) to hold. Thus, in this case (2.14b) can be replaced by the Coulomb gauge (2.15) and the system now becomes
\[
\begin{align*}
\nabla \times \mu_0^{-1} \nabla \times \mathbf{A} &= \mathbf{J}^s \quad \text{in } \mathbb{R}^3 \setminus \Omega_c, \quad (2.16a) \\
\nabla \cdot \mathbf{A} &= 0 \quad \text{in } \mathbb{R}^3 \setminus \Omega_c. \quad (2.16b)
\end{align*}
\]

### Complete Gauged System

Given the gauge conditions in the conducting and non-conducting regions the complete eddy current system now becomes\(^7\)
\[
\begin{align*}
\nabla \times \mu^{-1} \nabla \times \mathbf{A} &= \mathbf{J}^s - \gamma \frac{\partial \mathbf{A}}{\partial t} + \gamma \mathbf{v} \times (\nabla \times \mathbf{A}) \quad \text{in } \Omega_c, \quad (2.17a) \\
\nabla \times \mu_0^{-1} \nabla \times \mathbf{A} &= \mathbf{J}^s \quad \text{in } \mathbb{R}^3 \setminus \Omega_c, \quad (2.17b) \\
\nabla \cdot \mathbf{A} &= 0 \quad \text{in } \mathbb{R}^3 \setminus \Omega_c. \quad (2.17c)
\end{align*}
\]

#### 2.2.5 Interface Conditions

To fully describe the interaction of the magnetic field across the interfaces of multiple domains, the vector potential \( \mathbf{A} \) satisfies the following transmission conditions (see Appendix B.1.1 and B.1.2) on the conductor boundary \( \partial \Omega_c \)
\[
\begin{align*}
n \times [\mathbf{A}]_{\partial \Omega_c} &= 0, \quad n \times [\mu^{-1} \nabla \times \mathbf{A}]_{\partial \Omega_c} = j_s, \quad (2.18)
\end{align*}
\]
which describe the tangential continuity in the electric and magnetic fields, respectively. In the absence of the surface current density \( j_s \) the transmission conditions become
\[
\begin{align*}
n \times [\mathbf{A}]_{\partial \Omega_c} &= 0, \quad n \times [\mu^{-1} \nabla \times \mathbf{A}]_{\partial \Omega_c} = 0, \quad (2.19)
\end{align*}
\]
where \([ \cdot ]_{\partial \Omega_c}\) denotes the jump\(^8\) on the conductor-non-conductor interface and \( n \) is a unit outward normal vector to \( \partial \Omega_c \).

\(^7\)The temporal gauge has been applied in \( \Omega_c \) and the Coulomb gauge in \( \mathbb{R}^3 \setminus \Omega_c \) [153].

\(^8\)The jump describes the continuity of a field across an interface between two mediums \([w]_{\partial \Omega_c} = w|_+ - w|_-\), see Appendix B for more details.
2.3 Mechanics

In the presence of time varying magnetic fields the conducting components of an MRI scanner undergo deformations due to magneto-ponderomotive forces exerted by the magnetic field. These displacements are typically of the order of microns [25] and the conductors can therefore be assumed to behave elastically, given the small strains developed.

2.3.1 Transient Linear Elasticity

The mechanical displacements $u$ for the conducting region $\Omega_c$ therefore satisfy the transient equilibrium equations

$$\nabla \cdot \sigma^m(u) + f = \rho \frac{\partial^2 u}{\partial t^2} \quad \text{in } \Omega_c, \quad (2.20)$$

where $\sigma^m$ is the mechanical stress tensor due to the mechanical displacements $u$, defined as

$$\sigma^m(u) = \lambda \text{tr}(\varepsilon(u))I + 2G\varepsilon(u),$$

is the mechanical contribution to the Cauchy stress tensor, $\lambda$, $G$ denote the Lamé parameters, $\varepsilon = \left( \nabla u + \nabla u^T \right) / 2$ the linear strain tensor, $T$ the transpose and $f$ the body force exerted on the mechanical region.
2.3.2 Magnetic Body Force

The volumetric magneto-mechanical coupling arises due to a magneto-ponderomotive body force exerted by the magnetic field on the conductor. This electromagnetic body force may be expressed through the Lorentz force law, per unit volume, as

\[ f^e = \rho_v \mathbf{E} + \mathbf{J} \times \mathbf{B}, \]

where \( \mathbf{J} \) denotes the complete current density of the system.

It has been shown in [80] (see also Appendix A.5 for details) that this force can be further described in terms of the divergence of a stress tensor plus a momentum term as

\[ f^e = \nabla \cdot \sigma^e(\mathbf{H}, \mathbf{E}) + \frac{\partial}{\partial t} (\mathbf{B} \times \mathbf{D}), \]

where \( \sigma^e \) represents the maxwell stress tensor. This stress tensor can be split into a magnetic and an electric component as \( \sigma^e(\mathbf{H}, \mathbf{E}) = \sigma^e_M(\mathbf{H}) + \sigma^e_E(\mathbf{E}) \), where

\begin{align*}
\sigma^e_M(\mathbf{H}) &= \mu \left( \mathbf{H} \otimes \mathbf{H} - \frac{1}{2} (\mathbf{H} \cdot \mathbf{H}) \mathbf{I} \right), \quad (2.21) \\
\sigma^e_E(\mathbf{E}) &= \epsilon \left( \mathbf{E} \otimes \mathbf{E} - \frac{1}{2} (\mathbf{E} \cdot \mathbf{E}) \mathbf{I} \right), \quad (2.22)
\end{align*}

for homogeneous, isotropic materials in the absence of electro- and magneto-strictive effects. The Maxwell stress tensor in materials that exhibit electro- and magneto-strictive effects have been studied in [93, 120, 121].

2.3.3 Low Frequency Forcing

For problems involving the same conditions in (2.8) required to invoke the transient eddy current approximation, made in Section 2.2.3, the momentum term \( \frac{\partial}{\partial t} (\mathbf{B} \times \mathbf{D}) \) and the electric part of the stress tensor \( \sigma^e_E \) may be neglected (see Appendix C.2) and so (2.20) simplifies to

\[ \nabla \cdot (\sigma^m(\mathbf{u}) + \sigma^e(A)) = \rho \frac{\partial^2 \mathbf{u}}{\partial t^2} \quad \text{in } \Omega_c. \quad (2.23) \]

In this case, the magneto-ponderomotive force exerted on \( \Omega_c \) is described purely by the divergence of the magnetic component of the Maxwell stress tensor \( f^e = \nabla \cdot \sigma^e(A) \). The magnetic component of the Maxwell stress tensor in a homogeneous
isotropic medium \([150]\) is given by

\[
\sigma^e(A) = \mu \left( H \otimes H - \frac{1}{2} |H|^2 I \right) = \mu^{-1} \left( \nabla \times A \otimes \nabla \times A - \frac{1}{2} |\nabla \times A|^2 I \right),
\]

(2.24)

The boundary of the conducting region may be split into its Dirichlet and Neumann parts as \(\partial \Omega_c = \partial \Omega_c^D \cup \partial \Omega_c^N\), which do not intersect as \(\partial \Omega_c^D \cap \partial \Omega_c^N = \emptyset\), illustrated in Figure 2.5. The displacements are fixed \(u = u^D\) on \(\partial \Omega_c^D\) in order to stop the conducting components from floating away.

![Figure 2.5: Conducting region \(\Omega_c\), where the boundary is split into Dirichlet and Neumann parts.](image)

### 2.3.4 Interface Conditions

The discussion of the interface conditions for the mechanical problem at the conductor-free space interface is delayed until Section 2.4.4. This is because the description of the acoustic fields will be derived by assuming the analogy of a degenerative solid, where the mechanical equations are used to describe the behaviour of free space and the acoustic pressure \(P\) is related to the mechanical displacements \(u\). However, for derivation of the interface conditions of the traction forces across interfaces between multiple domains in equilibrium see Appendix B.2.1.

## 2.4 Acoustics

Given that the conducting components in MRI scanners deform and vibrate, throughout an imaging cycle, sound waves will radiate off the conductor surfaces \([46]\). These sounds can become high in amplitude and lead to uncomfortable conditions for the patient, during a scan. Therefore the analysis of these acoustic sound waves is of great importance in the field of MRI scanner design.
2.4.1 Degenerative Solid Analogy

Based on the previously described coupling phenomena the acoustic field will also depend on sourcing terms from both the magnetic (under certain assumptions) and mechanical fields. Thus, to describe the acoustic behaviour of an MRI scanner the acoustic wave equation under sourcing must be developed to form part of the fully coupled system.

The equation describing the acoustic behaviour is obtained by first considering the relationship between the pressure $P$ and displacement field in the non-conducting medium by

$$ P = \kappa \text{tr}(\varepsilon(u)) = \kappa \nabla \cdot u, \quad (2.25) $$

where $\kappa$ defines the bulk modulus of the acoustic (free space) medium. This definition corresponds to the hydrostatic mechanical part of the Cauchy stress tensor

$$ \sigma^m = \kappa(\nabla \cdot u)I + \sigma^m_{\text{dev}}, \quad (2.26) $$

where $\sigma^m_{\text{dev}}$ defines the deviatoric component of the Cauchy stress tensor.

Given that the medium of free space surrounding MRI scanners- in which acoustic effects are propagated- consists of air, the presence of shear waves is negligible due to the very small values of shear modulus. This means that $\sigma^m_{\text{dev}}$ can be neglected and (2.26) reduces to

$$ \sigma^m = \kappa(\nabla \cdot u)I = P I. \quad (2.27) $$

From this relationship the free space region surrounding the scanner can now be modelled as a solid, governed by the elasticity equation

$$ \nabla \cdot \sigma = \rho \frac{\partial^2 u}{\partial t^2}, \quad (2.28) $$

where the total stress tensor can be expressed as a linear combination of the Cauchy $\sigma^m$ and Maxwell $\sigma^e$ stresses, as seen previously in Section 2.3.3. Combining (2.27) with (2.28) yields

$$ \nabla \cdot (PI + \sigma^e) = \rho \frac{\partial^2 u}{\partial t^2}. \quad (2.29) $$

2.4.2 Acoustic Helmholtz Wave Equation

Combining (2.29) and the temporal derivative of (2.25) and realising the relation between the first temporal derivative of the displacement and the velocity $\partial u/\partial t =$
\( \mathbf{v} \), the first order system governing the acoustic behaviour in free space is described by the system

\[
\frac{\partial P}{\partial t} = \kappa \nabla \cdot \mathbf{v}, \quad (2.30a)
\]
\[
\nabla P + \nabla \cdot \mathbf{\sigma}^e = \rho \frac{\partial \mathbf{v}}{\partial t}. \quad (2.30b)
\]

By taking the divergence of (2.30b) and combining with (2.30a), the behaviour of the acoustic pressure in the free space region is described by the acoustic scalar Helmholtz wave equation

\[
\nabla^2 P - \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} = -\nabla \cdot (\nabla \cdot \mathbf{\sigma}^e) \quad \text{in } \mathbb{R}^3 \setminus \Omega_c, \quad (2.31)
\]

where \( c = \sqrt{\kappa/\rho} \) is the speed of sound through the medium. This must be accompanied by the associated (Sommerfeld) radiation condition

\[
\lim_{|\mathbf{x}| \to \infty} \left( \frac{\partial P}{\partial |\mathbf{x}|} + \frac{\partial P}{\partial t} \right) = O(|\mathbf{x}|^{-1}), \quad (2.32)
\]

and can be rewritten in terms of the \( \nabla \) operator as

\[
\lim_{|\mathbf{x}| \to \infty} \left( \nabla P \cdot \mathbf{n} + \frac{\partial P}{\partial t} \right) = O(|\mathbf{x}|^{-1}), \quad (2.33)
\]

which describes the decay behaviour of the field away from the radiation source.

### 2.4.3 Properties of the Source Term

The source term on the RHS of (2.31) is only non-zero inside the magnetic coils, defined as the region \( \text{supp}(\mathbf{J}^s) \), \( \text{supp}(\mathbf{J}^s) \) defines a volume in which the sourcing current is located, inside the coils in this case. \( \text{supp}(\mathbf{J}^s) \) defines a volume in which the sourcing current is located, inside the coils in this case.

\[
\mathbf{f}^e = \nabla \cdot \mathbf{\sigma}^e = -\mu_0 \mathbf{H} \times \nabla \times \mathbf{H} = -\nabla \times \mathbf{A} \times \mathbf{J}^s = -\nabla \times \mathbf{A} \times (\nabla \times \mu_0^{-1} \nabla \times \mathbf{A}), \quad (2.34)
\]

\( \text{supp}(\mathbf{J}^s) \), which means the support of \( \mathbf{J}^s \) defines a volume in which the sourcing current is located, inside the coils in this case. The coils are assumed as Biot-Savart conductors, where they remain in \( \mathbb{R}^3 \setminus \Omega_c \) and are assumed to have \( \gamma = 0 \) [100]. If the coils are instead treated as rigid or deformable conducting bodies then their support instead forms part of \( \Omega_c \).

\( \text{supp}(\mathbf{J}^s) \), which means the support of \( \mathbf{J}^s \) defines a volume in which the sourcing current is located, inside the coils in this case. The coils are assumed as Biot-Savart conductors, where they remain in \( \mathbb{R}^3 \setminus \Omega_c \) and are assumed to have \( \gamma = 0 \) [100]. If the coils are instead treated as rigid or deformable conducting bodies then their support instead forms part of \( \Omega_c \).

\( \text{supp}(\mathbf{J}^s) \), which means the support of \( \mathbf{J}^s \) defines a volume in which the sourcing current is located, inside the coils in this case. The coils are assumed as Biot-Savart conductors, where they remain in \( \mathbb{R}^3 \setminus \Omega_c \) and are assumed to have \( \gamma = 0 \) [100]. If the coils are instead treated as rigid or deformable conducting bodies then their support instead forms part of \( \Omega_c \).

\( \text{supp}(\mathbf{J}^s) \), which means the support of \( \mathbf{J}^s \) defines a volume in which the sourcing current is located, inside the coils in this case. The coils are assumed as Biot-Savart conductors, where they remain in \( \mathbb{R}^3 \setminus \Omega_c \) and are assumed to have \( \gamma = 0 \) [100]. If the coils are instead treated as rigid or deformable conducting bodies then their support instead forms part of \( \Omega_c \).

\( \text{supp}(\mathbf{J}^s) \), which means the support of \( \mathbf{J}^s \) defines a volume in which the sourcing current is located, inside the coils in this case. The coils are assumed as Biot-Savart conductors, where they remain in \( \mathbb{R}^3 \setminus \Omega_c \) and are assumed to have \( \gamma = 0 \) [100]. If the coils are instead treated as rigid or deformable conducting bodies then their support instead forms part of \( \Omega_c \).
and thus it follows that in the same region

$$\nabla \cdot f^e = \nabla \cdot (\nabla \cdot \sigma^e) = \mu_0 (H \cdot \nabla \times J^s - |J^s|^2). \quad (2.35)$$

### 2.4.4 Interface Conditions

Taking this into account, on the interface $\partial \Omega_c$ shown in Figure 2.6, the pressure field, mechanical displacements and stresses are coupled by the transmission conditions (see Appendix B.2.1 and B.2.2 for details)

$$
(\sigma^m + \sigma^e)_{\partial \Omega_c} n = (PI + \sigma^e)_{\partial \Omega_c}^+ n,
$$

$$
\rho^+ \frac{\partial^2 u}{\partial t^2} _{\partial \Omega_c^-} \cdot n = (\nabla P + \nabla \cdot \sigma^e)_{\partial \Omega_c^+} \cdot n.
$$

The above describes the normal continuity of the stresses and accelerations of two different mediums across an interface. Note that the latter condition also further reduces to

$$
(\nabla P + \nabla \cdot \sigma^e)_{\partial \Omega_c^+} \cdot n = 0, \quad \rho^+ \frac{\partial^2 u}{\partial t^2} _{\partial \Omega_c^+} \cdot n = (\nabla P + \nabla \cdot \sigma^e)_{\partial \Omega_c^-} \cdot n,
$$

in light of the known Dirichlet displacement condition on $\partial \Omega_c^D$ for the mechanical problem.

**Figure 2.6:** Interface conditions at the conductor-free space boundary, where $\partial \Omega_c^-$ corresponds to the contribution of the interface from the conductor and $\partial \Omega_c^+$ the contribution from the non-conducting region.
2.5 Coupled Transmission Problem

In order to describe the fully coupled acousto-magneto-mechanical system a coupled transmission problem describing the three physical fields throughout the domains, the constitutive laws governing the material relations, the conditions at the interface between the domains and the boundary conditions must be developed.

2.5.1 Transient Non-Linear Problem

Combining the statements from the previous Sections 2.2, 2.3 and 2.4 the transmission problem for describing the coupled acousto-magneto-mechanical system in a time period \([0, T]\) is given by: Find \((A, u, P)(t) \in (\mathbb{R}^3 \times \mathbb{R}^3 \times \mathbb{R})[0, T]\) such that

\[
\begin{align*}
\nabla \times (\mu^{-1} \nabla \times A) + \gamma \frac{\partial A}{\partial t} &= J^s + \gamma \frac{\partial u}{\partial t} \times (\nabla \times A) \quad &\text{in } \mathbb{R}^3, \\
\nabla \cdot A &= 0 \quad &\text{in } \mathbb{R}^3 \setminus \Omega_c, \\
\nabla \cdot (\sigma^m(u) + \sigma^e(A)) &= \rho \frac{\partial^2 u}{\partial t^2} \quad &\text{in } \Omega_c, \\
\n\nabla^2 P - \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} &= -\nabla \cdot (\nabla \cdot \sigma^e(A)) \quad &\text{in } \mathbb{R}^3 \setminus \Omega_c, \\
A &= \mathbf{O}(\vert x \vert^{-1}), \quad &\text{as } \vert x \vert \to \infty, \\
\lim_{\vert x \vert \to \infty} \left( \nabla P \cdot n + \frac{\partial P}{\partial t} \right) &= O(\vert x \vert^{-1}), \\
u &= u_D, \quad &\text{on } \partial \Omega^D_c, \\

(\nabla P + \nabla \cdot \sigma^e(A))|_{\partial \Omega^D_c} \cdot n &= 0 \quad &\text{on } \partial \Omega^D_c, \\

\rho \frac{\partial^2 u}{\partial t^2} \bigg|_{\partial \Omega^N_c} \cdot n &= (\nabla P + \nabla \cdot \sigma^e(A))|_{\partial \Omega^N_c} \cdot n, \quad &\text{(2.36i)} \\
(\sigma^e(A) + \sigma^m(u))|_{\partial \Omega_c} \cdot n &= (P I + \sigma^e(A))|_{\partial \Omega_c} \cdot n \quad &\text{on } \partial \Omega^N_c, \quad &\text{(2.36j)} \\
\nabla \cdot [A]|_{\partial \Omega_c} &= 0, \quad &\text{on } \partial \Omega_c, \quad &\text{(2.36k)} \\
n \times [A]|_{\partial \Omega_c} &= 0, \quad &\text{on } \partial \Omega_c, \\
n \times [\mu^{-1} \nabla \times A]|_{\partial \Omega_c} &= 0 \quad &\text{on } \partial \Omega_c, \quad &\text{(2.36l)}
\end{align*}
\]

subject to the following general initial conditions

\[
\begin{align*}
A(t = 0) &= A_0 \quad &\text{in } \mathbb{R}^3, \\
u(t = 0) &= u_0, \quad &\text{on } \partial \Omega_c, \\
\frac{\partial u}{\partial t}(t = 0) &= v_0 \quad &\text{in } \Omega_c, \\
P(t = 0) &= P_0, \quad &\text{in } \mathbb{R}^3 \setminus \Omega_c, \\
\frac{\partial P}{\partial t}(t = 0) &= \left. \frac{\partial P}{\partial t} \right|_0 \quad &\text{in } \mathbb{R}^3 \setminus \Omega_c.
\end{align*}
\]
In the coupled system, the magnetic vector potential depends on the mechanical displacements through generated Lorentz currents in (2.36a). The mechanical displacements depend on the magnetic vector potential through the generated electromagnetic stresses in (2.36c). This two-way coupling describes the magnetomechanical system obtained in [150]. In consideration of the acoustic behaviour, the displacements are transmitted into the acoustic pressure field through (2.36h,2.36i) and the magnetic vector potential is transmitted to the acoustic field through electromagnetic stresses in (2.36d). This system describes a fully coupled system, where two-way coupling mechanisms between the magnetic and mechanical and acoustic and mechanical fields and a one-way coupling between the magnetic and acoustic fields are generated. An illustration of the fully coupled system is shown in Figure 2.7.

\[ u \sigma e \nabla J \]

Figure 2.7: Physical representation of the coupling effects in an MRI environment.

2.5.2 MRI Coils

There are typically two types of coils in MRI scanners: the main coils, which are superconducting coils supercooled to temperature around 4K by being submersed in liquid helium to achieve high strength static magnetic fields and the gradient coils, which are a set of resistive coils that generate low strength transient magnetic fields.

For MRI application, the system (2.36) is excited through the current source \( J^s(t) \). In practice, however, MRI scanners are typically maintained at full static field strength and apply the gradient fields only during imaging examinations of the patient. As such, the application allows for the decomposition of the current source into \( J^s(t) = J^{DC} + J^{AC}(t) \), illustrated in Figure 2.8. Here, \( J^{DC} \) corresponds to the
2.5 Coupled Transmission Problem
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(b) Decomposition of the current source

**Figure 2.8:** Current source decomposition, where \( J^s(t) = J^{DC} + J^{AC}(t) \).

The static current source of the main magnet and \( J^{AC}(t) \) the transient current source of the gradient coils [26].

Under a Biot-Savart assumption of the coils [100], they may be considered as non-conductors and as a result the coils form part of the non-conducting region \( \mathbb{R}^3 \setminus \Omega_c \), where the currents arise in \( \text{supp}(J^s) \). In the case that the coils are modelled as complete conductors, the \( \text{supp}(J^s) \) no longer lies in \( \mathbb{R}^3 \setminus \Omega_c \) and instead forms part of \( \Omega_c \). In this case, certain terms in the acoustic system and interface conditions vanish, as previously discussed.

### 2.5.3 Static Non-Linear Problem

The decomposition, illustrated in Figure 2.8, allows for the introduction of the following static problem: Find \( A^{DC}, u^{DC}, P^{DC} \in \mathbb{R}^3 \times \mathbb{R}^3 \times \mathbb{R} \) such that

\[
\nabla \times \left( \mu^{-1} \nabla \times A^{DC} \right) = J^{DC} \quad \text{in } \mathbb{R}^3, \quad (2.38a)
\]

\[
\nabla \cdot A^{DC} = 0 \quad \text{in } \mathbb{R}^3, \quad (2.38b)
\]

\[
\nabla \cdot (\sigma^m(u^{DC}) + \sigma^e(A^{DC})) = 0 \quad \text{in } \Omega_c, \quad (2.38c)
\]

\[
\nabla^2 P^{DC} = -\nabla \cdot (\nabla \cdot \sigma^e(A^{DC})) \quad \text{in } \mathbb{R}^3 \setminus \Omega_c, \quad (2.38d)
\]

\[
A^{DC} = O \left( |x|^{-1} \right), \quad (2.38e)
\]

\[
P^{DC} = O(|x|^{-1}) \quad \text{as } |x| \to \infty, \quad (2.38f)
\]

\[
u^{DC} = u^D \quad \text{on } \partial \Omega^D, \quad (2.38g)
\]

\[
n \times [A^{DC}]_{\partial \Omega_c} = 0, \quad (2.38h)
\]
\( \mathbf{n} \times [\mu^{-1}\nabla \times \mathbf{A}^{DC}]_{\partial \Omega_c} = 0, \) \hspace{1cm} (2.38i)

\[
\left( \nabla P^{DC} + \nabla \cdot \sigma^e(A^{DC}) \right)_{\partial \Omega_c}^+ \cdot \mathbf{n} = 0,
\] (2.38j)

\[
(\sigma^m(u^{DC}) + \sigma^e(A^{DC}))_{\partial \Omega_c}^- \mathbf{n} = \left( P^{DC} I + \sigma^e(A^{DC}) \right)_{\partial \Omega_c}^+ \mathbf{n} \quad \text{on } \partial \Omega_c, \tag{2.38k}
\]

where the time variance of the DC fields vanish and a similar decomposition of the Dirichlet displacement condition \( u^D = u^D_{DC} + u^D_{AC}(t) \) has been assumed.

The static system in (2.38) results in a coupled acousto-magneto-mechanical system, where both the magneto-mechanical and acousto-mechanical coupling mechanisms are one way coupling due to the absence of any Lorentz currents or acceleration continuity conditions, where these vanish in the case of time independent fields. The solution to this static problem can be used as a starting point for the transient system and provides a useful step in the treatment of the linearisation of the coupled system of equations, discussed later in Chapter 3.

The transient and static coupled systems in (2.36) and (2.38), respectively, will form the transmission problems that will be the focus in the remaining Chapters of this Thesis.

### 2.6 Chapter Summary

This Chapter has derived the novel acousto-magneto-mechanical coupled system describing MRI scanner behaviour. The coupling mechanisms between the three fields have been discussed in detail, where the expression of the magnetic forces in terms of a stress tensor result in a novel set of interface conditions and sourcing terms. The fully coupled systems, which will form the transmission problems for the remainder of this Thesis, have been derived for both the static and transient cases by utilising a physically motivated decomposition of the magnetic source currents.

From the objectives of this Thesis, discussed in section 1.4, the topics discussed in this Chapter align with the objective: “To accurately describe the individual fields and the coupling mechanisms of current clinical MRI scanners.”

In the next Chapter, possible solution procedures to solve the fully coupled transmission problems will be discussed: a fixed point iterative scheme, as in [150] and a Newton-Raphson procedure, as in [26]. The linearisation of the coupled system is performed, using a physically motivated approach, in order to obtain a novel single-step solution strategy to the fully coupled non-linear transmission problems.
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Kevin Durant
Chapter 3. Linearised Approach

3.1 Introductory Remarks

This Chapter describes the novel coupling methodology for the solution of coupled acousto-magneto-mechanical problems, taking into consideration interface conditions between different domains. The coupling scheme is presented in Figure 3.1. A rigorous linearisation of the coupled equation set, motivated by the physics of an MRI scanner during operation is presented in order to achieve an efficient computational procedure. This solution strategy is dubbed the linearised approach, due to the structure of the resulting equation system.

From the objectives of this Thesis, discussed in section 1.4, this new solution strategy aligns with the objective; “To develop an efficient novel solution procedure, named the linearised approach, through a rigorous linearisation of the non-linear system of equations.” The contents of this Chapter builds on the work carried out in the published paper [26], through an extension of the discussion of the technical details.

Starting with a discussion of iterative solution procedures for handling coupled sets of non-linear equations in Section 3.2, this Chapter then goes on to describe the weak variational statements of the individual fields: magnetics, mechanics and acoustics and the coupled problem, in Section 3.3. The linearisation of the static (2.38) and transient (2.36) transmission problems, described in Chapter 2, are then discussed in Section 3.4 and 3.5 respectively. The contents of this Chapter are then summarised in Section 3.6.

3.2 Iterative Solution Procedures

The numerical simulation of coupled sets of non-linear equations, such as those describing acousto-magneto-mechanical coupling in MRI scanners, presented in Chapter 2, requires approximations of the non-linearities in the equations in order to compute solutions. There exists a range of iterative methods for the solution to such systems of equations, these include fixed point (FP) schemes [202, 203, 150], gradient free methods, such as the Secant, Gauss-Seidel and classic-chord methods [128] and the gradient based Newton-Raphson (NR) method [38].

FP and NR schemes involve solving iterations of the equation system to obtain converged solutions. The FP scheme requires no knowledge of the gradient of the equation system and so can be easily applied to a range of applications [128]. This, typically, makes it a popular scheme for use in commercial codes [6, 7], where a range
of applications may be required. NR schemes, on the other hand, provide a more robust method for solving systems of non-linear equations, as they directly compute the gradients, known as the tangent stiffness (or Jacobian) operators. For purpose-built solvers, with designated applications, the NR scheme provides a more robust technique for solving non-linear coupled equation systems than the FP scheme. They also require fewer iterations, as they converge quadratically and are less prone to poor initial guesses [19].

In terms of defining iterative solution procedures, consider, first, a general non-linear vector field equation of the form

\[ F(x) = 0, \quad (3.1) \]

which defines the system in terms of a residual function. In general, the form of (3.1) cannot always be solved analytically, due to the non-linearities in the field \( x \) and so require numerical techniques in order to solve.

### 3.2.1 Fixed Point Scheme

Iterative fixed point (FP) methods [125, 123] typically work by reformulating a general non-linear equation, in (3.1), to form the following fixed point problem,

\[ x = G(x). \quad (3.2) \]

Iterations on (3.2), in the form of

\[ x^{[k+1]} = G(x^{[k]}), \quad k = 0, 1, 2, ..., N_{\text{max}}, \quad (3.3) \]

are performed, where an initial guess of the solution \( x^{[0]} \) is provided, until the convergence criterion in the residual \( |x^{[k+1]} - G(x^{[k]})| < TOL \) and the solution \( |x^{[k+1]} - x^{[k]}| < TOL \) are achieved or the specified maximum number of iterations \( N_{\text{max}} \) have been performed. \( TOL \) is a user specified tolerance of the error. After a number of iterations the update in the solution \( x^{[k+1]} \) will converge to correct solution \( x \).

There are often multiple ways of expressing the non-linear equation in this form and conditions need to be fulfilled in order for \( G(x) \) to be a valid fixed point iteration [128]. Even if these conditions are fulfilled, the convergence in the iterations is at most linear and the scheme is quite sensitive to the choice of the initial guess. For applications of the Fixed point scheme to magneto-mechanical problems within the
Figure 3.1: Graphical representation of the coupling methodology between the three physical fields; electromagnetic, mechanical and acoustic, coupled through a monolithic linearised scheme.
3.2.2 Newton-Raphson Scheme

Newton-Raphson schemes are derived from Taylor series approximations to non-linear equations, in (3.1). They give an iteration of the form

$$x^{[k+1]} = x^{[k]} - \left[\nabla_x F(x^{[k]})\right]^{-1} F(x^{[k]}), \quad (3.4)$$

where the initial guess $x^{[0]}$ is required a-priori. The Jacobian operator, given by $\nabla_x F(x)$, refers to the derivative of each component of the Residual vector with respect to the components of the solution vector $x$.

Notice that, if $G(x) = x - \left[\nabla_x F(x)\right]^{-1} F(x)$, then the Newton-Raphson scheme in (3.4) may be rewritten as the iterative fixed point scheme in (3.3). The fixed point theory can be applied to this choice to establish valid initial guesses for the Newton-Raphson scheme. Generally, however, they need to be close to the root. This iterative scheme converges to the correct root quadratically, which is superior to the linear convergence achieved by the FP scheme.

Gradient free methods (e.g. Secant method) do not require the explicit knowledge of the exact derivative, used in NR methods, and make approximations. However, as a result, they do not experience quadratic convergence in the solution.

3.3 Weak Variational Statements

With the development of a finite element analysis tool, the weak variational statements of the coupled set of non-linear partial differential equations will first be established. Building on this, the resulting non-linear weighted residual system will then be linearised, where two approaches for solving the equation system (the linearised and non-linear approaches) will be presented. In obtaining the weak form of the equations, it is convenient to introduce the following definitions

$$X := \{ A \in H(\text{curl}, \mathbb{R}^3) : \nabla \cdot A = 0 \text{ in } \mathbb{R}^3 \setminus \Omega_c \}, \quad (3.5a)$$
$$Y(g) := \{ u \in (H^1(\Omega_c))^3 : u = g \text{ on } \partial \Omega_c^D \}, \quad (3.5b)$$
$$Z := \{ P \in H^1(\mathbb{R}^3 \setminus \Omega_c) \}, \quad (3.5c)$$

which will be used to describe the weak solutions to the dynamic and static transmission problems, in (2.36) and (2.38) respectively. The domains of the problem
in which these definitions apply are illustrated in Figure 3.2. The respective spaces \( H(\text{curl}, \mathbb{R}^3) \) and \( H^1(\mathbb{R}^3) \) have their usual definitions, e.g. [178], of

\[
L^2(\Omega) := \left\{ w : \int_{\Omega} |w|^2 \, d\Omega < \infty \right\}, \tag{3.6a}
\]

\[
H^1(\Omega) := \left\{ w \in L^2(\Omega) : \nabla w \in \left( L^2(\Omega) \right)^3 \right\}, \tag{3.6b}
\]

\[
H(\text{curl}, \Omega) := \left\{ w \in \left( L^2(\Omega) \right)^3 : \nabla \times w \in \left( L^2(\Omega) \right)^3 \right\}. \tag{3.6c}
\]

The weighted space \( X \) has been chosen such that it satisfies the Coulomb gauge condition in (2.36b). For the full 3D problem this constraint requires extra treatment by either regularisation or introducing Lagrange multipliers, described in [217]. However, the scope of this Thesis is concerned with only axisymmetric problems, where this condition is automatically satisfied.

First, the weak statements of the individual physics will be presented, before the coupled system of weighted residuals is obtained. The weak statement of the non-linear static problem will then be presented, followed by the full non-linear transient problem.

**Figure 3.2:** Diagram of the conducting region \( \Omega_c \) and the magnet coils \( \text{supp}(J^s) \), which give rise to the sourcing currents \( J^s \), contained within an unbounded region of free space \( \mathbb{R}^3 \). The general orthogonal coordinate system \( x = x_1e_1 + x_2e_2 + x_3e_3 \) is measured from the centre of \( \Omega_c \).
3.3 Weak Variational Statements

3.3.1 Electromagnetics

The strong form of the eddy current problem is given in Equation (2.36a), where an extra constraint on the magnetic vector potential, the Coulomb gauge, is given in (2.36b). The weighted residual form of the eddy current problem is obtained by equating (2.36a) to zero, pre-multiplication by real valued test or weighting functions and integration over $\mathbb{R}^3$, which results in

$$R_A = \int_{\mathbb{R}^3} A^\delta \cdot \left( \nabla \times (\mu^{-1} \nabla \times A) + \gamma \frac{\partial A}{\partial t} - \gamma \frac{\partial u}{\partial t} \times (\nabla \times A) - J^s \right) \, d\Omega, \tag{3.7}$$

where $A^\delta \in X$ is a vector weighting function for the electromagnetic problem, the eddy and Lorentz current terms are only non-zero in the conducting region $\Omega_c$ and the source currents are only non-zero in the coils, $\text{supp}(J^s)$. Performing integration by parts on the curl-curl term over the complete domain $\mathbb{R}^3 = \mathbb{R}^3 \setminus \Omega_c \cup \Omega_c$ and separating the integral terms gives

$$R_A = \int_{\mathbb{R}^3} \mu^{-1} \nabla \cdot A^\delta \cdot \nabla \times A \, d\Omega + \int_{\Omega_c} \gamma \frac{\partial A}{\partial t} \cdot A^\delta \, d\Omega - \int_{\Omega_c} \gamma \frac{\partial u}{\partial t} \times (\nabla \times A) \cdot A^\delta \, d\Omega$$

$$- \int_{\text{supp}(J^s)} J^s \cdot A^\delta \, d\Omega - \int_{\mathbb{R}^3 \setminus \Omega_c} \nabla \cdot (A^\delta \times \mu^{-1} \nabla \times A) \, d\Omega$$

$$- \int_{\Omega_c} \nabla \cdot (A^\delta \times \mu^{-1} \nabla \times A) \, d\Omega. \tag{3.8}$$

Applying the divergence theorem and manipulating the resulting boundary terms, see Remark 3.1, results in

$$R_A = \int_{\mathbb{R}^3} \mu^{-1} \nabla \cdot A^\delta \cdot \nabla \times A \, d\Omega + \int_{\Omega_c} \gamma \frac{\partial A}{\partial t} \cdot A^\delta \, d\Omega - \int_{\Omega_c} \gamma \frac{\partial u}{\partial t} \times (\nabla \times A) \cdot A^\delta \, d\Omega$$

$$- \int_{\text{supp}(J^s)} J^s \cdot A^\delta \, d\Omega + \int_{\partial \Omega_c} [n \times \mu^{-1} \nabla \times A]_{\partial \Omega_c} \cdot A^\delta \, dS$$

$$+ \int_{\partial \mathbb{R}^3} (n \times \mu^{-1} \nabla \times A) \cdot A^\delta \, dS. \tag{3.9}$$

**Remark 3.1** Applying the divergence theorem to the two divergence terms in (3.8)

1. Recall here the product rule of differentiation $\nabla \cdot (A^\delta \times \mu^{-1} \nabla \times A) = \mu^{-1} \nabla \times A \cdot \nabla \times A^\delta - A^\delta \cdot (\nabla \times \mu^{-1} \nabla \times A)$.
2. Recall here the relationship $(A \times B) \cdot C = A \cdot (B \times C)$.
3. Recall here the property of the cross product $A \times B = -B \times A$. 
results in \(^{2,3}\)

\[
\int_{\mathbb{R}^3 \setminus \Omega_c} \nabla \cdot (A^\delta \times \mu^{-1} \nabla \times A) \, d\Omega + \int_{\Omega_c} \nabla \cdot (A^\delta \times \mu^{-1} \nabla \times A) \, d\Omega =
\]

\[
- \int_{\partial \mathbb{R}^3} \left( n \times \mu^{-1} \nabla \times A \right) \cdot A^\delta \, dS - \int_{\partial \Omega_c} \left( n \times \mu^{-1} \nabla \times A \right)_{+} \cdot A^\delta \, dS
\]

\[
- \int_{\partial \Omega_c} \left( n \times \mu^{-1} \nabla \times A \right)_{-} \cdot A^\delta \, dS,
\]

where two boundary terms on the conductor boundary \(\partial \Omega_c\) have emerged, due to contributions from the free space side, denoted by the subscript + on \(\partial \Omega_c^+\), and the conductor side, denoted the subscript − on \(\partial \Omega_c^-\).

Given that the normals on both sides of the conductor boundary are related by \(n_- = -n_+ = n\), the divergence terms thus become

\[
\int_{\mathbb{R}^3 \setminus \Omega_c} \nabla \cdot (A^\delta \times \mu^{-1} \nabla \times A) \, d\Omega + \int_{\Omega_c} \nabla \cdot (A^\delta \times \mu^{-1} \nabla \times A) \, d\Omega
\]

\[
- \int_{\partial \mathbb{R}^3} \left( n \times \mu^{-1} \nabla \times A \right) \cdot A^\delta \, dS - \int_{\partial \Omega_c} \left( n \times \mu^{-1} \nabla \times A \right)_{-} - (\mu^{-1} \nabla \times A)_{+} \cdot A^\delta \, dS
\]

\[
- \int_{\partial \Omega_c} \left( n \times \mu^{-1} \nabla \times A \right)_{-} \cdot A^\delta \, dS,
\]

which is thus defined in terms of the interface condition in (2.36l).

Given that the problem lies in an unbounded domain \(\mathbb{R}^3\), see Figure 3.2, the boundary \(\partial \mathbb{R}^3\) lies at \(\infty\). In this case the decay condition of the eddy current problem, in (2.36e), can be applied directly\(^4\) and thus the terms associated with \(\partial \mathbb{R}^3\) disappear. Substituting, also, the interface condition for the electromagnetic problem (2.36l) results in the boundary terms vanishing and thus the weighted residual form of the electromagnetic problem becomes

\[
R_A = \int_{\mathbb{R}^3} \mu^{-1} \nabla \times A^\delta \cdot \nabla \times A \, d\Omega + \int_{\Omega_c} \gamma \frac{\partial A}{\partial t} \cdot A^\delta \, d\Omega
\]

\[
- \int_{\Omega_c} \gamma \frac{\partial u}{\partial t} \times (\nabla \times A) \cdot A^\delta \, d\Omega - \int_{\text{supp}(J^s)} J^s \cdot A^\delta \, d\Omega,
\]

(3.10)

where the magnet coils, contained within \(\text{supp}(J^s)\), are located in free space \(\mathbb{R}^3 \setminus \Omega_c\) at a finite distance from the conductors.

\(^4\)The decay condition of the magnetic vector potential for the eddy current problem, when applied at \(\infty\) yields \(A = 0\).
3.3 Weak Variational Statements

3.3.2 Mechanics

Pre-multiplication of the linear elastic problem, in (2.36c), by real valued test or weighting functions and integration over the conducting region $\Omega_c$, results in

$$R_u = \int_{\Omega_c} u^\delta \cdot \left( \nabla \cdot \left( \sigma^m(u) + \sigma^e(A) \right) - \rho \frac{\partial^2 u}{\partial t^2} \right) \, d\Omega, \quad (3.11)$$

where $u^\delta \in Y(0)$ is a vector weighting function for the mechanical problem. Performing integration by parts on the term involving the stress tensors gives

$$R_u = \int_{\Omega_c} \nabla u^\delta : \left( \sigma^m(u) + \sigma^e(A) \right) \, d\Omega + \int_{\Omega_c} \rho \frac{\partial^2 u}{\partial t^2} \cdot u^\delta \, d\Omega$$

$$- \int_{\partial \Omega_c} \nabla \cdot \left( (\sigma^m(u) + \sigma^e(A))^T u^\delta \right) \, d\Omega. \quad (3.12)$$

Applying the divergence theorem and manipulating the resulting boundary term results in

$$R_u = \int_{\Omega_c} \nabla u^\delta : \left( \sigma^m(u) + \sigma^e(A) \right) \, d\Omega + \int_{\Omega_c} \rho \frac{\partial^2 u}{\partial t^2} \cdot u^\delta \, d\Omega$$

$$- \int_{\partial \Omega_c} u^\delta \cdot (\sigma^m(u) + \sigma^e(A)) n \, dS. \quad (3.13)$$

The interface condition for the mechanical problem from (2.36j) can be applied to yield

$$R_u = \int_{\Omega_c} \nabla u^\delta : \left( \sigma^m(u) + \sigma^e(A) \right) \, d\Omega + \int_{\Omega_c} \rho \frac{\partial^2 u}{\partial t^2} \cdot u^\delta \, d\Omega$$

$$- \int_{\partial \Omega_c} u^\delta \cdot (P I + \sigma^e(A)) |^+_{\partial \Omega_c} n \, dS. \quad (3.14)$$

The conductor boundary can be separated into Dirichlet and Neumann portions $\partial \Omega = \partial \Omega_c^D \cup \partial \Omega_c^N$, illustrated in Figure 2.5. Thus the weighted residual form of the elasticity equation becomes

$$R_u = \int_{\Omega_c} \nabla u^\delta : \left( \sigma^m(u) + \sigma^e(A) \right) \, d\Omega + \int_{\Omega_c} \rho \frac{\partial^2 u}{\partial t^2} \cdot u^\delta \, d\Omega$$

$$- \int_{\partial \Omega_c^N} u^\delta \cdot (P I + \sigma^e(A)) |^+_{\partial \Omega_c^N} n \, dS. \quad (3.15)$$

\[5\text{Recall here the product rule of differentiation of the product between a tensor } \sigma \text{ and a vector } v, \text{ where from index notation } \nabla \cdot (\sigma^T v) = \frac{\partial}{\partial x_j} (\sigma_{ij} v_i) = \sigma_{ij} \frac{\partial v_i}{\partial x_j} + v_i \frac{\partial \sigma_{ij}}{\partial x_j} = \sigma : \nabla v + v \cdot (\nabla \cdot \sigma).\]
where the integral over the Dirichlet portion of the boundary vanishes, due to $u^\delta \in Y(0)$, which vanishes on this portion of the boundary.

### 3.3.3 Acoustics

Pre-multiplication of the acoustic Helmholtz problem, in (2.36d), by test or weighting functions and integration over the free space region $\mathbb{R}^3 \setminus \Omega_c$, results in

$$R_P = \int_{\mathbb{R}^3 \setminus \Omega_c} P^\delta \left( \nabla^2 P - \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} + \nabla \cdot (\nabla \cdot \sigma^e(A)) \right) d\Omega$$

(3.16)

where $P^\delta \in Z$ is a scalar weighting function for the acoustic problem. Performing integration by parts on the Laplacian term$^6$ and the divergence-divergence term$^6$ gives

$$R_P = \int_{\mathbb{R}^3 \setminus \Omega_c} \nabla P \cdot \nabla P^\delta d\Omega + \int_{\mathbb{R}^3 \setminus \Omega_c} \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} P^\delta d\Omega + \int_{\mathbb{R}^3 \setminus \Omega_c} (\nabla \cdot \sigma^e(A)) \cdot \nabla P^\delta d\Omega$$

$$- \int_{\mathbb{R}^3 \setminus \Omega_c} \nabla \cdot (P^\delta \nabla P) d\Omega - \int_{\mathbb{R}^3 \setminus \Omega_c} \nabla \cdot \left( P^\delta \nabla \cdot \sigma^e(A) \right) d\Omega.$$  

(3.17)

Applying the divergence theorem and manipulating the resulting boundary term results in

$$R_P = \int_{\mathbb{R}^3 \setminus \Omega_c} (\nabla P + \nabla \cdot \sigma^e(A)) \cdot \nabla P^\delta d\Omega + \int_{\mathbb{R}^3 \setminus \Omega_c} \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} P^\delta d\Omega$$

$$- \int_{\partial \Omega_c} n \cdot (\nabla P + \nabla \cdot \sigma^e(A)) P^\delta dS - \int_{\partial \mathbb{R}^3} n \cdot (\nabla P + \nabla \cdot \sigma^e(A)) P^\delta dS.$$  

(3.18)

Like in the mechanical problem, the conductor boundary can again be split into the Dirichlet and Neumann part. The interface conditions for the acoustic problem from (2.36h) and (2.36i) can be applied to yield

$$R_P = \int_{\mathbb{R}^3 \setminus \Omega_c} (\nabla P + \nabla \cdot \sigma^e(A)) \cdot \nabla P^\delta d\Omega + \int_{\mathbb{R}^3 \setminus \Omega_c} \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} P^\delta d\Omega$$

$$- \int_{\partial \Omega_c} \rho \cdot n \cdot \frac{\partial^2 u}{\partial t^2} P^\delta dS - \int_{\partial \mathbb{R}^3} (n \cdot \nabla P) P^\delta dS,$$  

(3.19)

$^6$Recall here the product rule of differentiation of the product between a scalar $f$ and a vector $v$, where from index notation $\nabla \cdot (fv) = \frac{\partial}{\partial x_j} (fv_j) = v_j \frac{\partial f}{\partial x_j} + f \frac{\partial v_j}{\partial x_j} = v \cdot \nabla f + f \nabla v.$
where the $\nabla \cdot \sigma^e(A)$ term vanishes on the outer boundary, due to the fact that the coils are located a finite distance from $\Omega_c$ and hence well away from $\partial \mathbb{R}^3$.

Given that the problem lies in an unbounded domain $\mathbb{R}^3$, the boundary $\partial \mathbb{R}^3$ lies at $\infty$. In this case the Sommerfeld radiation condition, in (2.36f), can be applied exactly to yield

$$ R_P = \int_{\mathbb{R}^3 \setminus \Omega_c} (\nabla P + \nabla \cdot \sigma^e(A)) \cdot \nabla P^\delta \, d\Omega + \int_{\mathbb{R}^3 \setminus \Omega_c} \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} P^\delta \, d\Omega $$$$ - \int_{\partial \Omega_c^N} \rho^+ n \cdot \frac{\partial^2 u}{\partial t^2} \bigg|_{\partial \Omega_c^S} P^\delta \, dS + \int_{\partial \mathbb{R}^3} \frac{\partial P}{\partial t} P^\delta \, dS. $$

(3.20)

The treatment of this term for computational problems set on truncated domains will be discussed in Chapter 4.

### 3.3.4 Coupled Problem

Combining the weighted residual statements of all three fields, in (3.10), (3.15) and (3.20), the fully coupled weighted residual statement of the transient problem is: Find weak solutions $(A, u, P)(t) \in (X \times Y(0) \times Z)$ such that

$$ R_A \left( A^\delta; A, u \right) = \int_{\mathbb{R}^3} \mu^{-1} \nabla \times A^\delta \cdot \nabla \times A \, d\Omega + \int_{\Omega_c} \gamma \frac{\partial A}{\partial t} \cdot A^\delta \, d\Omega $$$$$ - \int_{\Omega_c} \gamma \frac{\partial u}{\partial t} \cdot (\nabla \times A) \cdot A^\delta \, d\Omega - \int_{\text{supp}(J^s)} J^s \cdot A^\delta \, d\Omega, \quad (3.21a) $$

$$ R_u \left( u^\delta; A, u, P \right) = \int_{\Omega_c} (\sigma^m(u) + \sigma^e(A)) : \nabla u^\delta \, d\Omega + \int_{\Omega_c} \rho^+ \frac{\partial^2 u}{\partial t^2} u^\delta \, d\Omega $$$$$ - \int_{\partial \Omega_c^N} u^\delta \cdot (PI + \sigma^e(A)) \bigg|_{\partial \Omega_c^S} n \, dS, \quad (3.21b) $$

$$ R_P \left( P^\delta; A, u, P \right) = \int_{\mathbb{R}^3 \setminus \Omega_c} (\nabla P + \nabla \cdot \sigma^e(A)) \cdot \nabla P^\delta \, d\Omega + \int_{\mathbb{R}^3 \setminus \Omega_c} \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} P^\delta \, d\Omega $$$$$ - \int_{\partial \Omega_c^N} \rho^+ n \cdot \frac{\partial^2 u}{\partial t^2} \bigg|_{\partial \Omega_c^S} P^\delta \, dS, \quad (3.21c) $$

for all $(A^\delta, u^\delta, P^\delta) \in X \times Y(0) \times Z$.

The weighted residual form of the static problem is obtained analogously to (3.21) by obtaining the weak form of Equation (2.38). From the transient weak form in (3.21), using the same additive splitting of the current source as in Section 2.5.2, expressing the fields purely in terms of their static component only—hence time independent—the static weak form of the coupled system becomes: Find weak
solutions \((A^{DC}, u^{DC}, P^{DC})(t) \in (X \times Y(u_D^{DC}) \times Z)[0,T]\) such that

\[
R_A(A^\delta; A^{DC}, u^{DC}) = \int_{\mathbb{R}^3} \mu^{-1} \nabla \times A^\delta \cdot \nabla \times A^{DC} \, d\Omega - \int_{\text{supp}(J^{DC}_D)} J^{DC}_D \cdot A^\delta \, d\Omega, 
\]

\[
R_u(u^\delta; A^{DC}, u^{DC}, P^{DC}) = \int_{\Omega_c} (\sigma^m(u^{DC}) + \sigma^e(A^{DC})) : \nabla u^\delta \, d\Omega \\
- \int_{\partial \Omega_c^N} u^\delta \cdot (P^{DC} I + \sigma^e(A^{DC})) \Big|_{\partial \Omega_c} \, n \, dS, 
\]

\[
R_P(P^\delta; A^{DC}, u^{DC}, P^{DC}) = \int_{\mathbb{R}^3 \setminus \Omega_c} \left( \nabla P^{DC} + \nabla \cdot \sigma^e(A^{DC}) \right) \cdot \nabla P^\delta \, d\Omega, 
\]

for all \((A^\delta, u^\delta, P^\delta) \in X \times Y(0) \times Z\).

### 3.4 Linearisation of the Static Problem

In order to apply the superior NR strategy to the non-linear static transmission problem, described in (2.38) Chapter 2, the weak form of the static equation system must be linearised with respect to the solution fields. This is achieved by taking the directional derivatives of the weak variational statement of the static problem, in order to obtain the tangent stiffness (or Jacobian) operator.

First, by following a similar procedure to that carried out in Section 3.3, the static weighted residual form of the static problem in (2.38) is: Find weak solutions \((A^{DC}, u^{DC}, P^{DC}) \in X \times Y(u_D^{DC}) \times Z\) such that

\[
R_A^D(A^\delta; A^{DC}) := \int_{\mathbb{R}^3} (\mu^{-1} \nabla \times A^D \cdot \nabla \times A^\delta) \, d\Omega \\
- \int_{\text{supp}(J^{DC}_D)} J^{DC}_D \cdot A^\delta \, d\Omega, 
\]

\[
R_u^D(u^\delta; A^{DC}, u^{DC}, P^{DC}) := \int_{\Omega_c} (\sigma^m(u^{DC}) + \sigma^e(A^{DC})) : \nabla u^\delta \, d\Omega \\
- \int_{\partial \Omega_c^N} u^\delta \cdot (P^{DC} I + \sigma^e(A^{DC})) \Big|_{\partial \Omega_c} \, n \, dS, 
\]

\[
R_P^D(P^\delta; A^{DC}, P^{DC}) := \int_{\mathbb{R}^3 \setminus \Omega_c} \left( \nabla P^{DC} + \nabla \cdot \sigma^e(A^{DC}) \right) \cdot \nabla P^\delta \, d\Omega, 
\]

for all \((A^\delta, u^\delta, P^\delta) \in X \times Y(0) \times Z\). From the definition of the Maxwell stress tensor \(\sigma^e\) in (2.1) it is clear that this term is quadratic in the magnetic vector potential and that taking directional derivatives of this term will result in a linear approximation.

**Remark 3.2** The directional derivative of weighted residuals \(R_q\) in the direction of
an increment in the solution $\delta_q$ may be evaluated, as described in [38], by

$$
DR_q(q)[\delta_q] = \left. \frac{d}{d\zeta} \right|_{\zeta=0} R(q + \zeta \delta_q),
$$

where $q$ is the solution vector and $\zeta$ is a scaling parameter in the incremental direction of the solution, illustrated in Figure 3.3. This definition arises by taking a first-order Taylor series expansion\(^7\) of $R_q(q + \zeta \delta_q)$ about $\zeta = 0$ and setting $\zeta = 1$.

Thus taking directional derivatives of the weighted residuals ($R_{A}^{DC}, R_{u}^{DC}, R_{P}^{DC}$) in the direction of the incremental solution variables ($\delta_{A}^{DC}, \delta_{u}^{DC}, \delta_{P}^{DC}$) yields

$$
DR_{A}^{DC}(\delta_{A}^{DC}) = \int_{\Omega} (\mu^{-1} \nabla \times \delta_{A}^{DC} \cdot \nabla \times A^\delta) \, d\Omega, \quad (3.24a)
$$

$$
DR_{u}^{DC}(\delta_{u}^{DC}) = \int_{\Omega_c} \mu^{-1} S(A^{DC}, \delta_{A}^{DC}) : \nabla u^\delta \, d\Omega - \int_{\partial \Omega_c} \mu_0^{-1} S(A^{DC}, \delta_{A}^{DC}) \cdot n \cdot u^\delta \, dS, \quad (3.24b)
$$

$$
DR_{u}^{DC}(\delta_{u}^{DC}) = \int_{\Omega_c} \sigma^{m}(\delta_{u}^{DC}) : \nabla u^\delta \, d\Omega, \quad (3.24c)
$$

$$
DR_{u}^{DC}(\delta_{P}^{DC}) = -\int_{\partial \Omega_c} \delta_{P}^{DC} \cdot n \cdot u^\delta \, dS, \quad (3.24d)
$$

\(^7\)The Taylor series expansion of a function $f(x)$ around a fixed point $x = a$ results in $f(x) = f(a) + (x - a) \frac{df(x)}{dx} \bigg|_{x=a} + \ldots + \frac{1}{n!}(x - a)^n \frac{d^n f(x)}{dx^n} \bigg|_{x=a} + \ldots$.\n
---

\textbf{Figure 3.3:} Illustration of the directional derivative of the weighted residual $R_q$ about the solution $q$. The weighted residual functions, shown as the green surface, are linearised about the solution by taking the directional derivatives in the direction of the incremental solution $\delta_q$ as the scaled distance in the incremental solution $\zeta \to 0$. An increment in the solution $\delta_q$ may be evaluated, as described in [38], by taking directional derivatives of the weighted residuals ($R_{A}^{DC}, R_{u}^{DC}, R_{P}^{DC}$) in the direction of the incremental solution variables ($\delta_{A}^{DC}, \delta_{u}^{DC}, \delta_{P}^{DC}$) yields
where the linearised electromagnetic stress tensor, defined as

\[
S(A^{DC}, \delta^{DC}) := \nabla \times A^{DC} \otimes \nabla \times \delta^{DC} + \nabla \times \delta^{DC} \otimes \nabla \times A^{DC} - \left( \nabla \times A^{DC} \cdot \nabla \times \delta^{DC} \right) I,
\]

(3.25)

has been introduced to simplify the notation of the linearised system. The system of equations in (3.24) is linear in the incremental solution variables and thus it becomes clear that the weighted residual system has been linearised.

In order to solve the linear system, at a continuous level, the NR iterative solution procedure is applied. Equations (3.23,3.24) can be used to introduce the NR scheme for a particular iteration \([k]\) as: Find \((\delta^{DC}[k], u^{DC}[k], P^{DC}[k]) \in X \times Y(0) \times Z\) such that

\[
DR_{P}^{DC}(P^{\delta}; A^{DC}, P^{DC}, )[\delta^{DC}_{P}] = -R_{P}^{DC}(P^{\delta}; A^{DC}, P^{DC}, ),
\]

(3.26c)

for all \((A^{\delta}, u^{\delta}, P^{\delta}) \in X \times Y(0) \times Z\) where the updated solutions at the current iteration are given by

\[
A^{DC}[k+1] = A^{DC}[k] + \delta^{DC}[k], \quad u^{DC}[k+1] = u^{DC}[k] + \delta^{DC}[k], \quad P^{DC}[k+1] = P^{DC}[k] + \delta^{DC}[k].
\]

(3.27a-c)

The NR scheme starts by defining the initial guess of the solution vector such that \((A^{DC}[0], u^{DC}[0], P^{DC}[0]) \in (X \times Y(u^{DC}[0]) \times Z)\). The residuals and directional derivatives must then evaluated using the initial guess of the solution vector. The system in (3.26) is then solved to obtain the incremental solution variables which are
used in (3.27) to obtain the updated solution variables. Traditionally, the scheme would then require a number of iterations to be performed until the solution converges. The convergence of the scheme is determined by calculating the norm of the weighted residual vector and comparing it against a user defined tolerance. However, at this stage, it is already useful to note that, due to the specific nature of the equations, (3.26a) can be solved independently, followed by (3.26c) and then (3.26b) without iteration. Moreover, if the system is solved monolithically, then the solution will converge to \((A^{DC}, u^{DC}, P^{DC}) \in (X \times Y(u_D^{DC}) \times Z)\) in a single iteration.

To permit the computational solution of (3.26) a spatial FE discretisation is required, which is considered in Chapter 4.

## 3.5 Linearisation of the Dynamic Problem

The weighted residual system of the dynamic problem in (3.21), similarly to that of the static problem, is non-linear in the solution variables due to the quadratic dependence of the Maxwell stress on the magnetic vector potential. The transient system, however, also contains other terms which involve the product of two of the solution fields. Thus, in order to solve this system the equations must first be linearised.

In this Section, two linearisation methods will be considered, the linearised and non-linear approaches. Firstly, the linearisation of the coupled non-linear system of weighted residuals, in (3.21), with respect to the complete solution fields (static plus transient components) is considered by taking their directional derivatives directly, denoted the non-linear approach. With the knowledge of the static solution, from the linearised static system in (3.26), an alternative linearisation method, where the residual system is linearised about the static solution, is considered. The resulting linearised system, when cast in a monolithic NR iterative procedure, permits a simplified single-step monolithic solution strategy where the resulting system is linear in the transient solution variables, therefore denoted as the linearised approach. This approach is physically motivated by the difference in the strengths between the static and transient fields in MRI scanners.
3.5.1 Time Dependent Formulation

Non-linear Approach

In order to perform the linearisation of the full transient problem the weighted residuals of the dynamic system are recalled as: Find weak solutions \((A, u, P)(t) \in (X \times Y(u_D) \times Z)[0, T]\) such that

\[
R_A(\delta A; A, u) = \int_{\Omega^c} \left( \mu^{-1} \nabla \times \delta A \cdot \nabla \times A + \gamma \frac{\partial A}{\partial t} \cdot A \right) d\Omega \\
- \int_{\Omega} \left( \gamma \frac{\partial u}{\partial t} \times (\nabla \times A) \cdot A \right) d\Omega - \int_{\text{supp}(J^s)} J^s \cdot A^\delta d\Omega, \tag{3.28a}
\]

\[
R_u(\delta u; A, u, P) = \int_{\Omega^c} (\sigma^m(u) + \sigma^c(A)) : \nabla u^\delta d\Omega + \int_{\Omega} \frac{\partial^2 u}{\partial t^2} \cdot u^\delta d\Omega \\
- \int_{\partial \Omega^N} u^\delta \cdot (P I + \sigma^c(A))|_{d\Omega} n dS, \tag{3.28b}
\]

\[
R_P(\delta P; A, u, P) = \int_{\Omega^c} (\nabla P + \nabla \cdot \sigma^c(A)) \cdot \nabla P^\delta d\Omega + \int_{\Omega} \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} P^\delta d\Omega \\
- \int_{\partial \Omega^N} \rho \frac{\partial u}{\partial t} \cdot \frac{\partial^2 u}{\partial t^2} \bigg|_{d\Omega} P^\delta dS, \tag{3.28c}
\]

for all \((A^\delta, u^\delta, P^\delta) \in X \times Y(0) \times Z\). Again, taking the directional derivatives of these weighted residuals in the direction of the incremental solution variables \((\delta A, \delta u, \delta P)\) yields

\[
DR_A(\delta A; A, u)[\delta A] = \int_{\Omega^c} \left( \mu^{-1} \nabla \times \delta A \cdot \nabla \times A^\delta + \gamma \frac{\partial \delta A}{\partial t} \cdot A^\delta \right) d\Omega \\
- \int_{\Omega} \left( \gamma \frac{\partial u}{\partial t} \times (\nabla \times \delta A) \right) \cdot A^\delta d\Omega, \tag{3.29a}
\]

\[
DR_A(\delta A; A, u)[\delta u] = - \int_{\Omega} \left( \gamma \frac{\partial \delta u}{\partial t} \times (\nabla \times A) \cdot A^\delta \right) d\Omega, \tag{3.29b}
\]

\[
DR_u(\delta u; A, u, P)[\delta A] = \int_{\Omega^c} \mu^{-1} S(A, \delta A) : \nabla u^\delta d\Omega \\
- \int_{\partial \Omega^N} \mu_0^{-1} S(A, \delta A)|_{\partial \Omega} n \cdot u^\delta dS, \tag{3.29c}
\]

\[
DR_u(\delta u; A, u, P)[\delta u] = \int_{\Omega} \left( \sigma^m(\delta u) : \nabla u^\delta + \rho \frac{\partial^2 \delta u}{\partial t^2} \cdot u^\delta \right) d\Omega, \tag{3.29d}
\]

\[
DR_u(\delta u; A, u, P)[\delta P] = - \int_{\partial \Omega^N} \delta P|_{\partial \Omega} n \cdot u^\delta dS, \tag{3.29e}
\]

\[
DR_P(\delta P; A, u, P)[\delta A] = - \int_{\text{supp}(J^s)} (\nabla \times \delta A \times (\nabla \times (\mu_0^{-1} \nabla \times A)) \right) d\Omega, \tag{3.29f}
\]
3.5 Linearisation of the Dynamic Problem

\[ + \nabla \times A \times (\nabla \times (\mu_0^{-1} \nabla \times \delta A)) \cdot \nabla P^\delta \, d\Omega, \quad (3.29f) \]

\[ DR_P(P^\delta; A, u, P)[\delta u] = -\int_{\partial \Omega^S} \rho^+ \left. \frac{\partial^2 \delta u}{\partial t^2} \right|_{\partial \Omega^S} \cdot n \cdot P^\delta \, dS, \quad (3.29g) \]

\[ DR_P(P^\delta; A, u, P)[\delta P] = \int_{\mathbb{R}^3 \setminus \Omega_e} \left( \nabla \delta P \cdot \nabla P^\delta + \frac{1}{c^2} \frac{\partial^2 \delta P}{\partial t^2} \cdot P^\delta \right) \, d\Omega. \quad (3.29h) \]

In the above, the alternative form of \( \nabla \cdot \sigma^e \), introduced in Equation (2.34), has been used when linearising \( R_P \) in order to simplify the notation. This alternative form defines clearly that this term is present only in the coils \( \text{supp}(J^s) \).

The typical strategy for solving the temporal system in (3.28) and (3.29), after spatial discretisation, would be to adopt a discrete time integration scheme for solving the temporal component of the solution fields. The Newton-Raphson scheme could then be applied at each time-step to solve the non-linear system using the directional derivatives computed above. The discussion and treatment of such a solution method is delayed until Chapter 6.

To fully resolve the non-linearities of the system, the non-linear approach is required. However, despite the accuracy of such approaches they are often computationally intensive. In the interest of developing a fast computational technique a new strategy for linearising the system of equations is adopted. This approach is justified on the basis that the static fields are orders of magnitude stronger than the corresponding transient fields, due to the forms of the excitation in MRI scanners. This scheme is particularly beneficial for the case when \( J^{AC} \) is a harmonic current excitation.

**Linearised Approach**

Rather than solving the full non-linear equations at each time-step, the full transient system in (3.28) can instead be linearised about the static solution, illustrated in Figure 3.4. This linearisation technique, known as the linearised approach, in the context of MRI scanners, is motivated by the knowledge that the static DC current source \( J^{DC} \) is several orders of magnitude stronger than the weaker AC time varying source \( J^{AC} \), leading to a strong DC field and a weaker time varying AC field [25]. Similar techniques, involving the additive split of a non-linear problem to a series of linear problems, have been successfully applied to the field of computational mechanics such as; analysis of structural membranes [91, 90, 92], high order mesh generation [195] and in biomedical applications [24].

A rigorous comparison between the linearised and non-linear approaches will be
presented later in Chapter 6. In this case the residuals of the dynamic problem are

\[ \tilde{R}_{DC}^{AC}(A, u, \dot{p}) = \begin{bmatrix} R_{A}^{DC}(A, u, \dot{p}) \\ R_{u}^{DC}(A, u, \dot{p}) \\ R_{P}^{DC}(A, u, \dot{p}) \end{bmatrix} \]

\[ \tilde{R}_{AC}^{AC}(A, u, \dot{p}) = \begin{bmatrix} \tilde{R}_{A}^{AC}(A, u, \dot{p}) \\ \tilde{R}_{u}^{AC}(A, u, \dot{p}) \\ \tilde{R}_{P}^{AC}(A, u, \dot{p}) \end{bmatrix} \]

\[ \tilde{R}_{P}^{AC}(P) := R_{P} \left( P, A^{DC}, u^{DC}, P^{DC} \right) = \int_{\Omega_{e}} \nabla P^{DC} \cdot \nabla P^{\delta} \, d\Omega, \]

where the time derivative terms have vanished, due to the fact that the DC fields are independent of time and the alternative form of \( \nabla \cdot \sigma^{e}(A^{DC}) \), from (2.34), has been used in (3.30c). From the definitions of the residuals of the static problem, obtained in (3.23), some of the terms in (3.30) can be eliminated to yield

\[ \tilde{R}_{A}^{AC}(A^{\delta}, A^{DC}, u^{DC}) = - \int_{\text{supp}(J^{AC})} J^{AC} \cdot A^{\delta} \, d\Omega, \]

\[ \tilde{R}_{A}^{AC}(u^{\delta}, A^{DC}, u^{DC}, P^{DC}) = 0, \]
3.5 Linearisation of the Dynamic Problem

\[ \tilde{R}_P^{AC}(P^\delta; A^{DC}, u^{DC}, P^{DC}) = - \int_{\text{supp}(J^{AC})} \left( (\nabla \times A^{DC}) \times J^{AC} \right) \cdot \nabla P^\delta \, d\Omega. \] (3.31c)

The directional derivatives must also be evaluated about the static solution. Performing this evaluation, by substituting the static solution \((A^{DC}, u^{DC}, P^{DC})\) into the directional derivative definitions in (3.29), analogously to the evaluation of the residuals above, yields

\[
\begin{align*}
D\tilde{R}_A^{AC}(A^\delta)[\delta_A] &= DR_A(A^\delta; A^{DC}, u^{DC})[\delta_A] \\
&= \int_{\Omega} \left( \mu^{-1} \nabla \times \delta_A \cdot \nabla A^\delta + \gamma \frac{\partial \delta_A}{\partial t} \cdot A^\delta \right) \, d\Omega, \quad (3.32a) \\
D\tilde{R}_A^{AC}(A^\delta; A^{DC})[\delta_u] &= DR_A(A^\delta; A^{DC}, u^{DC})[\delta_u] \\
&= - \int_{\Omega_e} \frac{\partial \delta_u}{\partial t} \times (\nabla \times A^{DC}) \cdot A^\delta \, d\Omega, \quad (3.32b) \\
D\tilde{R}_u^{AC}(u^\delta; A^{DC})[\delta_A] &= DR_u(u^\delta; A^{DC}, u^{DC}, P^{DC})[\delta_A] \\
&= \int_{\Omega_e} \mu^{-1} S(A^{DC}, \delta_A) : \nabla u^\delta \, d\Omega \\
&\quad - \int_{\partial\Omega_e} \mu_0^{-1} S(A^{DC}, \delta_A) \frac{\partial}{\partial n} n \cdot u^\delta \, dS, \quad (3.32c) \\
D\tilde{R}_u^{AC}(u^\delta)[\delta_u] &= DR_u(u^\delta; A^{DC}, u^{DC}, P^{DC})[\delta_u] \\
&= \int_{\Omega_e} \left( \sigma(n : \nabla u^\delta + \rho \frac{\partial \delta_u}{\partial t} \cdot u^\delta) \right) \, d\Omega, \quad (3.32d) \\
D\tilde{R}_p^{AC}(P^\delta; A^{DC})[\delta_A] &= DR_p(P^\delta; A^{DC}, P^{DC})[\delta_A] \\
&= - \int_{\text{supp}(J^{DC})} \left( (\nabla \times \delta_A) \times J^{DC} \right) \cdot \nabla P^\delta \, d\Omega \\
&\quad - \int_{\text{supp}(J^{DC}) \cup \text{supp}(J^{AC})} \left( \nabla \times A^{DC} \times (\nabla \times (\mu_0^{-1} \nabla \times \delta_A)) \right) \cdot \nabla P^\delta \, d\Omega, \quad (3.32f) \\
D\tilde{R}_p^{AC}(P^\delta)[\delta_u] &= DR_p(P^\delta; A^{DC}, u^{DC}, P^{DC})[\delta_u] \\
&= - \int_{\partial\Omega_e} \frac{\partial \delta_u}{\partial t} \frac{\partial n}{\partial t} \cdot n \, dS, \quad (3.32g) \\
D\tilde{R}_p^{AC}(P^\delta)[\delta_P] &= DR_p(P^\delta; A^{DC}, P^{DC})[\delta_P] \\
&= \int_{\mathbb{R}^N \setminus \Omega_e} \left( \nabla \delta_P \cdot \nabla P^\delta + \frac{1}{c^2} \frac{\partial^2 \delta_P}{\partial t^2} \cdot P^\delta \right) \, d\Omega, \quad (3.32h)
\end{align*}
\]

where the temporal derivative terms of the static fields vanish, due to the independence of the static fields on time. The equation system, in (3.31) and (3.32), can be
solved monolithically using a Newton-Raphson procedure. However, given that the system is linear in the solution variables \((\delta_A, \delta_u, \delta_P)\) it can be solved in a single iteration as the directional derivative and residual terms are all independent of iteration. Thus the linear system can be set up as: Find \((\delta_A, \delta_u, \delta_P)(t) \in (X \times Y(0) \times Z)[0, T]\) such that

\[
\begin{align*}
D\tilde{R}^{AC}_A(A^\delta; A^{DC}, u^{DC})[\delta_A] + \\
D\tilde{R}^{AC}_u(u^\delta; A^{DC}, u^{DC})[\delta_u] + \\
D\tilde{R}^{AC}_p(p^\delta; A^{DC}, u^{DC})[\delta_p] &= -\tilde{R}^{DC}_A(A^\delta; A^{DC}, u^{DC}), \quad (3.33a) \\
D\tilde{R}^{AC}_u(u^\delta; A^{DC}, u^{DC}, p^{DC})[\delta_u] + \\
D\tilde{R}^{AC}_p(p^\delta; A^{DC}, u^{DC}, p^{DC})[\delta_p] &= -\tilde{R}^{AC}_u(u^\delta; A^{DC}, u^{DC}, p^{DC}), \quad (3.33b) \\
D\tilde{R}^{AC}_p(p^\delta; A^{DC}, u^{DC}, p^{DC})[\delta_p] &= -\tilde{R}^{AC}_p(p^\delta; A^{DC}, u^{DC}, p^{DC}), \quad (3.33c)
\end{align*}
\]

for all \((A^\delta, u^\delta, p^\delta) \in X \times Y(0) \times Z\). The complete transient solutions of the fields are given by

\[
\begin{align*}
A(t) &= A^{DC} + \delta_A(t), \quad (3.34a) \\
u(t) &= u^{DC} + \delta_u(t), \quad (3.34b) \\
P(t) &= P^{DC} + \delta_P(t). \quad (3.34c)
\end{align*}
\]

This system, after discretisation, can be solved using a temporal integration scheme to obtain the transient response of the system. The benefit of this system is that it can be solved monolithically in a single iteration and for this reason the approach is called the linearised approach. Moreover, after applying suitable temporal integration schemes, the directional derivative terms in (3.32) will also be independent of time, and thus need to be computed only once for a given problem.

### 3.5.2 Time Harmonic Formulation

By noting that \(A^{DC}, u^{DC}, P^{DC}\) are all time invariant, it is clear that the residuals and the directional derivatives in (3.31) and (3.32), respectively, are linear in the time dependent terms \(\delta_A, \delta_u, \delta_P\) and \(J^{AC}\). Rather than integrating the fields in time, this linearity of the system, in time, allows for a time harmonic representation.
of the fields to be used, where the solution fields may be described as

\[
\begin{align*}
\delta A & \rightarrow \delta A e^{i\omega t}, \\
\delta u & \rightarrow \delta u e^{i\omega t}, \\
\delta P & \rightarrow \delta P e^{i\omega t}, \\
J^{AC} & \rightarrow J^{AC} e^{i\omega t},
\end{align*}
\]

where, in this case, the total time dependent fields and source current density can be recovered, similar to (3.34), by

\[
\begin{align*}
A(t) &= A^{DC} + \text{Re} \left( \delta A e^{i\omega t} \right), \\
u(t) &= u^{DC} + \text{Re} \left( \delta u e^{i\omega t} \right), \\
P(t) &= P^{DC} + \text{Re} \left( \delta P e^{i\omega t} \right), \\
J^s(t) &= J^{DC} + \text{Re} \left( J^{AC} e^{i\omega t} \right),
\end{align*}
\]

This time harmonic representation of the fields eliminates the time dependence so that the resulting transient equations depend only on space.

In the above definitions in (3.35) \(A, u, P\) and \(J\) represent the complex amplitudes of the corresponding time varying fields \(A, u, P\) and \(J\), respectively, and \(\omega\) denotes the angular frequency of the driving current in the gradient coils, in the case of a harmonic excitation. In reality, the gradient coils are driven using non-harmonic pulse type excitation sequences, illustrated in Figure 1.4. However, the time signals of the sequences can be decomposed into the different frequency modes, using a FFT as shown in Figure 2.2, and the same approach can still be applied to each frequency to analyse the behaviour of the system for the complete range of frequencies in the signal. Thus, the solution to the linear harmonic problem becomes: Find \((\delta A, \delta u, \delta P) \in X \times Y(\mathcal{U}^{AC}_D) \times Z\) such that

\[
\begin{align*}
D\tilde{R}_A^{AC}(A^\delta)[\delta A] + D\tilde{R}_A^{AC}(A^\delta; A^{DC})[\delta u] = -\tilde{R}_A^{AC}(A^\delta)
= \int_{\text{supp}(\mathcal{J}^{AC})} \mathcal{J}^{AC} \cdot A^\delta \, d\Omega,
\end{align*}
\]

\[
\begin{align*}
D\tilde{R}_u^{AC}(u^\delta; A^{DC})[\delta A] + D\tilde{R}_u^{AC}(u^\delta)[\delta u] + D\tilde{R}_u^{AC}(u^\delta)[\delta P] = -\tilde{R}_u^{AC}(u^\delta)
= 0,
\end{align*}
\]

\[
\begin{align*}
D\tilde{R}_P^{AC}(P^\delta; A^{DC})[\delta A] + D\tilde{R}_P^{AC}(P^\delta)[\delta u] + D\tilde{R}_P^{AC}(P^\delta)[\delta P] = -\tilde{R}_P^{AC}(P^\delta)
\end{align*}
\]
for all \((A^\delta, u^\delta, P^\delta) \in X \times Y \times Z\) where it is assumed that the Dirichlet boundary value of the displacements are transformed similarly to the fields in (3.35) as \(u^\delta_D \rightarrow U^\delta_D e^{i\omega t}\) and the definitions of \(X, Y\) and \(Z\) are now contained in \(\mathbb{C}^3\) and valid for complex variables.

The full temporal solution is then given by the sum of its static and time varying components, which in the case of a single frequency excitation are given by

\[
A(t) = A^{DC} + \text{Re}(\delta_A e^{i\omega t}),
\]

\[
u(t) = u^{DC} + \text{Re}(\delta_U e^{i\omega t}),
\]

\[
P(t) = P^{DC} + \text{Re}(\delta_P e^{i\omega t}).
\]

From the definitions in (3.35), the first and second order temporal derivatives of the fields can be expressed in terms of the imaginary unit “i” and the angular frequency \(\omega\). Thus, the directional derivatives in equation (3.37) explicitly become

\[
D\tilde{R}_A^A (A^\delta) [\delta_A] = \int_{\mathbb{R}^3} \left( \mu^{-1} \nabla \times \delta_A \cdot \nabla \times A^\delta + i\omega \gamma \delta_A \cdot A^\delta \right) d\Omega,
\]

\[
D\tilde{R}_U^U (A^\delta; A^{DC}) [\delta_U] = -\int_{\Omega_c} i\omega \gamma \delta_U \times (\nabla \times A^{DC}) \cdot A^\delta d\Omega,
\]

\[
D\tilde{R}_U^U (u^\delta; A^{DC}) [\delta_U] = \int_{\Omega_c} \mu^{-1} S(A^{DC}, \delta_A) : \nabla u^\delta d\Omega
- \int_{\partial\Omega_c} \mu_0^{-1} S(A^{DC}, \delta_A) |^\gamma \cdot n \cdot u^\delta dS.
\]

\[
D\tilde{R}_U^U (u^\delta) [\delta_U] = \int_{\Omega_c} \left( \sigma^m(\delta_U) : \nabla u^\delta - \rho \omega^2 \delta_U \cdot u^\delta \right) d\Omega.
\]

\[
D\tilde{R}_U^U (u^\delta) [\delta_P] = -\int_{\partial\Omega_c} \delta_P |^\gamma \cdot n \cdot u^\delta dS.
\]

\[
D\tilde{R}_P^P (P^\delta; A^{DC}) [\delta_A] = -\int_{\text{supp}(J^{DC})} \left( (\nabla \times \delta_A) \times J^{DC} \right) \cdot \nabla P^\delta d\Omega
- \int_{\text{supp}(J^{DC}) \cup \text{supp}(f^{AC})} \left( \nabla \times A^{DC} \times (\nabla \times (\mu_0^{-1} \nabla \times \delta_A)) \right) \cdot \nabla P^\delta d\Omega.
\]
\[ D \tilde{R}^{AC}(P^\delta)[\delta q] = \int_{\partial \Omega^N} \omega^2 \rho^+ \delta q^+ \cdot n \, P^\delta \, dS, \quad (3.39g) \]
\[ D \tilde{R}^{AC}(P^\delta)[\delta p] = \int_{\mathbb{R}^3 \setminus \Omega_c} \left( \nabla \delta p \cdot \nabla P^\delta - \frac{\omega^2}{c^2} \delta p \cdot P^\delta \right) \, d\Omega. \quad (3.39h) \]

The linear system, in (3.37), is linear in each of the unknown update fields \((\delta A, \delta q, \delta p)\) and as a result, the system, when solved monolithically, can be obtained in a single solution step. In the absence of pressure, this formulation of the linearised approach becomes identical to the fixed point magneto-mechanical solution strategy proposed in [150] for the dynamic case. However, in this approach, the assumptions which were made in deriving the fixed point scheme are no longer made.

### 3.6 Chapter Summary

This Chapter has presented a novel coupling methodology for the solution to coupled acousto-magneto-mechanical problems in MRI scanners, which results in a monolithic single step solution strategy at a continuous level, named the linearised approach. This strategy greatly reduces the computational cost of solving the system. Furthermore, the extension to a time harmonic (Fourier domain) representation has resulted in a coupled system that is independent of time and thus provides a computationally efficient algorithm for rapid solutions of the fundamental characteristics of MRI scanner designs.

The weak variational statements of the electromagnetic, mechanical and acoustic problems have been derived and the relevant boundary and interface conditions, discussed in Chapter 2, are applied to obtain the weighted residual form of the static and transient coupled transmission problem. The corresponding directional derivatives of the static and transient problems have been computed to define the monolithic linear systems which can be solved in a single iteration, using a NR solution procedure, due to the nature of the linearisation technique.

From the objectives of this Thesis, discussed in section 1.4, the topics discussed in this Chapter align with the objective: “To develop an efficient novel solution procedure, named the linearised approach, through a rigorous linearisation of the non-linear system of equations.”

In the next Chapter, the numerical treatment of the monolithic linearised approach will be considered through: the reduction to axisymmetric domains, the application of the far field boundary conditions located at \(\infty\), the discussion of \(hp\) finite elements and the finite element spatial discretisation of the coupled linearised
weighted residual system.
Chapter 4

Computational Treatment of the Linearised Approach

“Don’t waste your time looking back, you’re not going that way.”

Ragnar Lothbrok
4.1 Introductory Remarks

In this Chapter, the efficient computational treatment of the novel linearised coupled equation system presented in Chapter 3 is discussed, where accurate spatial solutions are required. In the interest of providing an efficient solver, the novel treatment of the equation system in an axisymmetric representation is presented, by considering suitably scaled transformations of the solution variables. The computational treatment of such axisymmetric problems in unbounded domains are considered, and extra consideration for the approximation of the far field conditions is given.

From the objectives of this Thesis, discussed in Section 1.4, the computational treatment of the novel coupled acousto-magneto-mechanical system, through an axisymmetric reduction and far field treatment, aligns with the objective: “To provide an efficient computational methodology for handling the solution to the coupled problem of MRI scanners using both approaches.” The contents of this Chapter builds on the work presented in the published papers [150, 26], by an extension of the discussion of the technical details.

This Chapter starts with a reduction of the three dimensional problem to an axisymmetric treatment in Section 4.2. The computational treatment of the farfield conditions in unbounded domains is then considered in Section 4.3. The description of high order $hp$ finite elements as well as the mapping between the referential and physical element, for both triangular and quadrilateral elements, are then discussed in Section 4.4. The spatial discretisation of the linearised coupled weighted residual system in the context of using high order $hp$ finite elements is discussed in Section 4.5, with a description of the solution strategy for computing the discrete solutions of the fields described in Section 4.6. The main contributions of this Chapter are then summarised in Section 4.7.

Remark 4.1 Given that this Chapter is concerned with the spatial treatment of the linearised approach, in a time harmonic description, the solution variables are referred to by their complex amplitudes, where the time dependent fields $(A, u, P)$ become complex amplitudes $(\mathcal{A}, \mathcal{U}, \mathcal{P})$. However, the numerical treatment in this chapter is still valid for the spatial discretisation of both the linearised and non-linear approaches in the time domain also, which is discussed later in Chapter 7.
4.2 Axisymmetric Reduction for Rotationally Symmetric Geometries

In the interest of developing an efficient computational analysis tool for the simulation of acousto-magneto-mechanical coupling, as has been set out in the objectives, some properties of MRI scanners can be exploited to reduce the computational complexity of the model. The geometry of MRI scanners, when simplified, lends itself to a cylindrical coordinate representation \((r, \phi, z)\) and when considering only certain sets of exciting coils, can be reduced to the axisymmetric case, see Figure 4.1 for details.

![Diagram](image)

**Figure 4.1:** Model order reduction by simplification of the full 3D scanner geometry \((\Omega \in \mathbb{R}^3)\) and an axisymmetric transformation of the simplified geometry to the meridian plane \((\Omega^m \in \mathbb{R}^2)\).

In order to perform this reduction in the order of the problem, the solution fields are first recast in terms of their cylindrical descriptions in Section 4.2.1, where a reduction in the number of variables can be performed, based on assumptions of MRI scanners. The transformation of the solution spaces under the axisymmetric treatment are then described in Section 4.2.2, where suitable scaling of the variables to overcome this transformation are presented in Section 4.2.3. The axisymmetric weak form of the coupled *linearised approach* is then presented in Section 4.2.4.


**4.2.1 Cylindrical Representation**

The formulation proposed in Chapter 3 is valid for general three dimensional domains involving a conducting region surrounded by an unbounded region of free space, containing the current sources.

To a first approximation, the geometry of a solenoidal (superconducting) MRI scanner is close to cylindrical and is therefore much better described in terms of cylindrical coordinates \((r, \phi, z)\). The unit vectors \((e_r, e_\phi, e_z)\) denote the standard bases of the cylindrical coordinate system. The strong DC current source in the main coils has only an angular \(\phi\)-component and thus can be described in cylindrical coordinates as \(J^{DC} = J^{DC}_\phi e_\phi\). Given these properties of MRI scanners, the problem can be described as being symmetric about the \(z\) axis, with respect to the angular (azimuthal) \(\phi\)-component. Through this symmetry (known as axisymmetry) the problem can be reduced to solving in a 2D-planar domain (known as the meridian plane), where the full 3D solutions are achieved by projection of the meridian plane [150]. The reduction of the full 3D problem to the axisymmetric meridian \((r, z)\) plane \(\Omega^m\) is shown in Figure 4.2, where the reduction of the domain \(\Omega\) to \(\Omega^m\) is illustrated in Figure 4.4.

![Figure 4.2: Transformation from a full 3D MRI scanner to the 2D axisymmetric case. Under simplifications of geometry, and neglection of certain excitation currents, the problem is constant in the azimuthal \(\phi\)-direction and can thus be axisymmetrically projected onto the meridian domain \(\Omega^m\).](image)

However, of the three sets of AC gradient coils, the \(x\), \(y\) and \(z\) gradient coils, it is only the \(z\) gradient coils that exhibit the same properties as the main coils, having only an angular component of the current source \(J^{AC} = J^{AC}_\phi e_\phi\). Therefore, in order to provide a reduced order computational analysis tool that can rapidly simulate the physical effects of an MRI scanner under operation, then the \(x\) and \(y\) gradient coils must be neglected. Typical \(x\), \(y\) and \(z\) gradient coil configurations are illustrated in Figure 4.3, where the non-axisymmetry of the \(x\) and \(y\) coils is visualised.
Further to this neglection of the coils, a number of geometric simplifications, which involve neglecting non-axisymmetric components such as the patient test bed etc., must also be considered. Under these assumptions, the simplified MRI scanner, illustrated in Figure 4.1, can be described as being rotationally symmetric with respect to the azimuthal component. Thus, the problem reduces to solving for the reduced axisymmetric variables

\[
\mathcal{A}(r, \phi, z) = \mathcal{A}_\phi(r, z)e_\phi, \quad (4.1a)
\]
\[
\mathcal{U}(r, \phi, z) = \mathcal{U}_r(r, z)e_r + \mathcal{U}_z(r, z)e_z, \quad (4.1b)
\]
\[
\mathcal{P}(r, \phi, z) = \mathcal{P}(r, z), \quad (4.1c)
\]

where the fields are functions of \(r\) and \(z\) only and are expressed in terms of an axisymmetric meridian coordinate system

\[
x^m = \sum_{i=1}^{2} x_i^m e_i = re_r + ze_z, \quad (4.2)
\]

where the superscript \(m\) denotes a variable that lies on the meridian plane, illustrated in Figure 4.2.

This treatment of the solution fields renders the eddy and Lorentz currents to being angular and the full set of current densities are described similarly as

\[
\mathcal{J}^o(r, \phi, z) = \mathcal{J}_\phi^o(r, z)e_\phi, \quad (4.3)
\]
\[
\mathcal{J}^d(r, \phi, z) = \mathcal{J}_\phi^d(r, z)e_\phi, \quad (4.4)
\]
\[
\mathcal{J}^s(r, \phi, z) = \mathcal{J}_\phi^s(r, z)e_\phi. \quad (4.5)
\]

The derived field variables for the magnetic and mechanical fields are similarly
given by

\[ \mathcal{B}(r, \phi, z) = \mathcal{B}_r(r, z)e_r + \mathcal{B}_z(r, z)e_z, \]  

\[ \mathcal{H}(r, \phi, z) = \mathcal{H}_r(r, z)e_r + \mathcal{H}_z(r, z)e_z, \]  

\[ \mathcal{E}(r, \phi, z) = \mathcal{E}_\phi(r, z)e_\phi, \]  

\[ \varepsilon(r, \phi, z) = \varepsilon_{rr}(r, z)e_r \otimes e_r + \varepsilon_{\phi\phi}(r, z)e_\phi \otimes e_\phi + \varepsilon_{zz}(r, z)e_z \otimes e_z + \varepsilon_{rz}(r, z)e_r \otimes e_z + \varepsilon_{zr}(r, z)e_z \otimes e_r, \]  

\[ \sigma(r, \phi, z) = \sigma_{rr}(r, z)e_r \otimes e_r + \sigma_{\phi\phi}(r, z)e_\phi \otimes e_\phi + \sigma_{zz}(r, z)e_z \otimes e_z + \sigma_{rz}(r, z)e_r \otimes e_z + \sigma_{zr}(r, z)e_z \otimes e_r. \]

\[ \Omega^m \]

\[ \Omega^m \]

4.2.2 Weighted Spaces

When the problem is projected onto the axisymmetric meridian plane, the spaces in which the weak solutions are sought in the variational statements (3.37) and (3.26) must also be adapted.

A transformation of the divergence\(^1\) and curl\(^2\) operators into cylindrical coordinates contain terms involving \(1/r\) (see [100, 169, 241] for details on the transformation of these operators). This causes problems to occur on the \(z\)-axis of the meridian.

\(^1\)The divergence of a vector field in cylindrical coordinates is \(\nabla \cdot \mathbf{w} = \frac{1}{r} \frac{\partial (rw_r)}{\partial r} + \frac{1}{r} \frac{\partial w_\phi}{\partial \phi} + \frac{\partial w_z}{\partial z} \).

\(^2\)The curl operator on a vector field in cylindrical coordinates becomes \(\nabla \times \mathbf{w} = e_r \left( \frac{1}{r} \frac{\partial w_z}{\partial \phi} - \frac{\partial w_\phi}{\partial z} \right) + e_\phi \left( \frac{\partial w_r}{\partial z} - \frac{\partial w_z}{\partial r} \right) + e_z \left( \frac{\partial (rw_\phi)}{\partial r} - \frac{\partial w_r}{\partial \phi} \right) \).
plane, where \( r = 0 \), as \( 1/r \to \infty \) when \( r \to 0 \). In general, this leads to a necessity to seek for solutions in weighted spaces to ensure the fields are well behaved at the \( z \) axis [143]. Based on the axisymmetric transformation of the domains, variables and differential operators, the definitions in (3.5), when combined with (3.6), become:

\[
X^m := \left\{ \mathcal{A}_\phi : \mathcal{A}_\phi \in L^2_1(\Omega^m), \left( \begin{array}{c} -\frac{\partial \mathcal{A}_\phi}{\partial \phi} \\ \frac{1}{r} \frac{\partial}{\partial r} (r \mathcal{A}_\phi) \end{array} \right) \in (L^2_1(\Omega^m))^2 \right\},
\]

\[
Y^m(g) := \left\{ \mathcal{U} : \mathcal{U} \in \left( L^2_1(\Omega_c^m) \right)^2, \nabla^s \mathcal{U} \in \left( L^2_1(\Omega_c^m) \right)^{3 \times 3}, \mathcal{U} = g \text{ on } \partial \Omega_c^m \right\},
\]

\[
Z^m := \left\{ \mathcal{P} : \mathcal{P} \in L^2_1(\Omega^m), \nabla \mathcal{P} \in \left( L^2_1(\Omega_c^m) \right)^2 \right\}.
\]

Both \( \nabla \times \mathcal{A} \in \left( L^2_1(\Omega^m) \right)^3 \) and \( \varepsilon(\mathcal{U}) \in \left( L^2_1(\Omega^m) \right)^{3 \times 3} \) need to be bounded, but due to the switch to cylindrical coordinates the requirements on the derivatives of \( \mathcal{A}_\phi \) in (4.7a) and symmetric gradient of \( \mathcal{U} \) in (4.7b) arise. In the above, the domain \( \Omega^m = \Omega_n^m \cup \Omega_c^m \), the superscript \( m \) denotes a domain or boundary that lies on the meridian plane, the fields must satisfy the decay and radiation conditions in (2.11) and (2.33) and the Coulomb gauge on \( \mathcal{A} \) is no longer required, see Remark 4.2.

**Remark 4.2** Note here, that the Coulomb gauge is no longer required in (4.7a) since it is automatically satisfied for the axisymmetric case, where:

\[
\nabla \cdot \mathcal{A} = \nabla \cdot \mathcal{A}_\phi(r,z) e_\phi = \frac{1}{r} \frac{\partial \mathcal{A}_\phi(r,z)}{\partial \phi} = 0,
\]

because of the independence of \( \mathcal{A}_\phi(r,z) \) on \( \phi \).

The "unbounded" meridian domain \( \Omega^m \in \left\{ \mathbb{R}^2 : 0 \leq r \leq \infty, -\infty \leq z \leq \infty \right\} \), illustrated in Figure 4.5, still requires that the radial coordinate have a lower bound of \( (r = 0) \), in order to maintain axisymmetry, due to the construction of the meridian plane from \( \mathbb{R}^3 \) (see Figure 4.2). The \( L^2_1(\Omega^m) \) space is defined as:

\[
L^2_1(\Omega^m) := \left\{ w : w \in L^2(\Omega^m), \sqrt{r} w \in L^2(\Omega^m) \right\}.
\]

The definitions in (4.7) are based on suitable weighted spaces, as described in
In order to understand the requirements on $A_{\phi}$, $\mathbf{U}$ and $\mathbf{P}$, defined in (4.7), the requirements for
\[
\int_\Omega |\nabla \times \mathbf{A}|^2 \, d\Omega < \infty, \quad \int_\Omega |\varepsilon (\mathbf{U})|^2 \, d\Omega < \infty \quad \text{and} \quad \int_\Omega |\nabla \mathbf{P}|^2 \, d\Omega < \infty
\]
under an axisymmetric treatment of the problem will be considered.

Figure 4.5: Unbounded axisymmetric meridian domain of the problem where the complete domain $\Omega^m = \Omega^m_n \cup \Omega^m_c$ and the outer boundary of the complete domain $\partial \Omega^m = (r = 0, z) \cup \partial \Omega^m_\infty$. The axisymmetric meridian domain $\Omega^m \in \{\mathbb{R}^2 : 0 \leq r \leq \infty, -\infty \leq z \leq \infty \}$, where the radial coordinates have a lower bound of $(r = 0)$ that meets the $z$-axis.

In terms of the electromagnetic problem, from the definition in (4.7a) it is important to note that
\[
\left( \frac{-\partial A_{\phi}}{r} + \frac{\partial A_{\phi}}{\partial r} \right) \in (L^2_1(\Omega^m))^2,
\]
which implies that
\[
\int_{\Omega^m} \left( \frac{\partial A_{\phi}}{\partial z} \right)^2 + \frac{A_{\phi}^2}{r^2} + \frac{2}{r} A_{\phi} \frac{\partial A_{\phi}}{\partial r} + \left( \frac{\partial A_{\phi}}{\partial r} \right)^2 \frac{r}{d\Omega^m} < \infty,
\]
\[
\Rightarrow \int_{\Omega^m} r \left( \frac{\partial A_{\phi}}{\partial z} \right)^2 + \frac{A_{\phi}^2}{r^2} + 2 A_{\phi} \frac{\partial A_{\phi}}{\partial r} + r \left( \frac{\partial A_{\phi}}{\partial r} \right)^2 \frac{d\Omega^m}{d\Omega^m} < \infty,
\]
(4.9)

where the $1/r$ term arises. The volume integral in 3D is transformed to the axisymmetric case as per Remark 4.3.

Similarly, in terms of the mechanical problem, from the definition in (4.7b) it is important to note that, due to $\mathbf{U} \in (H^1(\Omega^m))^2$, the symmetric gradient tensor of the displacements $\nabla^s \mathbf{U} \in (L^2_1(\Omega^m))^{3 \times 3}$ which implies that
\[
\int_{\Omega^m} \left| \nabla^s \mathbf{U} : \nabla^s \mathbf{U} \right| \frac{r}{d\Omega^m} < \infty,
\]
(4.10)
where

\[
\nabla^s \mathbf{U} = \begin{bmatrix}
\frac{\partial U_r}{\partial r} & 0 & \frac{1}{2} \left( \frac{\partial U_r}{\partial z} + \frac{\partial U_z}{\partial z} \right) \\
0 & \frac{U_r}{r} & 0 \\
\text{sym.} & 0 & \frac{\partial U_z}{\partial z}
\end{bmatrix},
\]

(4.11)

which ensures that \( \nabla \cdot \mathbf{U} \in L^2_1(\Omega^m) \) so that

\[
\int_{\Omega^m} |\nabla \cdot \mathbf{U}|^2 r \, d\Omega^m = \int_{\Omega^m} \left| \frac{\partial U_r}{\partial r} + \frac{U_r}{r} + \frac{\partial U_z}{\partial z} \right|^2 r \, d\Omega^m < \infty,
\]

(4.12)

where the \( 1/r \) term also arises.

With regards to the acoustic pressure, from the definition in (4.7c) it is important to note that, \( \left( \frac{\partial P}{\partial r}, \frac{\partial P}{\partial z} \right) \in (L^2_1(\Omega^m))^2 \), which implies that

\[
\int_{\Omega^m} \left( \frac{\partial P}{\partial r} \right)^2 + \left( \frac{\partial P}{\partial z} \right)^2 r \, d\Omega^m < \infty,
\]

(4.13)

where the \( 1/r \) term is absent and so no complications in the treatment of \( P \) result.

\textbf{Remark 4.3} The differential volume element of the full 3D problem can be expressed in terms of both Cartesian and cylindrical coordinates as

\[
d\Omega = dx dy dz = r \, dr d\phi dz,
\]

where Figure 4.4 illustrates the relationship between the differential volume element \( d\Omega \) in Cartesian and cylindrical coordinates.

The 3D volume integral in cylindrical coordinates, given that all fields are independent of \( \phi \), by integration over the azimuthal angle for \( 0 \leq \phi \leq 2\pi \), reduces to

\[
\int_{\Omega} f(r, z) \, d\Omega = \int_0^{2\pi} \int_{\Omega^m} f(r, z) \, r \, dr \, dz \, d\phi = 2\pi \int_{\Omega^m} f(r, z) \, r \, d\Omega^m,
\]
where the differential element of the meridian plane is given by

$$d\Omega^m = drdz,$$

purely in terms of the meridian coordinates.

In order to ensure that the solution remains bounded across the entire domain, including at the \((r = 0)\) axis, a suitably scaled transformation of the solution variables can be performed.

### 4.2.3 Transformation of Variables

In terms of the development of a finite element approach for the spatial discretisation of the fields, one could consider deriving suitable finite element basis functions for the definitions in (4.7), in a similar manner to [143]. Or, alternatively choose to treat the unbounded integrations by applying regularisation through the numerical integration of the weighted residual statements, similar to [112]. However, an alternative approach to overcome singularities at the \((r = 0)\) axis, is to use standard basis functions and apply a transformation of the solution variables.

Difficulties occur due to terms involving \(1/r\) and the transformation will be performed both on the solution variables \(A_\phi, U_r\) and trial functions \(A^\delta_\phi, u^\delta_r\). Scaling the field components by a variable exponent of the radial coordinate \(r^a\) results in the solution variables taking the form

\[
A_\phi(r, z) = r^a \hat{A}_\phi(r, z),
\]

\[
U(r, z) = r^a \hat{U}_r(r, z)e_r + \hat{U}_z(r, z)e_z,
\]

where the problem would then be adjusted to solving for \(\hat{A}_\phi, \hat{U}_r, \hat{U}_z, P\). Scaling of the axial displacements \(\hat{U}_z\) and acoustic pressure \(P\) is not required, as there are no complications in the \(\nabla\) operator terms for these variables. The definitions of \(X^m\) and \(Y^m\) in (4.7a) and (4.7b) become

\[
X^m := \left\{ r^a \hat{A}_\phi : r^a \hat{A}_\phi \in L^2_1(\Omega^m), \left( -r^a \frac{\partial \hat{A}_\phi}{\partial z} \right) \in (L^2_1(\Omega^m))^2 \right\},
\]

\[
Y^m := \left\{ \frac{1}{r} \frac{\partial}{\partial r} \left( r^{a+1} A_\phi \right) \in (L^2_1(\Omega^m))^2 \right\},
\]
\[ Y^m(g) := \begin{cases} \mathfrak{R}^a \hat{\mathbf{U}} : \mathfrak{R}^a \hat{\mathbf{U}} \in \left( H^1(\Omega^m) \right)^2, \mathfrak{R}^{1/2} \hat{\mathbf{U}} = g \text{ on } \partial\Omega^m \end{cases}, \quad (4.15b) \]

where \( \hat{\mathbf{U}} = \hat{\mathbf{U}}_r e_r + \hat{\mathbf{U}}_z e_z \) and \( \mathfrak{R} = \begin{bmatrix} r & 0 \\ 0 & 1 \end{bmatrix} \) denotes the axisymmetric transformation matrix of the displacements, thus \( \mathfrak{R}^a = \begin{bmatrix} r^a & 0 \\ 0 & 1 \end{bmatrix} \).

With regards to the electromagnetic problem, based on the definition \( X^m \) in (4.15a), then the definition of the curl on the meridian plane

\[
\begin{bmatrix} -r^a \partial \hat{A}_\phi \partial z \\ (a+1)r^{a-1} \hat{A}_\phi + r^a \partial \hat{A}_\phi \partial r \end{bmatrix} \in (L^2_1(\Omega^m))^2
\]

implies that

\[
\int_{\Omega^m} \left| \begin{bmatrix} r^a \partial \hat{A}_\phi \partial z \\ (a+1)r^{a-1} \hat{A}_\phi + r^a \partial \hat{A}_\phi \partial r \end{bmatrix} \right|^2 \, r \, d\Omega^m < \infty,
\]

\[
\Rightarrow \int_{\Omega^m} \begin{bmatrix} r^{2a+1} \left( \partial \hat{A}_\phi \partial z \right)^2 + (a+1)^2 r^{2a-1} \hat{A}_\phi^2 + 2(a+1)r^{2a} \hat{A}_\phi \partial \hat{A}_\phi \partial r \\ + r^{2a+1} \left( \partial \hat{A}_\phi \partial r \right)^2 \end{bmatrix} \, d\Omega^m < \infty.
\]

In this case, identifying the term previously associated with the \( 1/r \) coefficient in (4.9) as \( (a+1)^2 r^{2a-1} \hat{A}_\phi^2 \), then it is clear that to avoid any singularities at the \( r = 0 \) axis (induced through any negative exponent of \( r \)) then \( 2a - 1 \geq 0 \rightarrow a \geq 1/2 \).

With regards to the mechanical problem, the definition in (4.15b) suggests that \( \nabla \cdot (\mathfrak{R}^a \hat{\mathbf{U}}) \in L^2_1(\Omega^m) \), from (4.10) and (4.12), which implies that

\[
\int_{\Omega^m} \begin{bmatrix} r^a \partial \hat{U}_r / \partial r + (a+1)r^{a-1} \hat{U}_r + \partial \hat{U}_z / \partial z \\ r^{a+1} \hat{U}_r \end{bmatrix} \, d\Omega^m < \infty,
\]

\[
\Rightarrow \int_{\Omega^m} \begin{bmatrix} r^{2a+1} \left( \partial \hat{U}_r / \partial r \right)^2 + (a+1)^2 r^{2a-1} \hat{U}_r^2 + 2(a+1)r^{2a} \hat{U}_r \partial \hat{U}_r / \partial r \\ + 2(a+1)r^a \hat{U}_r \partial \hat{U}_r / \partial z + 2r^{a+1} \partial \hat{U}_r / \partial r \end{bmatrix} \, d\Omega^m < \infty.
\]

In this case, identifying the term previously associated with the \( 1/r \) coefficient in
(4.12) as \((a + 1)^2 r^{2a-1} \hat{U}^2\), then it is clear that to avoid any singularities at the \(r = 0\) axis (induced through any negative exponent of \(r\)) then \(2a - 1 \geq 0 \rightarrow a \geq \frac{1}{2}\). For this case of variable transformation, the solution variables are now suitably scaled such that they satisfy the definitions in (4.7) provided that \(a \geq 1/2\).

Given this bound on the exponent of \(r\), one could choose to set this to any number of possibilities. One suitable choice would be to set \(a = 1/2\), which is the lowest possible value of \(a\) to satisfy the conditions. However, arguably a more suitable choice is to set the exponent \(a = 1\). Computationally speaking, this choice of scaling is more efficient than \(a = 1/2\) because \(\sqrt{r}\) isn’t a polynomial, whereas \(r\) is. Hence, the expressions involved in the weak form can be exactly integrated by numerical quadrature rules \([68]\). For further details on this topic see \([143]\) and \([112]\). For this reason the scaling adopted in the following formulations is for the case of \(a = 1\) and thus the scaled variables in 4.14 explicitly become

\[
\mathcal{A}_\phi(r, z) = r \hat{\mathcal{A}}_\phi(r, z), \\
\mathcal{U}(r, z) = r \hat{\mathcal{U}}_r(r, z)e_r + \mathcal{U}_z(r, z)e_z,
\]

(4.18a)

(4.18b)

From the scaled variables in both cases, it is clear that the problem is satisfied for \(\hat{\mathcal{A}}_\phi \in L^2(\Omega^m)\) and \(\nabla^m \hat{\mathcal{A}}_\phi \in \left(L^2(\Omega^m)\right)^2\), and \(\nabla \cdot \mathcal{U} \in L^2(\Omega^m)\) and \(\nabla^s \mathcal{U} \in \left(L^2(\Omega^m_c)\right)^{3 \times 3}\). This implies that \(\hat{\mathcal{A}}_\phi \in H^1(\Omega^m)\) and \(\hat{\mathcal{U}} \in \left(H^1(\Omega^m_c)\right)^2\) and thus, the definitions of (4.7) reduce to

\[
\hat{X}^m := \left\{ \hat{\mathcal{A}}_\phi : \hat{\mathcal{A}}_\phi \in H^1(\Omega^m), \hat{\mathcal{A}}_\phi = 0 \text{ on } \partial \Omega^m_m \right\}, \quad (4.19a)
\]

\[
\hat{Y}^m(g) := \left\{ \mathcal{U} : \mathcal{U} \in \left(H^1(\Omega^m)\right)^2, \mathcal{U} = \mathcal{R}^{-1}g \text{ on } \partial \Omega^m_m \right\}, \quad (4.19b)
\]

\[
\hat{Z}^m := \left\{ \mathcal{P} : \mathcal{P} \in \left(H^1(\Omega^m)\right)^2, \nabla^m \mathcal{P} \cdot \mathbf{n}^m + i\omega \mathcal{P} = 0 \text{ on } \partial \Omega^m_m \right\}, \quad (4.19c)
\]

where \(\mathbf{n}^m\) is the meridian normal\(^{3}\), \(\nabla^m\) is the meridian gradient operator\(^{4}\) and the decay and radiation conditions in (2.11) and (2.33) have been included. The transformation of the variables for both cases, such that the scaled solution variables lie in the \(H^1(\Omega^m)\) space, permit the use of standard \(H^1(\Omega)\) conforming finite element basis functions, which will be discussed in Section 4.4.

\(^{3}\)The meridian normal vector is given as \(\mathbf{n}^m = n_r e_r + n_z e_z\).

\(^{4}\)The meridian gradient of a scalar field \(w\) is defined as \(\nabla^m w = \frac{\partial w}{\partial r} e_r + \frac{\partial w}{\partial z} e_z\).
4.2.4 Axisymmetric Weak Form

Applying the cylindrical representation of the fields, discussed in Section 4.2.1, and the transformation of variables for case 2, from Section 4.2.3, the time harmonic linear system in (3.37) becomes: Find \((\delta_{\hat{\mathcal{A}}_{\phi}}, \delta_{\hat{\mathcal{U}}}, \delta_{\hat{P}}) \in \mathbb{X}^m \times \hat{Y}^m(0) \times Z^m\) such that

\[
D\tilde{R}^{AC}_{\hat{A}}(\hat{A}_{\phi}^\delta)[\delta_{\hat{\mathcal{A}}_{\phi}}] + D\tilde{R}^{AC}_{\hat{A}}(\hat{A}_{\phi}^{DC}; A_{\phi}^{DC})[\delta_{\hat{\mathcal{U}}}] = -\tilde{R}^{AC}_{\hat{A}}(\hat{A}_{\phi}^\delta)
= 2\pi \int_{\Omega^m} \frac{1}{r} \nabla^m \left( r^2 \delta_{\hat{\mathcal{A}}_{\phi}} \right) \cdot \nabla^m \left( r^2 \hat{A}_{\phi}^\delta \right) d\Omega^m,
\]

\[
D\tilde{R}^{AC}_{\hat{U}}(\hat{u}^\delta; A_{\phi}^{DC})[\delta_{\hat{\mathcal{U}}}] + D\tilde{R}^{AC}_{\hat{U}}(\hat{u}^\delta)[\delta_{\hat{\mathcal{U}}}] + D\tilde{R}^{AC}_{\hat{U}}(\hat{u}^\delta)[\delta_{\hat{P}}] = -\tilde{R}^{AC}_{\hat{U}}(\hat{u}^\delta)
= 0,
\]

\[
D\tilde{R}^{AC}_{\hat{P}}(P^\delta; A_{\phi}^{DC})[\delta_{\hat{\mathcal{A}}_{\phi}}] + D\tilde{R}^{AC}_{\hat{P}}(P^\delta)[\delta_{\hat{\mathcal{U}}}] + D\tilde{R}^{AC}_{\hat{P}}(P^\delta)[\delta_{\hat{P}}] = -\tilde{R}^{AC}_{\hat{P}}(P^\delta)
= -2\pi \int_{\Omega^m} J^{AC} \nabla^m \left( r A_{\phi}^{DC} \right) \cdot \nabla^m P^\delta d\Omega^m,
\]

for all \((\hat{A}_{\phi}^\delta, \hat{u}^\delta, P^\delta) \in \mathbb{X} \times \hat{Y}(0) \times Z\), where the directional derivatives are given by

\[
D\tilde{R}^{AC}_{\hat{A}}(\hat{A}_{\phi}^\delta)[\delta_{\hat{\mathcal{A}}_{\phi}}] = 2\pi \int_{\Omega^m} \frac{1}{r} \nabla^m \left( r^2 \delta_{\hat{\mathcal{A}}_{\phi}} \right) \cdot \nabla^m \left( r^2 \hat{A}_{\phi}^\delta \right) d\Omega^m
+ 2\pi \int_{\Omega^m} \mu_0 \omega^2 \delta_{\hat{\mathcal{A}}_{\phi}} \hat{A}_{\phi}^\delta r^3 d\Omega^m,
\]

\[
D\tilde{R}^{AC}_{\hat{U}}(\hat{u}^\delta; A_{\phi}^{DC})[\delta_{\hat{\mathcal{U}}}] = -2\pi \int_{\Omega^m} \mu_0 \omega^2 \delta_{\hat{\mathcal{U}}} \cdot \nabla^m \left( r A_{\phi}^{DC} \right) \hat{A}_{\phi}^\delta r d\Omega^m,
\]

\[
D\tilde{R}^{AC}_{\hat{U}}(\hat{u}^\delta; A_{\phi}^{DC})[\delta_{\hat{\mathcal{U}}}] = 2\pi \int_{\Omega^m} \mu_0 \omega^2 \delta_{\hat{\mathcal{U}}} \cdot \nabla^m \left( r A_{\phi}^{DC} \right) \hat{u}^\delta r d\Omega^m
- 2\pi \int_{\Omega^m} \mu_0 \omega^2 S(A_{\phi}^{DC}, r \delta_{\hat{\mathcal{A}}_{\phi}}) \hat{u}^\delta r d\Omega^m,
\]

\[
D\tilde{R}^{AC}_{\hat{P}}(P^\delta; A_{\phi}^{DC})[\delta_{\hat{\mathcal{A}}_{\phi}}] = 2\pi \int_{\Omega^m} \mu_0 \omega^2 \delta_{\hat{\mathcal{A}}_{\phi}} \cdot \nabla^m \left( r A_{\phi}^{DC} \right) \cdot \nabla^m P^\delta d\Omega^m
- 2\pi \int_{\Omega^m} \mu_0 \omega^2 \delta_{\hat{\mathcal{A}}_{\phi}} \cdot \nabla^m \left( r A_{\phi}^{DC} \right) \cdot \nabla^m P^\delta d\Omega^m,
\]

\[
D\tilde{R}^{AC}_{\hat{U}}(\hat{u}^\delta)[\delta_{\hat{\mathcal{U}}}] = 2\pi \int_{\Omega^m} \mu_0 \omega^2 \delta_{\hat{\mathcal{U}}} \cdot \nabla^m \left( r A_{\phi}^{DC} \right) \cdot \nabla^m P^\delta d\Omega^m
- 2\pi \int_{\Omega^m} \mu_0 \omega^2 \delta_{\hat{\mathcal{U}}} \cdot \nabla^m \left( r A_{\phi}^{DC} \right) \cdot \nabla^m P^\delta d\Omega^m,
\]

\[
D\tilde{R}^{AC}_{\hat{P}}(P^\delta)[\delta_{\hat{\mathcal{U}}}] = 2\pi \int_{\Omega^m} \omega^2 \rho \delta_{\hat{\mathcal{U}}} \cdot \nabla^m \left( r A_{\phi}^{DC} \right) \cdot \nabla^m P^\delta d\Omega^m,
\]

\[
D\tilde{R}^{AC}_{\hat{P}}(P^\delta)[\delta_{\hat{P}}] = 2\pi \int_{\Omega^m} \omega^2 \rho \delta_{\hat{\mathcal{U}}} \cdot \nabla^m \left( r A_{\phi}^{DC} \right) \cdot \nabla^m P^\delta d\Omega^m.
\]
In the above, \( A^{DC} = A^{DC}_\phi e_\phi, \delta_A = r\delta_\hat{A}_\phi e_\phi, \delta U = \Re \delta \hat{u} = \begin{bmatrix} r & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \delta \hat{u}_r \\ \delta \hat{u}_\phi \end{bmatrix} = \left( \frac{r \delta \hat{u}_r}{\delta \hat{u}_\phi} \right), \)
\[
A^\delta = r \hat{A}_\phi e_\phi \quad \text{and} \quad u^\delta = \Re \hat{u}^\delta = \begin{bmatrix} r & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \hat{u}_r^\delta \\ \hat{u}_\phi^\delta \end{bmatrix} = \left( \frac{r \hat{u}_r^\delta}{\hat{u}_\phi^\delta} \right).
\]

For a description of the axisymmetric transformation of the individual terms see [150], where the axisymmetric magneto-mechanical terms are derived. The \( 2\pi \) coefficient appears in all terms of each equation in (4.20) and as a result can be dropped from all the residual and the directional derivative terms in (4.20) and (4.21) respectively, when solving the system.

### 4.3 Far Field Treatment

The axisymmetric linearised system, presented in (4.20) and (4.21), permits finite element discretisation, which allows for the computational solutions to the coupled acousto-magneto-mechanical problem.

Given, however, that the current state of the problem resides in an unbounded region of free space, an artificial truncation of the unbounded region must be applied to create a bounded domain on which computations can be performed. The unbounded free space region \( \mathbb{R}^3 \setminus \Omega_c \) is truncated at a finite distance from \( \Omega_c \) and the non-conducting region \( \Omega_n \) is created, which contains all the current sources, illustrated in Figure 4.6. For the axisymmetric case discussed above, the 3D computational domain \( \Omega := \Omega_n \cup \Omega_c \subset \mathbb{R}^3 \) becomes \( \Omega^m := \Omega_n^m \cup \Omega_c^m \subset \mathbb{R}^2 \). This means that integrals over \( \mathbb{R}^2 \) and \( \mathbb{R}^2 \setminus \Omega_c \), in (4.20) and (4.21), become integrals over \( \Omega^m \) and \( \Omega_n^m \) respectively.

The boundary conditions of the problems on the unbounded region, where the fields rely on decay conditions at \( \infty \), must therefore be approximated to provide boundary conditions for the finite element solutions. An ideal scenario would be that the analytical solution at the boundary is known and then the analytical solution of the fields could be applied directly. However, analytical solutions are only available for simple geometries and certainly are not available for the coupled multi-physics problems attempted in this Thesis.

#### 4.3.1 Electromagnetic Field Decay

The strong form of the coupled transmission conditions for the static and transient problems in (2.38) and (2.36), respectively, include radiation and decay conditions, which describe the behaviour of \( \mathcal{A}, A^{DC}, P \) and \( P^{DC} \) as \( |x| \to \infty \).
4.3 Far Field Treatment

Figure 4.6: Artificial truncation of the unbounded domain $\mathbb{R}^3$ to create the bounded non-conducting region $\Omega_n$, with the outer boundary $\partial \Omega$ located a finite distance from the origin.

On the outer boundary of the non-conducting meridian domain $\partial \Omega^m$, the static decay of $A, A^{DC}, P^{DC}$ is approximated by fixing $\partial \Omega^m$ to be located sufficiently far from the region of interest and setting

$$A = A^{DC} = A_\phi e_\phi = A^{DC}_\phi e_\phi = 0,$$

$$P^{DC} = 0$$ on $\partial \Omega^m$.

Naturally, the quality of the approximation improves as the size of $\Omega_n (\Omega^m_n)$ is increased. By increasing the size of the domain, thus pushing the boundary further from the origin, the computational requirement of the model is increased. In the interest of providing an efficient computational analysis tool, the size of the domain must be kept to a minimum, thus another method for approximating field decay conditions will be considered. This approximate condition requires knowledge of $hp$ finite elements and thus its discussion will be delayed until Section 4.4.4.

4.3.2 Acoustic Field Decay

The harmonic pressure field, and in particular the treatment of $D \tilde{R}^{AC}(P^s)[\delta P]$ can not merely be approximated by truncating the domain and fixing $P = 0$ at $\partial \Omega^m$, since this would result in reflections which would pollute the computational domain, due to the wave behaviour of the acoustic pressure. The radiation condition (2.33) in the continuous problem describes the correct decay of this field, which must also be approximated computationally.
One method for approximating this condition, as in the magnetic case, is to apply the radiation condition of the field in (2.33) at the truncated boundary. For a time harmonic description the condition approximates to
\[ \nabla^m \mathbf{P} \cdot \mathbf{n}^m + i \omega \mathbf{P} = 0 \quad \text{on } \partial \Omega^m. \] (4.22)
As with the magnetic decay condition this approximation improves with the increase in \( \Omega_n \). For further details of this condition see Appendix D.

Another method for handling the radiation condition of the acoustic pressure field is to employ a perfectly matched layer (PML) [175]. The PML \( \Omega_{pml} \) is applied to the exterior of \( \Omega_n \) so that the computational domain now becomes \( \Omega = \Omega_c \cup \Omega_n \cup \Omega_{pml} \). For terms other than \( D \tilde{R}_{AC} (P^\delta) [\delta \mathbf{P}] \) in (3.37) \( \Omega_{pml} \) can be merely thought of as a free space extension of \( \Omega_n \). However, the aforementioned term (4.21h) is treated differently as
\[
D \tilde{R}_{AC} (P^\delta) [\delta \mathbf{P}] = \int_{\Omega_{pml}} \left( \nabla^m \delta \mathbf{P} \cdot \nabla^m \mathbf{P}^\delta - \frac{\omega^2}{c^2} \delta \mathbf{P} \mathbf{P}^\delta \right) r \, d \Omega^m \\
+ \int_{\Omega_{pml}} \left( \mathbf{\Lambda}_1 \nabla^m \delta \mathbf{P} \cdot \nabla^m \mathbf{P}^\delta - \frac{\omega^2}{c^2} \mathbf{\Lambda}_2 \delta \mathbf{P} \mathbf{P}^\delta \right) r \, d \Omega^m, \] (4.23)
where \( \mathbf{\Lambda}_1, \mathbf{\Lambda}_2 \) are both complex functions of position in the layer and reduce to identity on \( \partial \Omega_n \cap \partial \Omega_{pml}^m \). For details in deriving this system for the time harmonic case see Appendix D. The coefficients of these functions can be established through a complex coordinate stretching of the domain \( \Omega_n \) following the approach in [175]. For the axisymmetric case this complex stretching is equivalent to introducing the complex position dependent functions
\[
\mathbf{\Lambda}_1(r, z) = \frac{1}{r} \left[ \begin{array}{ccc}
\bar{z}_s & z_r & 0 \\
\bar{z}_r & \bar{z}_s & z_z \\
0 & 0 & z_z
\end{array} \right], \quad \mathbf{\Lambda}_2(r, z) = \frac{z_r}{r}. \]
In the above, the complex coordinate transform \( z_s \) is described as a power law in terms of the distance to the layer \( d_s \) and thickness of the layer \( t_s \), as illustrated in Figure 4.7b, where the prime indicates differentiation with respect to the argument. The complex coordinate transform function may be given as
\[
z_s(s) = \begin{cases} 
  s & 0 \leq |s| < d_k \\
  s - 1 \left( \frac{|s| - d_s}{t_s} \right)^5 s & |s| \geq d_k
\end{cases},
\]
where $s = (r, z)^T$. The choice of a power law of degree 5 and user defined thickness $t_s$ is somewhat arbitrary, provided that the resulting complex field behaviour in $\Omega_{pml}^m$ is properly resolved. It has been shown in [175] that this choice provides an accurate description when combined with a $hp$-FEM description. If this is accomplished, the acoustic pressure field is absorbed without reflection and the outer boundary condition can be set as $P = 0$ on $\partial \Omega^m$.

![Diagram of Perfectly Matched Layer (PML)](image)

**Figure 4.7:** Representation of the Perfectly Matched Layer (PML).

To account for this treatment of the farfield conditions the definitions of $\hat{X}^m$, $\hat{Y}^m$ and $\hat{Z}^m$ in (4.19) are redefined, for the discrete time harmonic approximation, as

$$\hat{X}^m := \left\{ \hat{A}_\phi : \hat{A}_\phi \in H^1(\Omega^m), \hat{A}_\phi = 0 \text{ on } \partial \Omega^m \right\},$$  

(4.24a)

$$\hat{Y}^m(g) := \left\{ \tilde{U} : \tilde{U} \in \left(H^1(\Omega_c^m)\right)^2, \tilde{U} = \mathcal{R}^{-1}g \text{ on } \partial \Omega_c^m \right\},$$  

(4.24b)

$$\hat{Z}^m := \left\{ \mathcal{P} : \mathcal{P} \in H^1(\Omega_n^m \cup \Omega_{pml}^m), \mathcal{P} = 0 \text{ on } \partial \Omega^m \right\}.$$  

(4.24c)

### 4.4 Finite Elements

In this Thesis the use of high order $hp$ finite elements for the spatially accurate numerical solution of acousto-magneto-mechanical coupling problems in MRI scanner is proposed. This method allows for sufficient resolution of the small scale physical phenomena described in Chapter 2. This section recalls the fundamentals of high
order finite elements and advocates the use of a hierarchic set of shape functions, in providing functional approximations to the solution.

Given a continuous bounded (spatial) domain $\Omega$, in which the problem is defined, a finite element discretisation involves the representation of the domain by a series of points, called nodes, where a partition of the domain into elements $\Omega^{(e)}$ is performed, see Figure 4.8 for a hybrid mesh of both triangular and quadrilateral elements. For 2D problems, finite element discretisations typically utilise two types of element: the triangular and quadrilateral element. Each element provides advantages over the other, and can be used together to form hybrid meshes, illustrated in Figure 4.8.

![Figure 4.8](image)

**Figure 4.8:** The continuous domain $\Omega$ is discretised by a series of points, called nodes. The nodes are connected to form small volumes $\Omega^{(e)}$, known as elements. The discretisation of the domain results in a discrete boundary $\partial \Omega^{(e)}$ that does not, in general, coincide with the domain boundary $\partial \Omega$.

In standard $h$ based finite element procedures, seen typically in commercial codes, the resolution and accuracy of the solution is improved by refining the mesh, either globally or in some cases locally around specific features\(^5\). Whereas, in high order $p$ finite elements the accuracy of the solution is improved through increasing the polynomial degree of the basis functions of the elements\(^6\). A combination of both methods results in a $hp$ finite element procedure and is adopted in this Thesis. The advantages of the $hp$ finite element method are discussed in [127, 244, 119, 254] and are therefore not repeated here.

With a $p$-version finite element approach in mind, hierarchic (modal-type) basis functions are a better choice than standard Lagrange (nodal-type) basis function. They make for a more efficient implementation- the set of functions for an order

\(^5\)The lower case $h$ denotes the maximum characteristic length of the elements.

\(^6\)The lower case $p$ denotes the order of the elemental basis functions.
4.4 Finite Elements

$p$ are contained in the set of functions for order $p + 1$ and so do not need to be regenerated for different $p$- and lead to better conditioned matrices [244, 127, 217], crucial for multi-physics problems of varying scale.

In order to determine the solution to the equations in (4.20), integration in space will have to be performed. This poses a significant problem from a numerical point of view. When integrating in the spatial domain $\Omega$, not only do the limits of integration change between elements $\Omega^{(e)}$, but also determining the finite element basis functions for each element can be time consuming for large meshes and high $p$. This task becomes significantly more simple when considering a regular element in the reference domain $\Omega_\xi$, with fixed and constant limits of integration. The shape functions of this element can be defined a priori and then mapped to the continuous basis functions of the elements in the spatial domain.

4.4.1 Reference Elements

In order to determine the hierarchic basis functions, the reference element must first be defined. In practice, any regular triangle and quadrilateral will provide a practical reference element. The reference triangular and quadrilateral elements used in this Thesis are introduced below.

**Triangular Element**

The reference triangular element, also used in [244, 119], is taken to be an equilateral, shown in Figure 4.9, where the vertex degrees of freedom (DOF) are denoted by the hollow circles, the edge DOF are highlighted with the double arrows and the interior DOF are denoted by the cross. The triangular reference element has vertices $V_1 = (1, 0)$, $V_2 = (0, \sqrt{3})$ and $V_3 = (-1, 0)$ defined in the referential coordinate system, given as

$$\xi = \sum_{i=1}^{2} \xi_i e_i = \xi e_\xi + \eta e_\eta,$$  \hspace{1cm} (4.25)

in the reference domain $\Omega_\xi$.

The hierarchic set of low (vertex) and high order (edge, interior) modal shape functions, generated on the reference triangular element, are defined in [217, 256, 119] and Appendix E.
Quadrilateral Element

The reference quadrilateral element is taken to be the regular equal sided quadrilateral, shown in Figure 4.10, where the vertex DOF are denoted by the hollow circles, the edge DOF are highlighted with the double arrows and the interior DOF are denoted by the cross. The quadrilateral reference element has vertices $V_1 = (0, 0)$, $V_2 = (1, 0)$, $V_3 = (1, 1)$ and $V_4 = (0, 1)$ in referential coordinates $\xi = (\xi, \eta)^T$ in the reference domain $\Omega_\xi$.

The hierarchic set of low (vertex) and high order (edge, interior) modal shape functions, generated on the reference quadrilateral element, are defined below.
4.4.2 Elemental Mapping Functions

In order to generate the basis functions for the elements in the spatial domain, where the problem is defined, mapping functions to map the shape functions in the reference domain to the basis functions in the spatial domain are required. Figure 4.11 shows the mapping function $\varphi$ that maps points $(\xi, \eta)$ from the reference $\Omega_\xi$ to the spatial $\Omega$ domains at $(r, z)$. If integration was to be performed in the spatial domain one would require the inverse mapping $\varphi^{-1}$, which is not trivial to obtain in all cases. Note that, given the system of equations was reduced to the axisymmetric meridian domain in Section 4.2, the spatial domain (which is the meridian domain) is referred to in terms of the 2D cylindrical coordinates $(r, z)$.

**Figure 4.11:** Mapping between quadrilateral and triangular finite elements in the reference $\Omega_\xi$ and spatial $\Omega$ domains.

The mapping from the reference domain to the spatial domain may be given by

$$
\begin{pmatrix}
  r \\
  z
\end{pmatrix} = \varphi^{(e)}(\xi, \eta)
$$

(4.26)

where $\varphi$ denotes the mapping function for the $e^{th}$ element. Low order finite element methods use straight edged elements to discretise the spatial domain. In this case, linear mapping functions are required for triangular elements and bilinear mapping functions for quadrilaterals.

**Linear Mapping**

The linear mapping between the reference $\Omega^{(e)}_\xi$ and spatial element $\Omega^{(e)}$ may be given in terms of the barycentric coordinates, which coincide with the lowest order finite
element hat functions on the reference element, $L_i$ as

$$
\begin{pmatrix}
    r \\
    z
\end{pmatrix} = \sum_{i=1}^{n} L_i(\xi, \eta) \begin{pmatrix}
    R_i \\
    Z_i
\end{pmatrix}
$$

(4.27)

where $X_i^m = (R_i, Z_i)^T$ are the nodal coordinates of the spatial element and $n$ denotes the number of vertices of the element. In terms of computing the inverse mapping of the linear element, one simply has to compute the inverse mapping function $\varphi^{-1}$ to determine $(\xi, \eta)$ in terms of $(r, z)$, which is trivial for the linear case.

**Non-Linear Mapping through Blending Functions**

In some cases, where complex curved edge geometry is considered, the user may wish to define, more accurately, the discretisation of the geometry. In the case of high order finite elements, the linear mapping function can be complimented to better approximate the realistic geometry in the spatial domain. Thus, a non-linear mapping between the straight edged reference element and a curved element in the spatial domain, illustrated in Figure 4.12, can be applied.

![Figure 4.12: Curved elements in the spatial domain Ω.](image)

In the context of hierarchic $hp$ finite elements a method, known as the method of blending functions, can be used to represent curved geometries by applying elements with curved edges in the spatial domain. The exact representation of the geometry can be achieved if that exact parametrisation of the edges is known.

---

7 The barycentric coordinates $L_i$ depend on the vertices of the reference element for which they are defined. These are shown for the reference element in Section 4.4.3.

8 The exact representation of the geometry can be achieved if that exact parametrisation of the edges is known.
(4.27) then becomes

\[
\begin{pmatrix}
  r \\
  z \\
\end{pmatrix}
= \sum_{i=1}^{n} L_i(\xi, \eta) \begin{pmatrix} R_i \\ Z_i \end{pmatrix} + \sum_{e=nc} L_{n_1}(\xi, \eta) L_{n_2}(\xi, \eta) \begin{pmatrix} r_e(\xi) \\ z_e(\eta) \end{pmatrix},
\]

where \( nc \) is a list containing the curved edges for a given element and \( n_1 \) and \( n_2 \) are the first and second vertices of the specific edge. For further details on the method of blending functions see [244]. In this case the mapping functions are non-linear and so obtaining the inverse mapping function \( \varphi^{-1} \) would require a Newton-Raphson, or other similar procedure to obtain the referential coordinates \((\xi, \eta)\) from the spatial coordinates \((r, z)\). But this is only required for post processing and not used in the calculation.

**Jacobian**

The final ingredient in performing the integration over the reference elements, shown in Figures 4.9 and 4.10, is to map the geometric integration to the reference domain. Consider, first, the differential meridian “volume” element \( d\Omega^m \) which when mapped to the reference domain becomes

\[
d\Omega^m = drdz = \left( \frac{\partial r}{\partial \xi} e_r + \frac{\partial z}{\partial \xi} e_z \right) d\xi \times \left( \frac{\partial r}{\partial \eta} e_r + \frac{\partial z}{\partial \eta} e_z \right) d\eta
= \left( \frac{\partial r}{\partial \xi} \frac{\partial z}{\partial \eta} - \frac{\partial r}{\partial \eta} \frac{\partial z}{\partial \xi} \right) d\xi d\eta.
\]

(4.29)

The integration of a function over an element in the spatial domain can therefore be transformed into an integration in the reference element as

\[
\int_{\Omega^m(r,z)} f(r,z) r drdz \to \int_{\Omega^m(\xi,\eta)} f(\xi,\eta) r|\mathbf{J}| d\xi d\eta,
\]

(4.30)

where the limits of integration are constant and known a priori and \(|\mathbf{J}|\) denotes the determinant of the Jacobian matrix. In terms of computing the gradients in the function, which is the case for some terms in the coupled system of equations, then

\[
\frac{\partial f}{\partial \mathbf{x}^m}(\xi, \eta) = \sum_{i} J^{-1} \frac{\partial N_i}{\partial \xi}(\xi, \eta) F_i,
\]

(4.31)

where the modal values of the function are constant and thus do not depend on space. The integration in the reference domain depends on the determinant of the
Jacobian matrix, where the Jacobian matrix is given by

\[
J = \frac{\partial x^m}{\partial \xi} = \begin{bmatrix}
\frac{\partial r}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial r}{\partial \eta} & \frac{\partial z}{\partial \eta}
\end{bmatrix}.
\] (4.32)

Based on the mapping between the spatial and referential domain, defined previously, the Jacobian matrix can be readily determined, for 2D geometries, by

\[
\frac{\partial x^m}{\partial \xi} = \sum_{i=1}^{M} \frac{\partial x^m}{\partial L_i} \frac{\partial L_i}{\partial \xi}.
\] (4.33)

With the mapping between the referential and spatial domains now defined the reference triangular and quadrilateral elements will now be introduced and the shape functions determined.

### 4.4.3 Hierarchic Shape Functions

The hierarchic shape functions must be defined on the reference elements, defined above in Section 4.4.1. This Thesis considers a \(hp\)-finite element discretisation using the \(H^1(\Omega)\) conforming hierarchic shape function set proposed by Schöberl and Zaglmayr [217, 256]. For this, a discretisation of the domain \(\Omega\) into a hybrid mesh consisting of triangular and quadrilateral elements is considered, as illustrated in Figure 4.8. The global finite element space can be decomposed into vertex, edge and interior (or cell) based spaces as

\[
X_{hp} = X_{h,1} \oplus \sum_{edges} X^E_p \oplus \sum_{cells} X^I_p \subset H^1(\Omega),
\]

where \(X_{h,1}\) denotes the standard vertex based finite element space, \(X^E_p\) the edge and \(X^I_p\) the interior (or cell) based spaces [217, 256]. The shape functions for the triangular elements have already been treated in [256, 119] and quadrilateral elements in [244, 127] and so are omitted from this Chapter. For details on the hierarchic \(H^1(\Omega)\) conforming shape functions generated on the reference elements used in this Thesis see Appendix E.
4.4.4 Infinite Elements

In the case of the far field conditions for the static magnetic vector potential and acoustic fields ($A^{DC}, P^{DC}$), and the transient magnetic vector potential $\mathcal{A}$, the decay conditions have been approximated at a finite distance from the radiation source, discussed in Section 4.3.1. However, an alternative method, where the parametric mapping function of the quadrilateral element is adjusted such that one boundary is mapped to infinity can be used to better approximate the decay conditions at infinity [34]. A layer of elements can be placed on the outer boundary of a given mesh, where the outer edge is mapped through the parametric mapping to infinity, shown in Figure 4.13.

![Figure 4.13: Finite element mesh with a layer of quadrilateral infinite elements located on the outer boundary. In the spatial domain the outer boundary is located at a finite distance from the centre, however through the parametric mapping functions on the reference element, become placed at infinity, where the decay conditions are imposed as Dirichlet conditions.](image)

The outer layer of elements must always be convex, such that their outer most nodes never cross or collapse to a point, creating an invalid element (with a negative determinant of the Jacobian matrix). For this to be the case the use of quadrilateral elements, discussed previously, are required. The parametric mapping functions of the reference quadrilateral element must be altered such that the nodes of a particular boundary map to infinity. For this to be the case the nodal coordinates of the quadrilateral element in (E.6) become

\[
L_1 = \frac{1 - \eta}{1 - \xi}, \quad (4.34a)
\]
\[
L_4 = \frac{\eta}{1 - \xi}, \quad (4.34b)
\]

where only the coordinate functions of vertex 1 and 4 are used as the integration of
the system is never performed on the infinite boundary\(^9\). The value of the field at infinity, according to (2.11), is simply applied on the outer boundary as a Dirichlet condition instead. The adjusted definitions of the nodal coordinate functions do not change the shape functions, as these remain the same as previously discussed to maintain bounded solutions. However, they do affect the geometric mapping between the reference and spatial domains.

![Figure 4.14: Mapping between the reference quadrilateral element and the spatial infinite element.](image)

With knowledge of the required parametric mapping functions and element shape functions the discretised linear system of coupled equations will now be presented.

### 4.5 Spatial Discretisation of the Coupled System

With knowledge of the hierarchic \(hp\) finite element basis, discussed in the previous section, the spatial discretisation of the linearised monolithic coupled axisymmetric system of equations in (4.20) is required in order to obtain solutions to the problem.

#### 4.5.1 Galerkin Approximation

Based on the finite element functional approximations and parametric mapping, discussed in the previous section, the Galerkin approximation of the solution fields and corresponding test functions can be applied such that:

\[
\mathcal{A}_\phi = \sum_{a=1}^{M} A^a_\phi N^a, \quad \delta \mathcal{A}_\phi = \sum_{a=1}^{M} \delta^a_\phi N^a, \quad \mathcal{A}^\delta_\phi = \sum_{b=1}^{M} A^b_\phi N^b, \quad (4.35a)
\]

\(^9\)From the reference quadrilateral it is trivial to show that for the infinite boundary (where \(\xi = 1\) the mapping functions \(L_1\) and \(L_4\) become infinity, and remain unit valued at the node and zero at the other node.
4.5 Spatial Discretisation of the Coupled System

\[ \mathbf{U} = \sum_{a=1}^{M} \mathbf{U}^a N^a, \quad \delta \mathbf{U} = \sum_{a=1}^{M} \delta \mathbf{U}^a N^a, \quad \mathbf{u}^\delta = \sum_{b=1}^{M} \mathbf{u}^\delta^b N^b, \quad (4.35b) \]

\[ \mathbf{P} = \sum_{a=1}^{M} \mathbf{P}^a N^a, \quad \delta \mathbf{P} = \sum_{a=1}^{M} \delta \mathbf{P}^a N^a, \quad \mathbf{P}^\delta = \sum_{b=1}^{M} \mathbf{P}^\delta^b N^b, \quad (4.35c) \]

where \( a, b \) indicate the indices of the basis functions, the non-italics versions of the variables \( \mathcal{A}_\phi, \mathbf{U}, \mathbf{P}, \delta \mathcal{A}_\phi, \delta \mathbf{U}, \delta \mathbf{P}, \mathcal{A}_\phi^\delta, \mathbf{u}^\delta, \mathbf{P}^\delta \) have been introduced to denote the discrete variables and \( M \) denotes the number of shape functions for the \( H^1(\Omega) \) conforming finite elements for a given element order. The shape functions \( N = \{ N^V, N^E_m, i = p - 1, m = 1, 2, 3, N^I_{ij}, i, j = p - 1 \} \) are basis functions that vary in space and the discrete solution variables are constants associated with a given shape function and are not functions of space.

4.5.2 Linear System

With knowledge of the Galerkin approximation of the variables and test functions, in (4.35), the coupled system of equations in (4.20) can now be discretised to form the linear system

\[ \mathbf{K} \delta = \mathbf{R}, \quad (4.36) \]

where \( \mathbf{K} \) is the discrete tangent stiffness matrix, \( \delta \) is vector of discrete modal solution variables and \( \mathbf{R} \) is the vector of discrete residuals.

Static System

The solution to the static coupled transmission problem becomes: Find \( \delta^{DC[k]} = (\delta^{DC[k]}_{\mathcal{A}_\phi}, \delta^{DC[k]}_\mathbf{u}, \delta^{DC[k]}_\mathbf{P}) \) such that

\[
\begin{pmatrix}
\mathbf{K}_{\mathcal{A}_\phi \mathcal{A}_\phi} & \mathbf{K}_{\mathcal{A}_\phi \mathbf{u}} & \mathbf{K}_{\mathcal{A}_\phi \mathbf{P}} \\
\mathbf{K}_{\mathbf{u} \mathcal{A}_\phi} & \mathbf{K}_{\mathbf{u} \mathbf{u}} & \mathbf{K}_{\mathbf{u} \mathbf{P}} \\
\mathbf{K}_{\mathbf{P} \mathcal{A}_\phi} & \mathbf{K}_{\mathbf{P} \mathbf{u}} & \mathbf{K}_{\mathbf{P} \mathbf{P}}
\end{pmatrix}
\begin{pmatrix}
\delta^{DC[k]}_{\mathcal{A}_\phi} \\
\delta^{DC[k]}_\mathbf{u} \\
\delta^{DC[k]}_\mathbf{P}
\end{pmatrix}
= -
\begin{pmatrix}
\mathbf{R}^{DC[k]}_{\mathcal{A}_\phi} \\
\mathbf{R}^{DC[k]}_\mathbf{u} \\
\mathbf{R}^{DC[k]}_\mathbf{P}
\end{pmatrix},
\]

\( (4.37) \)

Magneto-Mechanical  One-way Coupling  Magneto-Acoustic  Acousto-Mechanical

The magnetic and acoustic fields force the mechanical, but the mechanical field does not force the magnetic and acoustic fields, generating both one-way magneto-mechanical and acousto-mechanical coupling.
The discrete residual vector terms in the linear system (4.37) are described, in index notation\(^1\), by

\[
(R_{DC}^A)^b := - \int_{\text{supp}(J_{DC}^\phi)} J_{DC}^\phi N_b r^2 d\Omega^m, \tag{4.38a}
\]

\[
(R_{u}^{DC})^b := 0, \tag{4.38b}
\]

\[
(R_{P}^{DC})^b := \int_{\text{supp}(J_{DC}^\phi)} J_{DC}^\phi \partial_r A_{DC}^{[k]} \partial_N^b \partial_x^m d\Omega^m. \tag{4.38c}
\]

**Remark 4.4** Typical finite element discretisations utilise the third order permutation tensor \(\vartheta\) to describe the curl operator in index form, which for the full 3D problem is given as

\[
\nabla \times A = \vartheta_{ijk} \partial A_k \partial x^m, \tag{4.39}
\]

where the third order permutation tensor is given as

\[
\vartheta_{ijk} = \begin{cases} 
0, & \text{if } i = j, i = k \text{ or } j = k \\
-1, & \text{if } (i, j, k) = (1, 2, 3), (2, 3, 1) \text{ or } (3, 1, 2) \\
1, & \text{if } (i, j, k) = (1, 3, 2), (3, 2, 1) \text{ or } (2, 1, 3).
\end{cases} \tag{4.40}
\]

In the axisymmetric case, however, the curl reduces to a two component column vector, which allows for the following expression

\[
\nabla \times (A_{\phi} e_{\phi}) = \frac{1}{r} \left( -\frac{\partial r A_{\phi}}{\partial z} e_r + \frac{\partial r A_{\phi}}{\partial r} e_z \right) = \frac{1}{r} \vartheta^m_{ij} \partial A_{\phi} \partial x^m, \tag{4.41}
\]

where the axisymmetric permutation operator \(\vartheta^m\) is given as

\[
\vartheta^m = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. \tag{4.42}
\]

The tangent stiffness matrix terms, in (4.45), are obtained by applying the Galerkin approximation and finite element discretisation to the directional deriv-a

\(^{10}\)Einstein notation is implied here. Einstein notation is a shorthand method for writing a sum in index notation and can be expressed, for the dot product between two vectors \(a\) and \(b\), as

\[
a \cdot b = \sum_{i=1}^{n} a_i b_i. \tag{4.43}
\]
4.5 Spatial Discretisation of the Coupled System

tives, defined in (4.21), which in index notation (see remark 4.4), gives

\[ [K^\text{DC}]_{ij}^{ab} := \int_{\Omega^m} \frac{\mu-1}{r} \frac{\partial r^2 N^a}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_l^m} \, d\Omega^m, \quad (4.43a) \]

\[ [K^\text{DC}]_{ij}^{ab} := \int_{\Omega^m} \frac{\mu-1}{r} \frac{\partial r^2 N^a}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_l^m} \left( \frac{\partial \mathcal{R}_{ij}^m}{\partial x_j^m} N^b + \mathcal{R}_{ij}^m \frac{\partial N^b}{\partial x_j^m} \right) \, d\Omega^m 
+ \int_{\Omega^m} \frac{\mu-1}{r} \frac{\partial r^2 N^a}{\partial x_k^m} \left( \frac{\partial \mathcal{R}_{ij}^m}{\partial x_j^m} N^b + \mathcal{R}_{ij}^m \frac{\partial N^b}{\partial x_j^m} \right) \, d\Omega^m 
- \int_{\Omega^m} \frac{\partial r^2 N^a}{\partial x_k^m} \left( \frac{\partial \mathcal{R}_{ij}^m}{\partial x_j^m} N^b + \mathcal{R}_{ij}^m \frac{\partial N^b}{\partial x_j^m} \right) \, d\Omega^m 
+ \int_{\Omega^m} \frac{\mu-1}{r} \frac{\partial r^2 N^a}{\partial x_k^m} \left( \frac{\partial \mathcal{R}_{ij}^m}{\partial x_j^m} N^b + \mathcal{R}_{ij}^m \frac{\partial N^b}{\partial x_j^m} \right) \, d\Omega^m, \quad (4.43b) \]

\[ [K^\text{DC}]_{ij}^{ab} := \int_{\Omega^m} \frac{\lambda}{r^3} \frac{\partial r^2 N^a}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_l^m} \, d\Omega^m \]

\[ [K^\text{DC}]_{ij}^{ab} := \int_{\Omega^m} \frac{\partial r^2 N^a}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_l^m} \, d\Omega^m \]

\[ [K^\text{DC}]_{ij}^{ab} := \int_{\Omega^m} \frac{\partial r^2 N^a}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_l^m} \, d\Omega^m \]

\[ [K^\text{DC}]_{ij}^{ab} := \int_{\Omega^m} \frac{\partial r^2 N^a}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_l^m} \, d\Omega^m \]

\[ [K^\text{DC}]_{ij}^{ab} := \int_{\Omega^m} \frac{\partial r^2 N^a}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_l^m} \, d\Omega^m \]

Here, the nodal test functions \( A_\phi^b, u_\phi^b, \) appear on both the left and right hand side of the equation system, and so cancel from the system, thus are not included in the stiffness and forcing terms, see [38].

In the above system the solution to the DC field is obtained\(^{11}\) by performing a NR procedure until the norm of the residual is less than a user defined tolerance.

\(^{11}\)The meridian Laplacian operator of a scalar field \( w \) is denoted by \( \nabla^2_w = \frac{\partial}{\partial x_k^m} \left( \frac{\partial w}{\partial x_k^m} \right) \) in index notation.
The updated solution field for a given iteration is obtained by

\[
\begin{pmatrix}
\hat{A}_{\phi}^{DC} \\
\hat{u}^{DC} \\
P^{DC}
\end{pmatrix}^{[k+1]} = 
\begin{pmatrix}
\hat{A}_{\phi}^{DC} \\
\hat{u}^{DC} \\
P^{DC}
\end{pmatrix}^{[k]} + 
\begin{pmatrix}
\delta_{A_{\phi}}^{DC} \\
\delta_{\hat{u}}^{DC} \\
\delta_{P}^{DC}
\end{pmatrix}^{[k]} + [R] < \text{TOL}.
\]

(4.44)

### Transient System

The general linear system of equations results from the acousto-magneto-mechanical problem and is thus interpreted as: Find \( \delta = (\delta_{A_{\phi}}, \delta_{\hat{u}}, \delta_{P}) \) such that

\[
\begin{pmatrix}
K_{AA} & K_{AU} & K_{AP} \\
K_{UA} & K_{UU} & K_{UP} \\
K_{PA} & K_{PU} & K_{PP}
\end{pmatrix}
\begin{pmatrix}
\delta_{\phi}^{A_{\phi}} \\
\delta_{\phi}^{\hat{u}} \\
\delta_{\phi}^{P}
\end{pmatrix} = 
\begin{pmatrix}
R_{AA}^{AC} \\
R_{UA}^{AC} \\
R_{PA}^{AC}
\end{pmatrix}. \tag{4.45}
\]

The tangent stiffness matrix terms, in (4.45), are obtained by applying the Galerkin approximation and finite element discretisation to the directional derivatives, defined in (4.21), which gives

\[
[K_{AA}]^{ab} := \int_{\Omega} \frac{1}{r} \frac{\partial r^2 N^a}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_k^m} d\Omega^m + i\omega \int_{\Omega} \gamma N^a N^b r^3 d\Omega^m, \tag{4.47a}
\]

\[
[K_{AU}]_{ij} := -i\omega \int_{\Omega} \gamma \frac{\partial r A_{\phi}^{DC}}{\partial x_k^m} \phi_{ij} N^a N^b r d\Omega^m, \tag{4.47b}
\]

The discrete residual vector terms in the linear system (4.45) are described by

\[
(R_{A}^{AC})_b := -\int_{\text{supp}(\phi_{AC})} \frac{\partial r A_{\phi}^{DC}}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_k^m} d\Omega^m, \tag{4.46a}
\]

\[
(R_{U}^{AC})_b := 0, \tag{4.46b}
\]

\[
(R_{P}^{AC})_b := \int_{\text{supp}(\phi_{AC})} \frac{\partial r A_{\phi}^{DC}}{\partial x_k^m} \frac{\partial r^2 N^b}{\partial x_k^m} d\Omega^m. \tag{4.46c}
\]
\[ [K_{ul}]^{ab}_{ij} := \int_{\Omega^m} \frac{\mu^{-1}}{r} \partial_{nk} n_{ji} \frac{\partial r A_{DC}^a}{\partial x_k^m} \frac{\partial r A_{DC}^b}{\partial x_k^m} \left( \frac{\partial \Theta_{mi}}{\partial x_j^m} N^b + \Theta_{mi} \frac{\partial N^b}{\partial x_j^m} \right) d\Omega^m 
+ \int_{\Omega^m} \frac{\mu^{-1}}{r} \partial_{nk} n_{ji} \frac{\partial r A_{DC}^a}{\partial x_k^m} \frac{\partial r A_{DC}^b}{\partial x_k^m} \left( \frac{\partial \Theta_{mi}}{\partial x_j^m} N^b + \Theta_{mi} \frac{\partial N^b}{\partial x_j^m} \right) d\Omega^m 
- \int_{\partial \Omega^m} \frac{\mu^{-1}}{r} \partial_{nk} n_{ji} \left( \frac{\partial r A_{DC}^a}{\partial x_k^m} \frac{\partial r A_{DC}^b}{\partial x_k^m} \right) \left( \frac{\partial \Theta_{mi}}{\partial x_j^m} N^b + \Theta_{mi} \frac{\partial N^b}{\partial x_j^m} \right) n_{j}^m \Theta_{mi} N^b dS^m 
+ \int_{\partial \Omega^m} \frac{\mu^{-1}}{r} \partial_{nk} n_{ji} \left( \frac{\partial r A_{DC}^a}{\partial x_k^m} \frac{\partial r A_{DC}^b}{\partial x_k^m} \right) n_{j}^m \Theta_{ji} N^b dS^m, \quad (4.47c) \]

\[ [K_{dl}]^{ab}_{ij} := \int_{\Omega^m} \frac{\lambda}{r^3} \Theta_{kl} \partial r A_{DC}^a \frac{\partial r A_{DC}^b}{\partial x_k^m} d\Omega^m 
+ \int_{\Omega^m} G \left( \frac{\partial \Theta_{kl}}{\partial x_k^m} N^a + \Theta_{kl} \frac{\partial N^a}{\partial x_k^m} \right) \left( \frac{\partial \Theta_{mi}}{\partial x_j^m} N^b + \Theta_{mi} \frac{\partial N^b}{\partial x_j^m} \right) r d\Omega^m 
+ \int_{\Omega^m} G \left( \frac{\partial \Theta_{kl}}{\partial x_k^m} N^b + \Theta_{kl} \frac{\partial N^b}{\partial x_k^m} \right) \left( \frac{\partial \Theta_{mi}}{\partial x_j^m} N^a + \Theta_{mi} \frac{\partial N^a}{\partial x_j^m} \right) r d\Omega^m 
- \omega^2 \int_{\Omega^m} \rho \Theta_{kl} \Theta_{kj} N^a N^b r d\Omega^m, \quad (4.47d) \]

\[ [K_{dr}]^{ab}_{i} := -\int_{\partial \Omega^m} N^a N^b \Theta_{kl} n_{k}^m r dS^m, \quad (4.47e) \]

\[ [K_{DL}]^{ab}_{ij} := \int_{\text{supp}(\rho_{DC}^a)} J_{DC}^a \frac{\partial N^a}{\partial x_k^m} \frac{\partial N^b}{\partial x_k^m} d\Omega^m 
- \int_{\text{supp}(\rho_{DC}^a)} \nu_{0}^{-1} \partial r A_{DC}^a \frac{\partial N^b}{\partial x_k^m} \left( \frac{r \nabla^2 N^a}{3} \right) d\Omega^m, \quad (4.47f) \]

\[ [K_{DP}]^{ab}_{ij} := \omega^2 \int_{\partial \Omega^m} \rho \Theta_{kl} \Theta_{kj} N^a N^b r dS^m, \quad (4.47g) \]

\[ [K_{PP}]^{ab}_{ij} := \int_{\Omega^m} \frac{\partial N^a}{\partial x_k^m} \frac{\partial N^b}{\partial x_k^m} r d\Omega^m \n- \omega^2 \int_{\Omega^m} \frac{1}{c^2} N^a N^b r d\Omega^m 
+ \int_{\Omega^m} \sum_{\Omega_{pmi}} \Lambda_{ki} \frac{\partial N^a}{\partial x_k^m} \frac{\partial N^b}{\partial x_k^m} r d\Omega^m \n- \omega^2 \int_{\Omega^m} \frac{1}{c^2} \Lambda_{2} N^a N^b r d\Omega^m. \quad (4.47h) \]

The linear system of the static problem can be obtained analogously to the linear system in (4.45), which describes the discrete form of the linearised approach of the fully coupled transient acousto-magneto-mechanical problem. This linear system can be further split into individual coupling mechanisms. The magneto-mechanical coupling can thus be defined by the block monolithic scheme between the magnetic and mechanical equations, highlighted in red, and is exactly the same as that reported in [150]. The acousto-mechanical coupling through the acoustic and magnetic equations is highlighted in the blue block. The green blocks denote...
the magneto-acoustic terms, where the term arising from the assumption of the Biot-Savart coils, which results in supp \( (J_s) \) being located in the free space region \( \Omega_n \) is present. The magneto-acoustic coupling is purely one-way coupling, where the magnetic field excites the acoustic field, but the acoustic field does not force the magnetic field.

Note that, if the coils are considered as conductors where the Biot-Savart assumption is dropped, then the term \([K_{P, A}]_{ab}\) will become a block of zeros and \((R_P)_b\) a vector of zeros. In this case, the coils will form part of the conducting region \( \Omega_c \) and thus supp \( (J_s) \) will not be located in free space \( \mathbb{R}^2 \setminus \Omega^m_c \). This will remove any magneto-acoustic coupling (and hence the green block in (4.45)) and the three fields will interact through the mutual coupling between the mechanical field.

For a full description of the assembly procedures involved in the construction of the linear system and the numbering of the degrees of freedom, the reader is referred to the approach discussed for hierarchical shape functions in [119].

### 4.5.3 Numerical Integration

The terms in the linear system, whilst expressed in terms of the shape functions and thus polynomials, are still very difficult to integrate. Consider however, that a quadrature rule can be used to approximate definite integrals and avoid the complexities of exact integration. The *Gaussian quadrature* rule is a rule constructed to yield exact integration of polynomials of degree \(2n - 1\), where \(n\) is the number of quadrature points, in 1D. For 2D quadrilaterals the integration is trivial due to its tensor product structure of 1D Gauss-Legendre rules. For 2D triangles it is more complicated. The approach used is described in [242] and combines Gauss-Legendre and Gauss-Jacobi rules. But more efficient schemes is a current hot topic of research.

The integration of the function of the reference element can thus be obtained by a product of weights \(w_i\) and points \(\xi_i\), as

\[
\int_{\Omega^m_e} f(\xi) \, d\Omega^m \approx \sum_{i=1}^{n} w_i f(\xi_i). \tag{4.48}
\]

The integration weights and points can therefore be determined for arbitrary orders of degree [135]. Using this rule the integration of the linear system can thus be redefined in terms of the Gaussian quadrature rule.

Whilst the infinite element mapping functions in (4.34) and blending functions in (4.28) do not, in general, resemble polynomials, the integration of such functions is still approximated to an excellent degree of accuracy using Gaussian quadrature.
4.6 Numerical Solution Strategy

The computational strategy for the implementation of the *linearised approach* to solving the coupled axisymmetric acousto-magneto-mechanical system, in (4.20), is defined as a flowchart in Figure 4.15.

![Figure 4.15: Numerical solution strategy flowchart for the linearised approach solver.](image)

The idea for the numerical implementation is a modularised code, where the problem definition, pre-processing, static and dynamic *hp*-FEM solvers and the post-
processing are all contained in modules. The problem data module incorporates all of the problem definitions; including the geometry, materials and boundary information etc. of the problem. The problem data feeds into the pre-processing where, based on the defined $h$ and $p$, a mesh is generated and the shape functions and quadrature information of the reference element are obtained. Note that in the case a mesh is pre-defined, the code skips the mesh generation step. The static solver is then run to obtain the static solution, which uses the same $hp$-FEM solver as the dynamic problem, just with different system matrix terms. The dynamic solver is then run whereby the initial guess of the field is defined before constructing the system matrices and residual vector. The matrices are obtained first at an element level, where numerical integration on the reference element is performed, and then the elemental contributions are summed into the system matrices. The complete linear system is solved using a direct solver\footnote{Given the reduction in order to axisymmetric domains, the reduction in NDOF from 3D permits the use of direct matrix solvers. For 3D problems this will, however, require the use of iterative solvers and an efficient pre-conditioner to compute the matrix system, for examples of such solvers see \cite{77, 153}.} to obtain the update variable which is added to the initial guess to obtain the complete fields. This data can then be post-processed where error performance and plots are defined. For a series of techniques required to improve the efficiency of the implementation in MATLAB \cite{1}, see Appendix G.

The complete solution algorithm is summarised in Algorithm 2, at the end of Chapter 7.

### 4.7 Chapter Summary

This Chapter has provided a computational implementation of the novel \textit{linearised approach} for an axisymmetric system. A suitable transformation of variables has been performed to allow for standard $H^1(\Omega)$ conforming hierarchic finite element shape functions to be used. The treatment of the far field conditions (located at $\infty$) of the fields in truncated domains has also been considered to allow for the accurate simulation of the fields with minimal increase in the number of unknowns required in the system. The discrete linear system is defined first for the non-linear static problem, where a series of one-way coupling phenomena arise. Based on the physically motivated \textit{linearised approach}, the solution to the static system is then used in the discrete transient system to compute the transient fields, in a time harmonic description, of the fully coupled problem.
The discrete system of the novel linearised approach, obtained in this Chapter, permits an efficient monolithic single step solution strategy as the system matrices are independent of NR iteration. Thus, this system offers an efficient solution strategy and aligns with the objective of “To provide an efficient computational methodology for handling the solution to the coupled problem of MRI scanners using both approaches.”

In the next Chapter a series of numerical experiments will be performed on a variety of academic and industrially relevant benchmark examples. These experiments will test the algorithms and computational implementation of the linearised approach provided in the preceding Chapters 3 and 4.

Algorithm 1 Algorithm for the discrete hp-FE solution to linearised acousto-magneto-mechanical coupling in MRI scanners.

1: Prescribe an initial guess for the static \((\mathbf{A}^{DC[0]}, \mathbf{u}^{DC[0]}, \mathbf{p}^{DC[0]}) = (r\mathbf{A}_\phi^{DC[0]}e_\phi, r\mathbf{u}_r^{DC[0]}e_r + u_z^{DC[0]}e_z, \mathbf{p}^{DC[0]}) \in (X \times Y(u_D^{DC}) \times Z)\) and dynamic \((r\mathbf{A}_\phi^{[0]}e_\phi, r\mathbf{u}_r^{[0]}e_r + u_z^{[0]}e_z, \mathbf{p}^{[0]}) \in (X \times Y(u_D^{DC}) \times Z)\) fields.

2: Obtain the discrete static DC solution updates \((\delta_\mathbf{A}^{DC}, \delta_\mathbf{u}^{DC}, \delta_\mathbf{p}^{DC})\) by solving the linear monolithic system of the static problem, which is obtained analogous to (4.45).

3: Set the DC solutions to be
\[
\mathbf{A}^{DC} = r(\mathbf{A}_\phi^{DC[0]} + \delta_\mathbf{A}^{DC[0]})e_\phi,
\]
\[
\mathbf{u}^{DC} = \Re(\mathbf{u}^{DC[0]} + \delta_\mathbf{u}^{DC[0]}),
\]
\[
\mathbf{p}^{DC} = \mathbf{p}^{DC[0]} + \delta_\mathbf{p}^{DC[0]}.
\]

4: Obtain the discrete harmonic AC solution updates \((\delta_\mathbf{A}^{AC}, \delta_\mathbf{u}^{AC}, \delta_\mathbf{p})\) by solving the monolithic system (4.45).

5: Set the AC solutions to be
\[
\mathbf{A}^{AC} = r(\mathbf{A}_\phi^{[0]} + \delta_\mathbf{A}^{[0]})e_\phi,
\]
\[
\mathbf{u}^{AC} = \Re(\mathbf{u}^{[0]} + \delta_\mathbf{u}),
\]
\[
\mathbf{p}^{AC} = \mathbf{p}^{[0]} + \delta_\mathbf{p}.
\]

6: The complete linearised transient solutions are then
\[
\mathbf{A}(t) = \mathbf{A}^{DC} + \Re(\mathbf{A}^{AC} e^{i\omega t}),
\]
\[
\mathbf{u}(t) = \mathbf{u}^{DC} + \Re(\mathbf{u}^{AC} e^{i\omega t}),
\]
\[
\mathbf{p}(t) = \mathbf{p}^{DC} + \Re(\mathbf{p}^{AC} e^{i\omega t}).
\]
Chapter 5

Numerical Simulations of the Linearised Approach

5.1 Introductory Remarks
5.2 Error in the Solution
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5.4 Coupled Multi-Physics Problems
5.5 Chapter Summary

“Logic will get you from A to Z; imagination will take you everywhere.”

Albert Einstein
5.1 Introductory Remarks

This Chapter presents a series of academic and industrial numerical examples used to benchmark the newly proposed *linearised approach*, as presented in Chapter 3, and the discrete approach, as described in Chapter 4. First, the computational solution to a series of single physics problems, where the analytical solutions are known, are considered. Each of the three problems considered are concerned with a single physical field: the magnetic, mechanical and acoustic fields. The computational solution to a series of coupled physics problems are then considered.

From the objectives of this Thesis, discussed in section 1.4, this Chapter addresses the objective: “*To determine the accuracy of the linearised approach across the full operating range of MRI scanners*” by benchmarking the computational solutions to single and coupled physics problems against known analytical solutions as well as commercial codes to test the accuracy. The contents of this Chapter builds on the work carried out in the published papers [150, 26], where the discussion of the technical details has been extended.

The Chapter presents a series of single physics problems in Section 5.3 to demonstrate the independent validation of the electromagnetic, mechanical and acoustic fields for uncoupled problems in Sections 5.3.1, 5.3.2 and 5.3.3 respectively. The Chapter then goes on to present a series of coupled physics problems in Section 5.4. A coupled acousto-mechanical problem is presented in Section 5.4.1, followed by a simple MRI magnet type problem, for both magneto-mechanical and acousto-magneto-mechanical coupling in Section 5.4.2.

5.2 Error in the Solution

In order to confirm that the finite element implementation of the linear system presented in Chapter 4 produces the correct solutions to a given problem, the accuracy of the solution must be compared to known solutions. Certain simple academic problems provide analytical solutions that can be used to benchmark the *hp*-finite element implementation. To confirm the solutions are correct a series of error measures can be used to determine the accuracy of the solution across the complete domain by integration of the difference in the solutions.
5.2.1 Error Norms

In order to measure the quality of the computed solution, compared with the analytical, the error in the solution can be measured through the following norms

\[ \| e \|_{L^2(\Omega)} := (e, \overline{e})^{1/2}, \]
\[ \| e \|_{H^1(\Omega)} := (\| e \|_{L^2(\Omega)}^2 + \| \nabla e \|_{L^2(\Omega)}^2)^{1/2}, \]
\[ \| \sigma(e) \|_{SNS(\Omega)} := \| \text{tr}(\sigma(e)) \|_{L^2(\Omega)}, \]

where (5.1c) is only computed for mechanical problems. In the above, \( e \) denotes the difference between the computed and analytical solutions. In the above \( (e, \overline{e}) = \int_\Omega e \cdot \overline{e} \, d\Omega \) is the standard \( L^2 \) inner product and \( \overline{e} \) denotes the complex conjugate of \( e \). The three norms are used to measure the performance of the solution and its spatial gradients as well as the error associated with the sum of normal stresses to examine the extent to which the developed formulation can overcome mechanical locking [93, 52, 243].

Equipped with these error norms and knowledge of the theoretical a priori convergence rates of the \( hp \)-finite element scheme [244, 127], the academic single physics problems can be analysed, starting the electromagnetic problem.

5.3 Single Physics Problems

A series of single field problems are first presented, in order to determine the accuracy of the implementation for each of the three fields: magnetic, mechanical and acoustics. The three problems all have known analytical solutions and as such can be used to test the accuracy of the finite element implementation.

5.3.1 Conducting Sphere in a Uniform Alternating Magnetic Field

A closely related problem to the solution of (2.10), with \( J^s = J^l = 0 \), is that of a rigid conducting object located in free space excited by a uniform harmonic background magnetic field of amplitude \( H_0 \) and frequency \( \omega \). In this case \( \mu_0^{-1} \nabla \times A \rightarrow H_0 \) as \( |x| \rightarrow \infty \). For a spherical conductor \( \Omega_c = \{ x : |x|^2 \leq R^2 \} \) of radius \( R \), permeability \( \mu_s \) and conductivity \( \gamma_s \), as illustrated in Figure 5.1, an analytical axisymmetric solution is presented in [234] for \( A_\phi \).
Here, the case of \( R = 1 \text{m}, \gamma_s = 10^7 \text{S/m}, \mu_s = \mu_0, \mathcal{H}_0 = \mu_0^{-1} e_z \text{Wb} \) and angular frequencies \( \omega = [5, 50]2\pi \text{rad/s} \) is considered. To simulate this problem, the computational domain is chosen to be \( \Omega^m = ([0, 4] \times [-4, 4]) \text{m}^2 \) and a suitably simplified version of Algorithm 1 is solved. For this problem there is no static component of the magnetic field and as such \( \delta \hat{A} \phi|_{\partial \Omega_n} = \hat{A} \phi|_{\partial \Omega_n} \) and \( \hat{A} \phi := \delta \hat{A} \phi \).

To test the convergence of the \( hp \)-finite element solution a series of meshes of \([330, 598, 1248, 4952, 13882, 31117]\) unstructured quasi-uniform triangular elements of maximum size \( h = [0.5, 0.375, 0.25, 0.125, 0.075, 0.05] \text{m}, \) respectively, are generated. The convergence is measured using the relative error measure \( \| \mathcal{A}_\phi - \mathcal{A}_\phi \|_{L^2(\Omega^m)}/\| \mathcal{A}_\phi \|_{L^2(\Omega^m)} \) and \( \| \mathcal{A}_\phi - \mathcal{A}_\phi \|_{H^1(\Omega^m)}/\| \mathcal{A}_\phi \|_{H^1(\Omega^m)} \).

A blending function approach, discussed in Section 4.4.2, is considered to represent the exact geometry of the sphere’s surface \([244]\). This function avoids any geometrical error in the solution due to coarse approximation of the boundary.

**h-refinement**

Figures 5.2 and 5.3 plot the relative error measures \( \| \mathcal{A}_\phi - \mathcal{A}_\phi \|_{L^2(\Omega^m)}/\| \mathcal{A}_\phi \|_{L^2(\Omega^m)} \) and \( \| \mathcal{A}_\phi - \mathcal{A}_\phi \|_{H^1(\Omega^m)}/\| \mathcal{A}_\phi \|_{H^1(\Omega^m)} \) against the global characteristic length of the elements for varying degrees of element order of \( p = [1, 2, 3] \) under \( h \)-refinement for different excitation frequencies of \( f = [5, 50] \text{Hz} \).

Figure 5.2 shows the convergence of the \( L^2(\Omega) \) error against the maximum element edge length \( h \) on a logarithmic scale, where each point on the curve represents a mesh refinement and each curve uses a different element order for \( p = 1, 2, 3 \). After an initial region of pre-asymptotic behaviour, each curve indicates a straight line suggesting that the convergence is algebraic, as predicted in \([244, 127, 23, 102, 22]\). The slope triangles highlighted in the plots suggest that the correct \( p + 1 \) rate of
convergence for smooth problems\footnote{The $p+1$ convergence rate of the $L^2(\Omega)$ error norm under $h$-refinement is given by the a priori error estimate $\|e\|_{L^2(\Omega)} \leq Ch^{-(p+1)}$. Taking the log yields $\log \|e\|_{L^2(\Omega)} \leq \log C - (p + 1) \log h$.} [244], is achieved. Similar convergence rates are also obtained for $p > 3$, as shown in [254, 222].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figures.png}
\caption{(a) $f = 5\text{Hz}$ (b) $f = 50\text{Hz}$}
\end{figure}

Figure 5.2: Conducting sphere in a uniform alternating magnetic field: convergence of $\|A_\phi - A_\phi\|_{L^2(\Omega_m)}$ under $h$-refinement for elements of $p = [1, 2, 3]$ for frequencies of $f = [5, 50]\text{Hz}$, where the $L^2(\Omega)$ norm of the error is plotted against the maximum element edge length $h$.

Figure 5.3 shows the convergence of the $H^1(\Omega)$ error against the maximum element edge length $h$ on a logarithmic scale, where each point on the curve represents a mesh refinement and each curve uses a different element order for $p = 1, 2, 3$. After initial pre-asymptotic behaviour, the curves show the expected algebraic $p$ rate of convergence for smooth problems\footnote{The $p$ convergence rate of the $H^1(\Omega)$ error norm under $h$-refinement is given by the a priori error estimate $\|e\|_{H^1(\Omega)} \leq Ch^{-p}$. Taking the log yields $\log \|e\|_{H^1(\Omega)} \leq \log C - p \log h$.} as suggested in [244]. Similar convergence rates are, again, also obtained for $p > 3$.

In the case of the lower frequencies, the rates of convergence are better than those predicted, such as in Figure 5.2a, where the rate of 2.1 for $p = 1$ is greater than predicted etc. However, as the frequency increases, the theoretical rates of convergence of the error norms are no longer recovered for coarse discretisations, such as in Figure 5.2b, where only the last few fine meshes recover the correct convergence rate. The pre-asymptotic region is also more pronounced for higher frequencies, suggesting the importance of refinement for higher frequency. This effect is also apparent when looking at the $H^1(\Omega)$ error norm in Figure 5.3b. This effect is due to the decrease in the skin depth (see Appendix A for details) and thus larger gradients in the solution close to the surface of the conductor.
Figure 5.3: Conducting sphere in a uniform alternating magnetic field: convergence of $\|A_\phi - A_\Phi\|_{H^1(\Omega^m)}/\|A_\Phi\|_{H^1(\Omega^m)}$ under $h$-refinement for elements of $p = [1, 2, 3]$ for frequencies of $f = [5, 50]Hz$, where the $H^1(\Omega)$ norm of the error is plotted against the maximum element edge length $h$.

Figure 5.4 plots the $L^2(\Omega)$ and $H^1(\Omega)$ error norms against the number of degrees of freedom for various element order $p = 1, 2, 3$ under $h$-refinement. The slope triangles highlighted in the Figures illustrate that the correct convergence rates of $(p + 1)/2$ and $p/2$ are achieved [244]. These plots are used to illustrate the comparison between the speed of the (slower) algebraic and exponential rates of convergence obtained by the $h$- and $p$-refinement schemes, respectively.

Figure 5.4: Conducting sphere in a uniform alternating magnetic field: convergence of $\|A_\phi - A_\Phi\|_{L^2(\Omega^m)}/\|A_\Phi\|_{L^2(\Omega^m)}$ and $\|A_\phi - A_\Phi\|_{H^1(\Omega^m)}/\|A_\Phi\|_{H^1(\Omega^m)}$ at a frequency $f = 5Hz$ for elements of $p = [1, 2, 3]$ against the number of degrees of freedom $NDOF$ under $h$-refinement.
Uniform polynomial enrichment corresponding to $p = [1, 2, \cdots, 10]$ is now considered for a mesh of 1 248 unstructured quasi-uniform triangular elements of maximum size $h = 0.25m$. Figure 5.5 plots the relative error measures $\|A_\phi - A_\phi\|_{L^2(\Omega)} / \|A_\phi\|_{L^2(\Omega)}$ and $\|A_\phi - A_\phi\|_{H^1(\Omega)} / \|A_\phi\|_{H^1(\Omega)}$ against the number of degrees of freedom $NDOF$ for varying frequencies of the alternating magnetic field under $p$–refinement.

![Figure 5.5](image-url)
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Figure 5.5: Conducting sphere in a uniform alternating magnetic field: convergence of $\|A_\phi - A_\phi\|_{L^2(\Omega)} / \|A_\phi\|_{L^2(\Omega)}$ and $\|A_\phi - A_\phi\|_{H^1(\Omega)} / \|A_\phi\|_{H^1(\Omega)}$ under $p$–refinement.

Figure 5.5a shows the convergence of the error against the number of degrees of freedom on a logarithmic scale, where each point represents a polynomial refinement and the different curves correspond to different frequencies and error measures. Each line indicates a downward sloping curve suggesting that the convergence is exponential. This is confirmed by plotting the error on a logarithmic scale against the number of degrees of freedom raised to the power $1/2$ on an algebraic scale in Figure 5.5b, which agrees with the a-priori error estimates in [23, 22]. After a pre-asymptotic region, each curve becomes a straight line indicating that convergence of the numerical to the analytical solution is exponential with respect to the square root number of degrees of freedom for $p$–refinement of this problem. This corresponds to the expected rate for smooth solutions, as reported in [244].

As the frequency of the alternating magnetic field increases, the gradient of the lines in Figure 5.5b reduces indicating that, although still exponential, the rate of convergence is lower. Physically, this is due to the smaller skin depths $s = \sqrt{2/(\omega \gamma \mu)}$.

---

"The convergence rate under $p$-refinement is given by the a priori error estimate $\|e\|_{L^2(\Omega)} \leq Ce^{-(\beta N_{dof}^{1/2})}$. Taking the log yields $\log \|e\|_{L^2(\Omega)} \leq \log C - \beta N_{dof}^{1/2}$, where $\beta$ is a positive constant."
which characterises the depth to which the eddy currents \( J^o = \gamma E \approx i \omega A_\phi e_\phi \) decay to 1/e of their surface value, associated with higher \( \omega \), where \( e \approx 2.72 \) represents the natural number. It is possible to improve the gradient in the plots in Figure 5.5b by using a graded mesh towards the sphere’s surface [244].

\[
\frac{BBB}{\approx |\nabla \times (A_\phi e_\phi)|}
\]

Figure 5.6: Conducting sphere in a uniform alternating magnetic field: contours of \( |BBB| \approx |\nabla \times (A_\phi e_\phi)| \) around the conducting sphere at different frequencies.

To illustrate the different fields and skin depth effects for different frequencies, Figure 5.6 shows the contours of \( |BBB| \approx |\nabla \times (A_\phi e_\phi)| \) for the various frequencies of the converged solutions. This Figure illustrates the smaller \( s \) for higher \( \omega \) and the need to use higher fidelity discretisations to capture the solution with the same degree of accuracy.

**Infinite Elements**

If the analytical solution to the above problem was not known then a value of the field at the outer boundary would be required in order to solve the problem. In the case of an external uniform field the value of the solution at the farfield would correspond to this external field. Applying this as an approximate Dirichlet boundary condition would result in an error associated with the distance of the outer truncated boundary from the interior sphere.

In order to improve the accuracy of the far field boundary condition, without having to use large domains, the infinite element approach described in Section 4.4.4 can be applied. To apply the infinite elements the solution needs to be adjusted such that \( H = H_0 + H_* \) and thus \( A = A_0 + A_* \), where \( \nabla \times A_0 = \mu_0 H_0 \) and \( H_0 \) corresponds to the applied exterior magnetic field. Rather than solving for \( A \),
as was the case in Section 5.3.1, the problem may now be described in terms of solving for $A_\phi$, where the decay condition holds for infinite elements (see Appendix F for details). However, in the case of the MRI magnet problem then the field decay naturally tends to 0 and no perturbation in the fields is required.

Figure 5.7: Conducting sphere in a uniform alternating magnetic field: convergence of $||A_\phi - A_\phi||_{L^2(\Omega^m)}/||A_\phi||_{L^2(\Omega^m)}$ and $||A_\phi - A_\phi||_{H^1(\Omega^m)}/||A_\phi||_{H^1(\Omega^m)}$ for the perturbed eddy current problem using both infinite elements and an approximate boundary condition at $L = [5, 10, 15, 20]m$ under $p$-refinement.

Figure 5.7 plots the relative error measures $||A_\phi - A_\phi||_{L^2(\Omega^m)}/||A_\phi||_{L^2(\Omega^m)}$ and $||A_\phi - A_\phi||_{H^1(\Omega^m)}/||A_\phi||_{H^1(\Omega^m)}$ against the number of degrees of freedom $NDOF$ for a frequency of the alternating magnetic field of $f = 5Hz$ for both infinite elements and approximate boundary conditions applied to domains of varying outer boundary location $L = [5, 10, 15, 20]m$ under $p$-refinement.

Figure 5.7a and 5.7b show the convergence of the solution in the $L^2(\Omega)$ and $H^1(\Omega)$ norms on a logarithmic scale, respectively, where each point represents a polynomial refinement. Each of the curves (red, yellow, purple, green) represents a truncated domain of different size $\Omega^m = ([0, L] \times [-L, L])$, where the outer boundary is located at $L = [5, 10, 15, 20]m$, respectively. The blue line corresponds to the original domain of size $L = 4m$ with a layer of infinite elements on the outer boundary. In this case the boundary condition is approximated to the decay condition such that $A_\phi = 0$ on $\partial\Omega^m$. The curves corresponding to the truncated domains all show that the error is dominated primarily by the approximate boundary condition, which results in relatively large errors compared with the spatial discretisation, highlighted by the plateau of the curves. In this case, even larger domains would be required in order to obtain a reasonable accuracy, which would result in a significant increase in the number of degrees of freedom. On the other hand, applying a layer of 32 infinite
elements on the outer boundary allows for this truncation error to be overcome, thus recovering the optimal rates of convergence [244], shown on the blue curve.

5.3.2 Mechanical Shell Subject to a Pressure Field

To verify the treatment of the elasticity system, the solution of Equation (2.23) is considered for \( \sigma^e = 0 \). The static displacements \( \mathbf{u} = \mathbf{u}(t) \) are computed for the case of a spherical mechanical shell \( \Omega = \Omega_c = \{ x : r_i^2 \leq |x|^2 \leq r_o^2 \} \) of inner and outer radii \( r_i, r_o \), respectively. The inner and outer surfaces of the shell are subject to traction conditions \(-P_i \mathbf{n} \) and \(-P_o \mathbf{n} \) resulting from internal and external pressures \( P_i, P_o \) respectively, on different parts of \( \partial \Omega^m_N \), as illustrated in Figure 5.8. This problem is axisymmetric and has an analytical solution [41], which can be expressed in terms of the cylindrical displacement components \( (u_r, u_z) \).

![Figure 5.8: Mechanical shell subject to a pressure field: problem setup.](image)

Specifically, the problem is solved for \( r_i = 0.5 \text{m}, r_o = 1 \text{m}, E = 210 \times 10^9 \text{Pa}, P_i = P_o = 10^4 \text{Pa} \) and \( \nu = 0.49 \) so that the shell is nearly incompressible. As described in Section 2.3, part of the boundary of the shell must be fixed in order to ensure a unique solution of the field. A suitably simplified version of Algorithm 1 for a single iteration is solved, where the displacements are chosen to be fixed \( \delta^D_C[0] = u_r^D_C \mathbf{e}_r + u_z^D_C \mathbf{e}_z \) on a small boundary segment \( \partial \Omega^m_D \) according to the analytical solution. The region of computation corresponds to \( \Omega^m = \Omega_D^m = \{(r, z) : r_i^2 \leq (r^2 + z^2) \leq r_o^2 \} \).

Like the conducting sphere problem, a series of meshes of [11, 22, 44, 177, 489, 1 126] unstructured quasi-uniform triangular elements of maximum element edge size \( h = [0.5, 0.375, 0.25, 0.125, 0.075, 0.05] \text{m}, \) respectively, are generated to test the convergence of the \( hp \)-finite element solution. The convergence is measured using the relative error measure \( \| \mathbf{u} - \mathbf{u} \|_{L^2} / \| \mathbf{u} \|_{L^2} \) and \( \| \mathbf{u} - \mathbf{u} \|_{SNS} / \| \mathbf{u} \|_{SNS} \) where \( \mathbf{u} := \)
Again, a blending function approach is used to represent curved boundaries (for details see the previous problem).

**h-refinement**

Figures 5.2 and 5.3 plot the relative error measures \( \| \mathbf{u} - \mathbf{u} \|_{L^2}/\| \mathbf{u} \|_{L^2} \) and \( \| \mathbf{u} - \mathbf{u} \|_{SNS}/\| \mathbf{u} \|_{SNS} \) against the global characteristic length of the elements for varying degrees of element order of \( p = [1, 2, 3] \) under \( h \)-refinement.

![Graphs of relative error measures](image)

**Figure 5.9:** Mechanical shell subject to a pressure field: convergence of \( \| \mathbf{u} - \mathbf{u} \|_{L^2}/\| \mathbf{u} \|_{L^2} \) and \( \| \mathbf{u} - \mathbf{u} \|_{SNS}/\| \mathbf{u} \|_{SNS} \) under \( h \)-refinement for elements of \( p = [1, 2, 3] \), where the errors are plotted against the maximum edge length \( h \).

Figures 5.2 and 5.3 show the convergence of the \( L^2(\Omega) \) and \( H^1(\Omega) \) error against the maximum element edge length \( h \) on a logarithmic scale, where each point on the curve represents a mesh refinement stage and each curve uses a different element order for \( p = 1, 2, 3 \). After an initial region of pre-asymptotic behaviour, each curve indicates a straight line suggesting that the convergence is algebraic, as in the previous problem. The slope triangles highlighted in the plots suggest that the correct rate of convergence of at least \( p + 1 \) for \( L^2(\Omega) \) and \( p \) for \( H^1(\Omega) \) for smooth problems [244], is achieved. Similar convergence rates are also obtained for \( p > 3 \), as shown in [254, 222].

**p-refinement**

Uniform polynomial enrichment corresponding to \( p = [1, 2, \ldots, 10] \) is now considered for a mesh of 44 unstructured quasi-uniform triangular elements of maximum size \( h = 0.25m \). Figure 5.5 plots the relative error measures \( \| \mathbf{u} - \mathbf{u} \|_{L^2}/\| \mathbf{u} \|_{L^2} \) and
\[ \| \mathbf{u} - \mathbf{u} \|_{SNS} / \| \mathbf{u} \|_{SNS} \] against the number of degrees of freedom \( NDOF \) for varying frequencies of the alternating magnetic field under \( p \)-refinement.

Figure 5.10: Mechanical shell subject to a pressure field: convergence of \( \| \mathbf{u} - \mathbf{u} \|_{L^2} / \| \mathbf{u} \|_{L^2} \), \( \| \mathbf{u} - \mathbf{u} \|_{SNS} / \| \mathbf{u} \|_{SNS} \) under \( p \)-refinement.

Figure 5.11: Mechanical shell subject to a pressure field: contours of \( U_r \) and \( U_z \).

The results shown in Figures 5.10a and 5.10b illustrate similar trends to those shown previously, indicating that exponential convergence with respect to the number of degrees of freedom raised to the power 1/2 is also achieved through \( p \)-refinement for the mechanical problem. In particular, \( p \)-refinement serves as a method for overcoming volumetric locking that is known to be associated with the displacement formulation of elasticity for nearly incompressible material [243, 52, 255], and leads to exponential rates of convergence of the error measured in the
SNS(Ω) norm. Although, there is stagnation of convergence when the norms of the error reach $10^{-13}$, which coincides with the numerical precision of the computation. The displacements in the radial and axial directions of the shell, obtained using $p = 10$, are illustrated in Figure 5.11.

### 5.3.3 Sound-Hard Sphere Subject to an Incident Acoustic Pressure Field

Finally, to verify the acoustic system (2.31, 2.33), the problem of a sound hard sphere of radius $R$ in considered, illustrated in Figure 5.12. The sphere is illuminated by a harmonic incident wave $P^m = P_0 e^{ikz}$ of amplitude $P_0$ and wavenumber $k := \omega/c$. The complete solution is of the form $P = P^m + P^{sc}$, subject to the boundary condition $n \cdot \nabla P = 0$ on $\partial \Omega_c$ and admits an axisymmetric analytical solution for $P^{sc}$ [49].

![Figure 5.12: Sound-hard sphere subject to an incident acoustic pressure field: problem setup.](image)

Specifically, the problem is solved for $R = 1\text{m}$, $P_0 = 1\text{Pa}$, $k = [4\pi/3, 10, 30]\text{m}^{-1}$. A suitably simplified version of Algorithm 1 is solved on the computational domain $\Omega^m = ([0, 5.6] \times [-5.6, 5.6]) \setminus \{(r, z) : r^2 + z^2 \leq R^2\}\text{m}^2$ of which $\Omega^m_{pml} = \Omega^m\setminus([0, 4] \times [-4, 4])\text{m}^2$, with thickness parameters $[t_r, t_z] = [1.6, 1.6]\text{m}$, distance parameters $[d_r, d_z] = [4, 4]\text{m}$ and $\delta_P = 0$ on $\partial \Omega^m$.

Like the two previous benchmark problems, a series of meshes consisting of $[315, 569, 1191, 4716, 13228, 29597]$ unstructured quasi-uniform triangular elements of maximum size $h = [0.5, 0.375, 0.25, 0.125, 0.075, 0.05]\text{m}$, respectively, are generated to test the convergence of the $hp$-finite element solution. The convergence is measured using the relative error measure $\|P^{sc} - P^{sc}\|_{L^2}/\|P^{sc}\|_{L^2}$ and $\|P^{sc} - P^{sc}\|_{H^1}/\|P^{sc}\|_{H^1}$, where $P^{sc} := \delta_P$. Again, a blending function approach is used to represent curved boundaries (for details see the previous problems).
h-refinement

In terms of uniform mesh refinement for the acoustic problem, particularly in cases of low \( p \), the computational error will be dominated by the element size in the PML region, which will result in artificially polluted solutions \[175\]. Therefore, to provide an accurate error analysis the refinement of the PML has been chosen such that the error of the PML is sufficiently resolved such that the error is all within the mesh of the solution. This is done by setting the number of quadrilateral elements in the PML to correspond to the width of the outer layer of elements in the non-conducting domain \( \Omega_n \) and the number of layers of elements in the layer is then defined as \( n_{layer} = 20t_{PML}k/p \), where \( t_{PML} \) is the thickness of the PML in a specified direction and the coefficient of 20 is used to imply the general rule-of-thumb of number of points per wavelength required to be sufficiently resolved \[27\]. This results in \([4320, 5760, 8640, 17280, 28800, 43200]\) quadrilateral PML elements for each of the specified meshes for \( p = 1 \), approximately \( 1/2 \) that for \( p = 2 \) and approximately \( 1/3 \) that for \( p = 3 \).

Figures 5.13 and 5.14 show the convergence of the \( L^2(\Omega) \) and \( H^1(\Omega) \) error against the maximum element edge length \( h \) on a logarithmic scale, where each point on the curve represents a mesh refinement stage and each curve uses a different element order for \( p = 1, 2, 3 \). After an initial region of pre-asymptotic behaviour, each curve indicates a straight line suggesting that the convergence is algebraic, as in the previous problem. In the case of the acoustic problem, for the higher wave numbers the mesh requires further refinement, beyond that seen in the previous
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examples, in order to for the convergence rate to stabilise and this is due to numerical dispersion effects⁴ observed in wave propagation problems. However, once the effects of dispersion [17] are overcome further $h$-refinement results in the same rates of convergence as shown for the eddy current problem. For further details of this effect refer to the $p$-refinement study in the next section. The slope triangles highlighted in the plots suggest that the correct rates of convergence of at least $p + 1$ for $L^2(\Omega)$ and $p$ for $H^1(\Omega)$ for smooth problems [244], are achieved. Similar convergence rates can also obtained for $p > 3$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sound_hard_sphere_convergence.png}
\caption{Sound-hard sphere subject to an incident acoustic pressure field: convergence of $\|P_{sc} - P_{sc}\|_{H^1}/\|P_{sc}\|_{H^1}$, under $h$-refinement for elements of $p = [1,2,3]$ for wave numbers of $k = [4\pi/3,10]m^{-1}$, where the $H^1(\Omega)$ norm of the error is plotted against the maximum element edge length $h$.}
\end{figure}

$p$-refinement

For this problem, a fixed quasi-uniform mesh of 1191 unstructured triangular elements of maximum size $h = 0.25m$ is considered, where the same refinement study of $p = 1,2 \cdots, 10$ as the previous problems is performed. The convergence is measured using $\|P_{sc} - P_{sc}\|_{L^2}/\|P_{sc}\|_{L^2}$, $\|P_{sc} - P_{sc}\|_{H^1}/\|P_{sc}\|_{H^1}$, where $P_{sc} := \delta P$.

Figures 5.15a and 5.15b illustrate similar downward sloping trends, as shown in the previous examples. However, in this case the pre–asymptotic region is now affected by the increase in wave number. For higher wave numbers there is an initial stage of increase in error, which results from wave dispersion effects⁴, discussed in [16] and [116]. This effect is overcome by further increasing $p$ and eventually results in the same expected exponential rates of convergence as before, confirmed

⁴Numerical dispersion is the effect of waves behaving differently under poor numerical discretisation [17]. The under resolution of waves result in waves that do not propagate correctly.
in Figure 5.15b. This again, indicates that exponential convergence, with respect to the NDOF raised to the power 1/2, is also achieved through $p$–refinement for the acoustic problem, provided sufficiently high refinement is used to eliminate numerical dispersion. For the case of $k = 4\pi/3$ for $p > 7$ the convergence behaviour is suboptimal due to the effect of the PML, which is an approximate absorbing boundary condition, but nevertheless, accurate solutions are still obtained. The finest solution, using $p = 10$, of the scattered pressure field arising from the incident pressure field for wave numbers $k = [4\pi/3, 10, 30]$ are illustrated in Figure 5.16.
5.4 Coupled Multi-Physics Problems

5.4.1 Acoustic Wave Scattering of Thin Elastic Shell

A coupled acousto-mechanical problem is now considered. This problem consists of a thin elastic shell of thickness $t$, mid surface radius $R$ and material parameters $\rho_s$, $\nu$ and $E$. The shell is placed in a background medium, described by $\rho_f$ and $c_f$, and is illuminated by a harmonic incident pressure field $P^{in}$. The configuration is illustrated in Figure 5.17. This problem requires the solution of Equation (2.36) in absence of electromagnetic coupling and naturally lends itself to a harmonic treatment. For thin shells, the solution to this problem can be approximated by Kirchoff shell theory [49, 190] and the total exterior pressure becomes $P = P^{in} + P^{sc} + P^r$. For the incident field $P^{in} = P_0 e^{ikz}$, the component $P^{sc}$ corresponds to the hard scattering by the sphere and $P^r$ to the radiated pressure [49, 190].

![Figure 5.17: Elastic shell subject to an incident acoustic pressure field: problem setup.](image)

The problem is solved for $d_t = 0.05m$, $R = 1m$, $P_0 = 1Pa$, $k = \omega/c_f = [4\pi/3,10,30] m^{-1}$, $\rho_f = 1000kg/m^3$, $c_f = 1460m/s$, $\rho_s = 7800kg/m^3$, $\nu = 0.3$, $E = 210GPa$. The problem is treated computationally by applying a suitably simplified version of Algorithm 1 with $\delta_P := P^{sc} + P^r$ on the computational domain $\Omega^m = ([0,5.6] \times [-5.6,5.6]) \setminus \{(r,z) : r^2 + z^2 \leq (R - t/2)^2\} m^2$ with the same PML settings as in Section 5.3.3. As in Section 5.3.2, to avoid the shell from floating away, a small boundary segment $\partial\Omega^{mD}$ is fixed to have displacements $\mathcal{U}$ according to the analytical solution. The problem is driven by the incident pressure field in the form of a Neumann condition set on the external boundary of the shell $\{(r,z) : r^2 + z^2 = (R + t/2)^2\}$ as $\mathbf{n} \cdot \nabla \delta_P = -\mathbf{n} \cdot \nabla P^{in}$ and the coupling according to the interface conditions in Equation (2.36). The inside boundary of the shell is left free and the acoustic effects inside of the shell are ignored.
Figure 5.18: Elastic shell subject to an incident acoustic pressure field: effects of $h$– and $p$– refinement on the acoustic pressure field for $k = 4\pi/3\text{m}^{-1}$, plotted along a line along the $z = 0$ axis from $r = 1$ to $r = 5.6$.

Given that the convergence rates of the mechanical and acoustic fields have already been verified in Sections 5.3.2 and 5.3.3, the effectiveness of both $h$– and $p$– refinement are now compared directly with the analytical solution for $k = 4\pi/3\text{m}^{-1}$. In Figure 5.18, various $hp$ enriched solutions are plotted for the line segment $1.025\text{m} \leq r \leq 5.6\text{m}$, $z = 0$, taken from the outer surface of the shell to the truncated boundary. In the case of Figure 5.18a a series of meshes consisting of $[867, 922, 1,198, 8,134]$ elements corresponding to $h = [1, 0.7, 0.4, 0.1]$ for $p = 1$ are used. In contrast, in the case of Figure 5.18b the same mesh, consisting of $h = 0.4$ and 1,198 elements, and $p = [1, 2, 3, 4]$ are used. For both $h$– and $p$– refinement the computed solution tends to the analytical for $r \leq 4\text{m}$. However, for $h$– refinement a mesh of $h \approx 0.1\text{m}$ with 8,134 elements, with 7,572 unknowns, is required to obtain good agreement with the analytical solution, with a level of accuracy of $O(10^{-2})$. On the other hand, using $p = 2$ on a mesh with 867 elements requires only 1,021 unknowns for comparable accuracy in the solution. If $p$ is further refined to $p = 4$ then the number of unknowns increases to 4,163, but with improvement in the relative accuracy by two orders of magnitude to $O(10^{-4})$. The PML is defined by the grey area, in which the computed solution is non physical and absorbed.

Figure 5.19 shows comparisons in computed and analytical solutions for higher wave numbers of $k = [10, 30]\text{m}^{-1}$ and a fixed mesh of $h = 0.5$ corresponding to 1,658 elements. For both cases the order of $p = 4$, used to obtain the finest solution in Figure 5.18, offers reasonable agreement with the analytical solution and is able to capture the higher frequencies of the waves. However, for increasing wave numbers...
the computed solution requires even further $p$–refinement in order to accurately capture the solution in these regions due to the aforementioned dispersion effects. The solution case for $p = 4$ and a suitably refined solution of each case is plotted against the analytical solution in Figures 5.19a and 5.19b. The mesh density required for $p = 1$ elements to capture the high frequency wave effects at $k = 30\text{m}^{-1}$ results in a significantly greater number of degrees of freedom for such geometries.

The interaction between the pressure field and the displacements of the shell is illustrated in Figure 5.20, where the computed deformed shape of the shell is plotted in the surrounding acoustic field.

The success of high order $hp$ discretisations for the preceding case studies motivates the strategy for the following industrial example, which does not have an
5.4.2 Test Magnet Problem

An industrially relevant benchmark problem, proposed by Siemens Magnet Technology, is now considered. This problem involves a simplified quarter-size representation of an MRI scanner and is also modelled and presented in [150, 26]. The problem setup comprises of the same main components illustrated in Figure 1.2, with a reduced complexity in the coil configuration. The setup comprises of three metallic shields known as the Outer Vacuum Chamber (OVC) $\Omega_{c}^{OVC}$, 77K radiation shield $\Omega_{c}^{77K}$ and 4K helium vessel $\Omega_{c}^{4K}$, which make up $\Omega_{c}$ and each with different material parameters ($\gamma$, $\mu$, $\nu$, $E$, $\rho$). A pair of main coils, with static current source $J^{DC}$, are located on the outside of the three shields and a pair of gradient coils, with alternating current source $J^{AC}(t)$, are located within the imaging bore. Both are assumed as Biot-Savart coils (see Section 2.5.2) and are illustrated in Figure 5.21.

![Diagram of MRI scanner](image)

Figure 5.21: Simplified MRI scanner subject to alternating and static current driven coils: problem setup.

This problem is treated computationally for two cases; in the first case, a suitably simplified version of Algorithm 1 is applied, in which the acoustic effect is neglected and the focus is purely on the magneto-mechanical coupling mechanisms, as in [150]. In the second case, the fully coupled acousto-magneto-mechanical systems in Algorithm 1 is considered. The non–conducting region, comprised of air, is truncated to create the domain $\Omega^{m} = ([0, 1.26] \times [-1.68, 1.68])m^{2}$, with the PML $\Omega^{m}_{pml} = \Omega^{m}\setminus([0, 0.9] \times [-1.2, 1.2])m^{2}$. As in Section 5.3.2, to provide unique solutions, a small boundary segment $\partial\Omega_{c}^{D}$ of the conductors is fixed to have displacements $U = 0$. 
which represents the physical fixings on actual MRI systems. The exact geometries and material parameters of the conducting components are confidential and so are not displayed in this Thesis. The solution is analysed for an unstructured mesh of 8464 triangles of maximum size \( h = 0.25 \text{m} \), but with substantial refinement in \( \Omega_m \). Of these elements, \( \sim 1700 \) are located within \( \Omega_m \). This example serves to show the predictive capability of the linearised approach and is validated with comparison of the results with industrial data supplied by Siemens Magnet Technology (SMT).

### Dissipated Power and Eddy Currents

A quantity of industrial interest is the power dissipated in \( \Omega_{OVC} \), \( \Omega_{77K} \) and \( \Omega_{4K} \). This measure is used to quantify the resonance behaviour of the MRI system and to determine the frequencies at which operation is undesirable. This measure is given in terms of the eddy (Ohmic) currents, and for the harmonic component of the magnetic vector potential \( \delta_A \) (see Remark 5.1), becomes

\[
P^o_{\Omega}(\omega, \delta_A) = \frac{1}{2} \int_{\Omega} \int_{\Omega} \frac{1}{\gamma} \left| \mathbf{J}^e(t) \right|^2 \, d\Omega = \frac{1}{2} \int_{\Omega} \gamma \left| \mathbf{E} \right|^2 \, d\Omega \approx \pi \omega^2 \int_{\Omega_m} \gamma |\delta_A|^2 \, r \, d\Omega_m. \tag{5.2}
\]

**Remark 5.1** The time averaged output power over a time period \( T \) is given as

\[
P^o_{\Omega}(\omega, \delta_A) = \frac{1}{T} \int_{t}^{t+T} \frac{1}{\gamma} \left| \mathbf{J}^e(t) \right|^2 \, dt \, d\Omega
\]

where for a linear problem the time period associated with a single frequency is \( T = 2\pi/\omega \). With the complex time harmonic representation the eddy currents become

\[
\mathbf{J}^e(t) = \text{Re} \left( \mathbf{J}^e e^{\omega t} \right) = \text{Re} \left( \mathbf{J}^e \right) \cos(\omega t) - \text{Im} \left( \mathbf{J}^e \right) \sin(\omega t)
\]

and thus the output power dissipation becomes

\[
P^o_{\Omega}(\omega, \delta_A) = \frac{\omega}{2\pi} \int_{\Omega} \int_{t}^{t+T} \frac{1}{\gamma} \left| \mathbf{J}^e(t) \right|^2 \, dt \, d\Omega
\]

\[
= \frac{\omega}{2\pi} \int_{\Omega} \int_{t}^{t+T} \frac{\omega}{2\pi} \left( \text{Re} \left( \mathbf{J}^e \right)^2 \cos^2(\omega t) + \text{Im} \left( \mathbf{J}^e \right)^2 \sin^2(\omega t) 
\]

\[
-2\text{Re} \left( \mathbf{J}^e \right) \text{Im} \left( \mathbf{J}^e \right) \cos(\omega t) \sin(\omega t) \right) \, dt \, d\Omega.
\]

By using the definitions of the integrals of trigonometric function [241], the time
The harmonic definition of the output power becomes
\[ P_Ω^o(ω, δ_A) = \frac{1}{2} \int_Ω \frac{1}{\gamma} |f|^2 dΩ. \]

In [150], the output power \( P_{Ω^c}^o(ω, A^{AC}), P_{Ω^k}^c(ω, A^{AC}) \) and \( P_{Ω^k}^k(ω, A^{AC}) \), where \( A^{AC} \) is the equivalent to \( δ_A \) but obtained by the fixed point scheme, was compared to a set of industrial results using the NACS software [8]. This is revisited by including the results of the new monolithic formulation, both with and without acoustic effects. The converged results are plotted in Figure 5.22, where a sweep over the alternating current driving frequencies is performed in the range \( ω := 2πf = 2π(10 ≤ f ≤ 5000)rad/s \) for a frequency step \( ∆f = 10Hz \). In the Figure; the black line represents the results obtained by Siemens using NACS, the red line the results of the previous fixed point scheme, the blue line the monolithic magneto-mechanical formulation and the yellow line the fully coupled monolithic system with acoustic effects.

In absence of acoustic effects, and for \( f ≤ 3000Hz \), the fixed point, monolithic and NACS results for \( P_{Ω^c}^o(ω, A_{AC}) \) and \( P_{Ω^k}^c(ω, A_{AC}) \) are in close agreement with each other since in this case the problem is well approximated by the pure eddy current model. The fixed point and monolithic results for \( P_{Ω^k}^k(ω, A_{AC}) \) also give good agreement in this region, however, the results obtained by NACS offer very small differences of \( O(10^{-1}) \) for \( f > 1000Hz \). It can be conjectured that this is due to the limitations of the low order elements in accurately resolving the skin depth effects with increasing frequency, illustrated in Figures 5.23 and 5.24. In this problem the \( 4K \) shield is the thinnest and so the eddy currents will penetrate this shield more quickly than the others, thus requiring a better resolution, than that of the low order elements used. These methodologies also give a similar prediction of the resonance region occupied by \( 3500Hz ≤ f ≤ 4500Hz \) with the NACS model being damped due to the artificial Rayleigh damping [114]. The effect of this damping on the response of the system results in a change in the amplitude and frequency range of the resonance region [114, 181].

The newly proposed monolithic framework of the linearised approach offers computational advantages over the fixed point strategy, in [150], since the solution is obtained in a single iteration, as opposed to multiple iterations, which grows in the
resonance region. This enables rapid and robust solutions at each frequency to be performed, which offer trivial parallelism and greater resolution in the resonance region for the same computational cost. Notably, the resonant frequencies computed using the fixed point scheme exactly match those obtained by the monolithic scheme, albeit with differing magnitude of the peaks due to the effects of matrix equation conditioning and the fact that for undamped systems the solution tends to infinity at resonance.

The predicative capability of the linearised approach is further demonstrated by the inclusion of acoustic effects, which has substantial effects in $P_{\Omega^7K}(\omega, A_{AC})$ and $P_{\Omega^4K}(\omega, A_{AC})$ for $f \geq 500$Hz, not included in the NACS software or the fixed point scheme in [150]. Negligible effects for $P_{\Omega^0VC}(\omega, A_{AC})$ are obtained since the OVC is located closest to the inner bore tube and, therefore, the gradient coils, and dissipated power is dominated by the electromagnetic effects. In contrast, the other two shields are located to the outside of the OVC and hence acoustic propagation effects
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$P_{\Omega^7K}(\omega, A_{AC})$
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$P_{\Omega^4K}(\omega, A_{AC})$

Figure 5.22: Simplified MRI scanner subject to alternating and static current driven coils: ohmic power dissipation as a function of alternating current frequency.
cause these shields to further perturb the output power. Note that repeating the
results with coils treated as deformable conductors leads to only negligible changes
in the output power and, therefore, these results are not shown.

(a) $f = 160\text{Hz}$, $p = 1$  \hspace{1cm} (b) $f = 160\text{Hz}$, $p = 5$

(c) $f = 4100\text{Hz}$, $p = 1$  \hspace{1cm} (d) $f = 4100\text{Hz}$, $p = 5$

Figure 5.23: Simplified MRI scanner subject to alternating and static current driven coils: con-
tours of the eddy currents $\text{Re}(\mathcal{J}_e^p)$ for $p = 1, 5$ and $f = \{160, 4100\}\text{Hz}$.

To illustrate the skin effect at different frequencies, Figure 5.23 shows the eddy
current distributions at $f = 160\text{Hz}$ and $f = 4100\text{Hz}$ for both $p = 1$ and $p = 5$. At
the lower frequency the skin effects are already well resolved by $p = 1$ elements, but
the higher frequency $p \geq 4$ elements are required to resolve the small skin depth.
This is further illustrated in Figure 5.24, which shows the convergence of $\mathcal{J}^p$ in $\Omega^{4K}$
along the line $z = 0.04\text{m}$ for $p = 1, 2, \cdots, 5$.

(a) $f = 160\text{Hz}$

(b) $f = 4100\text{Hz}$

Figure 5.24: Simplified MRI scanner subject to alternating and static current driven coils: effects
of $p$– enrichment on the eddy current resolution $\text{Re}(\mathcal{J}_e^p)$ in $\Omega^{4K}$ for $f = [160, 4100]\text{Hz}$.
Kinetic Energy and Mode Shapes

The kinetic energy of \( \Omega^{OVC} \), \( \Omega^{77K} \) and \( \Omega^{4K} \) is of industrial interest for understanding the motion of the conductors, highlighting the resonance frequencies and the corresponding mode shapes of the scanner’s structure. In terms of the computed displacements \( \delta_U \), this is

\[
E_{\Omega}^k(\omega, \delta_u) = \frac{1}{4} \int_{\Omega} m|\mathbf{v}|^2 \, d\Omega = \frac{1}{4} \int_{\Omega} \rho \omega^2|\delta_u|^2 \, d\Omega \approx \frac{\pi}{2} \int_{\Omega^m} \rho \omega^2|\delta_u|^2 r \, d\Omega^m. \quad (5.3)
\]

Figures 5.25, 5.26 and 5.27 illustrate the kinetic energy as a function of the driving current frequency in the gradient coils in \( \Omega^{OVC} \), \( \Omega^{77K} \) and \( \Omega^{4K} \) respectively. For each spike in the kinetic energy, or resonant frequency, a corresponding 3D axisymmetric mode shape of the shield is included. Higher resonant frequencies excite higher order sinusoidal modes as the Figures illustrate. The resonant frequencies of the kinetic energy in the shields coincide with the frequencies experienced in the output power, which suggests that the primary source of excitation in the conductors is that of the eddy currents dissipated in the shields.

The computed modes of the OVC, illustrated in Figure 5.25 correspond to the Eigen-modes of the mechanical system. Table 5.1 shows the modes computed by the linearised approach and the corresponding Eigen-modes, obtained from an Eigen-value analysis of the mechanical system [81, 114]. As highlighted in Table 5.1, only the odd numbered modes appear to be activated in the coupled system. This is due to the forcing of the system through the placement of the gradient coils. The mechanical system is excited through magnetic stresses, which for the transient case are generated through the transient magnetic field. Due to the location of the coils, inside of the bore tube, the primary direction of the magnetic gradient field is in the radial direction and so only the radial modes would become excited.

Fully Coupled Response

Finally, the complex behaviour of the magnetic flux lines, acoustic contour lines and deformed structure are illustrated in Figure 5.28 for a range of frequencies in both the eddy current dominant (low frequency) and the resonance (high frequency) regions. This Figure illustrates that in the low frequency region (\( 120\text{Hz} \leq f \leq 1500\text{Hz} \)) a patient in the bore can become exposed to sufficiently higher noise levels than that of the exterior region of the scanner, with the sound radiating and decaying outwards in space. This is due to the dominance of the harmonic magnetic field

\footnote{By applying a similar analysis to that in Remark 5.1.}
Figure 5.25: Simplified MRI scanner subject to alternating and static current driven coils: $E^k_{OVC}(\omega, \delta_U)$ and resonant mode shapes.

<table>
<thead>
<tr>
<th>OVC Mode</th>
<th>Mag-mech (Hz)</th>
<th>Eigenvalues (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3580</td>
<td>3584.52</td>
</tr>
<tr>
<td>2</td>
<td>3772.69</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3870</td>
<td>3869.44</td>
</tr>
<tr>
<td>4</td>
<td>3875.44</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3950</td>
<td>3954.48</td>
</tr>
<tr>
<td>6</td>
<td>4030.39</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4280</td>
<td>4279.24</td>
</tr>
<tr>
<td>8</td>
<td>4511.34</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4880</td>
<td>4878.37</td>
</tr>
</tbody>
</table>

Table 5.1: Simplified MRI scanner subject to alternating and static current driven coils: Computed modal frequencies and corresponding Eigen-frequencies for $\Omega^OVC$. 
Figure 5.26: Simplified MRI scanner subject to alternating and static current driven coils: $E_{\Omega_7 K}^K(\omega, \delta U)$ and resonant mode shapes.
Figure 5.27: Simplified MRI scanner subject to alternating and static current driven coils: \( E_k^{\Omega, K} (\omega, \delta_U) \) and resonant mode shapes.
arising from the gradient coils, located inside the imaging volume, which gives rise to the source term in the acoustic Helmholtz system in (2.31). As the frequency increases ($1500\text{Hz} \leq f \leq 3700\text{Hz}$), the effect of the mechanical resonance begins to dominate and the acoustic field is further excited by the displacement of the shields and the sound intensity outside of the scanner increases. The case of $f = 4075\text{Hz}$ illustrates a higher frequency mode shape and the effect of the displacement on the acoustic field. In this case the magnetic field is further perturbed due to the increase in Lorentz currents resulting from the acoustic excitation. Notably, in each case, the greatest sound intensity is that inside the bore tube, suggesting that the highest noise levels are experienced by the patient.

5.5 Chapter Summary

This Chapter has presented a series of industrial and academic benchmark problems to test the capability of the novel linearised approach of the acousto-magneto-mechanical problem derived in Chapter 3 and using the discrete approach outlined in Chapter 4. Each individual physical field; electromagnetic, mechanical and acoustic, has been rigorously benchmarked by performing convergence studies and measuring the error norms and shown to give accurate results compared to the analytical solutions with the correct theoretical rates of convergence [244, 127]. The coupled system has been benchmarked through comparisons with both analytical solutions and comparisons with commercial codes, as well as the fixed point magneto-mechanical scheme presented in [150].

The results obtained, for the range of examples considered, show that the linearised approach offers accurate solutions for a range of different problems analysed and thus aligns with the objective of “To determine the accuracy of the linearised approach across the full operating range of MRI scanners”.

The next step is to compare the performance of this newly proposed linearised approach in accurately predicting the behaviour of the fully coupled non-linear system. The next three Chapters of this Thesis present an approach to the solution of the full non-linear coupled problem through the formulation, numerical implementation and a series of numerical examples. This approach, named the non-linear approach is used to compare against the linearised approach to determine the accuracy of the linearised approach in computing the solution to the fully coupled system.
Figure 5.28: Simplified MRI scanner subject to alternating and static current driven coils: magnetic flux lines (red), acoustic contour lines (yellow) and displaced shields $\Omega_c$. 
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6.1 Introductory Remarks

This Chapter describes the treatment of the non-linearity of the novel non-linear coupled acousto-magneto-mechanical equation through the linearisation of the system. In Chapter 3, a linearisation about the static solution fields was formulated which allows for the generation of a discrete single step monolithic solution strategy, described in Chapter 4. This Chapter builds on the work presented in Part III of this Thesis by revisiting the linearisation of the non-linear equations in Chapter 3, and provides an alternative formulation, suitable for transient simulations of the full non-linear problem. A set of rigorously derived bounds on the relative contributions of the non-linear terms in the non-linear approach that are not present in the linearised approach are also presented.

The relative importance of the non-linear terms will depend on the strength of the coupling between the acoustic, mechanical and electromagnetic fields. In the context of MRI scanners, it is thus imperative to answer two important questions: 1) How good is the agreement between the computationally efficient linearised approach compared with the intensive treatment of the fully non-linear system, denoted as the non-linear approach?; and 2) Over what range of MRI operating conditions can the linearised approach be expected to provide acceptable results for MRI scanner design?

From the objectives of this Thesis, discussed in section 1.4, the complete non-linear approach can be used to compare against the computationally efficient linearised approach and this comparison aligns with the objectives; “To develop the complete non-linear approach to solving the coupled system of equations” and “To determine a series of theoretical measures that can be used to measure the non-linearity of the coupled problem in MRI scanners.” The contents of this Chapter builds on the work carried out in the submitted paper [25], through an extension of the discussion of the technical details.

The Chapter starts with a brief recollection of the coupled transmission problems, previously presented in Chapter 2, with a further discussion on the initial conditions of the system in Section 6.3. Section 6.4 then briefly summarises the Newton-Raphson procedure of the linearised system of non-linear equations and presents it in the form of a dynamic second order Equation of Motion (EOM), where the mass, stiffness and damping terms are defined. In Section 6.5, a comparison of the energy associated with a fully non-linear solution and that of the linearised approach is made resulting in a series of rigorous bounds. In doing so, a series of measures
for the non-linearity of the acousto-magneto-mechanical coupling in MRI scanners can be developed which can be used to determine the accuracy of the linearised approach. The contents of this Chapter are then summarised in Section 6.6.

**Remark 6.1** Part IV of this Thesis works directly with the transient transmission problem in Equation (2.36), Chapter 2 in the time domain. As such, the time harmonic representation of the variables \((\mathbf{A}, \mathbf{u}, \mathbf{P})\), used in Part III, are no longer required and the time dependent solution variables \((\mathbf{A}, \mathbf{u}, \mathbf{P})\) will be treated directly.

### 6.2 MRI Operating Conditions

MRI scanner resolution is determined by the strength of the static magnetic field, \(H^{DC}\), produced by the main magnet. The magnitude of magnetic flux density of such fields, \(|B^{DC}|\), is typically in the region of 1.5-3T (approximately 30,000 to 70,000 times the strength of that of the Earth) for clinical operation [196, 229, 228], with some 7T units in use for medical research applications [249, 129]. Recently, the Siemens 7T magnet, the MAGNETOM Terra [227], has also been cleared for clinical use as well as use in research. The magnitude of the magnetic flux density, quoted by manufacturers, is defined as the maximum value of the flux density magnitude on the imaging bore axis \(^1\), in the centre where the patient lies, shown in Figure 6.1. Recent advances in MRI design have resulted in magnets of flux densities of up to 12T coming into production, which will allow for very high resolution images to be obtained, compared with the current systems [211]. These scanners all typically utilise superconducting magnets consisting of wound conducting wires, resembling solenoids, that are supercooled by being immersed in liquid helium (to temperatures of approximately 4K). Some open C-shaped MRI scanners, which utilise permanent magnets to generate the static field, are still available, but these are less common in current imaging units due to their relatively low flux densities of approximately 0.3T.

In addition to the static field generated by the main magnet, MRI scanners use pulsed time varying magnetic field gradients, generated through sets of resistive coils, which excite the tissues and generate images of the patient. The gradient in

\(^1\) The imaging bore is located in free space and as such \(B^{DC} = \mu_0 H^{DC}\), where \(\mu_0 = 4\pi \times 10^{-7}\) H/m is the permeability of free space.
the magnetic flux density of these fields is much smaller than the flux density of the main static field, typically with amplitudes in the region of \(30-80 \times 10^{-3} \text{T/m}\) [196, 229, 228].

6.3 Coupled System

The fully coupled system of non-linear equations describing the magnetic, mechanic and acoustic behaviours of an MRI scanner are presented in Chapter 2. The transmission conditions, present at the interface between the conducting and non-conducting regions as well as initial and far field conditions of the system are also described. From this coupled transmission problem, the linearised approach was introduced by a suitable additive split of the exciting current source \(J_s(t)\), described in Chapters 3, 4 and 5. This Section briefly recalls the fully coupled transmission problem derived in Chapter 2 and focusses on the treatment of the transient non-linear problem as a means of verifying the linearised approach.

6.3.1 Transient Non-Linear System

The fully coupled transient acousto-magneto-mechanical system is described through the transmission problem defined in (2.36) Chapter 2. This system describes the interaction between the magnetic, mechanical and acoustic fields, \(\mathbf{A}, \mathbf{u}, P\) respectively, through a series of coupled body terms and interface conditions. The magneto-mechanical coupling arises due to Maxwell stresses and Lorentz currents that arise in the conductor (see Appendix A for further details). The acousto-mechanical cou-

---

\(^2\)The gradient field is typically measured in terms of spatial rate of change in the magnetic flux density along the imaging bore axis, in Teslas per metre (T/m). The magnitude of the magnetic flux density arising from these coils is orders of magnitude smaller than that of the main coils.
pling arises due to continuity conditions in the traction forces and accelerations at the conductor-non-conductor interface (see Appendix B for details). In the case of Biot-Savart coils (see Section 2.5.2), a one-way acousto-magnetic coupling term arises inside the coil regions, which are located in free space. These coupling phenomena appear in the linear system and the terms highlighted in Chapter 4 Equation (4.45).

The non-linear approach to solving this system of equations is obtained by treating this system directly using the time dependent variables \( (A, u, P) \).

### 6.3.2 Static Problem

MRI scanners are driven by time varying current sources through a series of conducting coils and thus the system, in (2.36), is excited through the current source \( J^s(t) \). During operation, however, MRI scanners typically remain at static field and only apply time varying currents during imaging sequences [238]. This allows for the decomposition of the current source \( J^s(t) = J^{DC} + J^{AC}(t) \), where \( J^{DC} \) corresponds to the static current source of the main magnetic coils and \( J^{AC}(t) \) the transient current source of the gradient coils. The solution to the static problem \( (A^{DC}, u^{DC}, P^{DC}) \) is achieved by setting \( J^s = J^{DC} \) and assuming the fields are not time dependent in (2.36) resulting in the system for \( (A^{DC}, u^{DC}, P^{DC}) \), in Equation (2.38). After linearising the system and applying a Newton-Raphson scheme the solution to the linear system is obtained by solving (3.26) and (3.27).

### 6.3.3 Initial Conditions

In the treatment of the linearised approach, in Chapter 3, the initial conditions in (2.36) were set to be zero, such that they represented a system at rest. This corresponds to a MRI scanner with the magnetic field completely switched off. In practice, however, MRI scanners are typically maintained at full field strength, whilst in clinical use, due to the time required for the static magnetic field to reach the desired field strength. The gradient (time varying) fields are then only applied during imaging sequences of the patient. This offers physical motivation to set the initial conditions for (2.36) to the solution of the static field components and so become

\[
A(t = 0) = A^{DC} \quad \text{in } \mathbb{R}^3, \quad (6.1a)
\]

\[
u(t = 0) = u^{DC}, \quad \frac{\partial u}{\partial t}(t = 0) = 0 \quad \text{in } \Omega_c, \quad (6.1b)
\]
\[ P(t = 0) = P^{DC}, \quad \frac{\partial P}{\partial t}(t = 0) = 0 \quad \text{in } \mathbb{R}^3 \setminus \Omega_c. \quad (6.1c) \]

Setting these initial conditions for the system in (2.36) permits the solution of the much larger static component independently of time. The transient simulations can then be started from this point. With the knowledge of the static field, only solutions of the transient components of the fields at each time instance are required, resulting in shorter simulation times. This choice also more accurately represents an MRI scanner during actual clinical use [238].

6.4 Linearisation

The transient problem in (2.36) presents a non-linear system of coupled equations describing electromagnetic, mechanic and acoustic behaviours in an MRI environment. In this section the linearisation of (2.36) is briefly recalled and the linearised and non-linear approaches are presented for the solution of (2.36). The focus is then placed on the construction of the linearised dynamic system of equations by separating out the terms involving the first and second temporal derivatives. This representation, after applying spatial discretisation, will allow for the transient system to be presented in terms of a dynamic system involving mass, damping and stiffness matrices.

6.4.1 Non-Linear Approach

In order to solve the fully non-linear system of equations the linearised weighted residual form of the coupled equation set in (3.28) and (3.29) must be solved directly. In this case, the solution fields are time dependent and as such will require further treatment in order to solve.

Coupled Weak Form

The solution to the linearised system of coupled non-linear equations, presented in weighted residual form in Equations (3.28) and (3.29), may be expressed, in a continuous sense, in terms of the following iterative NR procedure: Find \( (\delta_A^{[k]}, \delta_u^{[k]}, \delta_P^{[k]})(t) \in (X \times Y(0) \times Z)[0, T] \) such that

\[
DR_A(A^i; A^{[k]}, u^{[k]})[\delta_A^{[k]}] + DR_A(A^i; A^{[k]}, u^{[k]})[\delta_u^{[k]}] = -R_A(A^i; A^{[k]}, u^{[k]}),
\]

(6.2a)
6.4 Linearisation

\[ DR_u(u^\delta; A^{[k]}, u^{[k]}, P^{[k]})[\delta_A^{[k]}] + DR_u(u^\delta; A^{[k]}, u^{[k]}, P^{[k]})[\delta_u^{[k]}] + DR_u(u^\delta; A^{[k]}, u^{[k]}, P^{[k]})[\delta_P^{[k]}] = -R_u(u^\delta; A^{[k]}, u^{[k]}, P^{[k]}), \]  
\( \tag{6.2b} \)

\[ DR_P(P^\delta; A^{[k]}, u^{[k]}, P^{[k]})[\delta_A^{[k]}] + DR_P(P^\delta; A^{[k]}, u^{[k]}, P^{[k]})[\delta_u^{[k]}] + DR_P(P^\delta; A^{[k]}, u^{[k]}, P^{[k]})[\delta_P^{[k]}] = -R_P(P^\delta; A^{[k]}, u^{[k]}, P^{[k]}), \]  
\( \tag{6.2c} \)

for all \((A^\delta, u^\delta, P^\delta) \in X \times Y(0) \times Z\) for a particular iteration \([k]\), where the system of weak variational residuals and their directional derivatives are defined in (3.28) and (3.29) respectively and obtained by adopting the approach in [38]. The definitions \(X, Y, Z\) were previously introduced in Chapter 3 Equation (3.5).

The solution fields are obtained by first defining an initial guess of the three fields \((A^{[0]}, u^{[0]}, P^{[0]})\) and then solving (6.2) to obtain the solution updates \((\delta A^{[k]}, \delta u^{[k]}, \delta P^{[k]}).\) The solution fields are then updated, for a given iteration, by summing the solution field of the previous iteration and the solution updates

\[ A^{[k+1]} = A^{[k]} + \delta A^{[k]}, \]
\[ u^{[k+1]} = u^{[k]} + \delta u^{[k]}, \]
\[ P^{[k+1]} = P^{[k]} + \delta P^{[k]}, \]

until \(|R_A, R_u, R_P| < TOL\) where TOL is a user supplied tolerance. The resulting solutions are \(A(t), u(t)\) and \(P(t)\). Equation (6.2) is similar to the static NR system presented in Equation (3.26), Chapter 3. However, given that it is a transient system, will require more than a single iteration to converge, due to the non-linearities present in the transient terms that result in two-way coupling mechanisms. But the residuals \((R_A, R_u, R_P)\) will converge quadratically to 0.

Reformulation of the Newton-Raphson Procedure

With a view to introducing an alternative formulation of (6.2), in which the terms associated with the zeroth-, first- and second- temporal derivative are isolated, the problem is recast in terms of a vector of unknowns containing the three physical fields \(q := \{q_A q_u q_P\}^T = \{A u P\}^T\). The discretised bilinear forms associated with these temporal derivatives will later form the mass, damping and stiffness terms in the fully discrete approach, presented later in Chapter 7. This separation permits Equation (6.2) to be recast to introduce the following Newton-Raphson
iteration: Find $\delta^{[k]}_q \in W$ at each time $t \in (0, T]$, such that

$$M \left( \frac{\partial^2 \delta^{[k]}_q}{\partial t^2}, q^\delta \right) + C \left( \frac{\partial \delta^{[k]}_q}{\partial t}, q^\delta; q^{[k]} \right) + K \left( \delta^{[k]}_q, q^\delta; q^{[k]}, \frac{\partial q^{[k]}}{\partial t} \right) = -R_q \left( q^\delta, q^{[k]}, \frac{\partial q^{[k]}}{\partial t}, \frac{\partial^2 q^{[k]}}{\partial t^2} \right),$$

(6.3)

for all $q^\delta \in W$, where the updated solution vector is

$$q^{[k+1]} = q^{[k]} + \delta^{[k]}_q,$$

(6.4)

and $W := X \times Y(0) \times Z$. The system is iterated until $|R_q| < \text{TOL}$ and the resulting solution is $q(t)$. The forms of $M$, $C$ and $K$, which are associated with the mass, damping and stiffness contributions to the system, respectively, arise from this splitting of the directional derivatives and are given as

$$M \left( \frac{\partial^2 \delta^{[k]}_q}{\partial t^2}, q^\delta \right) := \int_{\Omega} \rho \frac{\partial^2 \delta^{[k]}_u}{\partial t^2} \cdot q^\delta_n \, d\Omega - \int_{\partial \Omega^3} \rho^+ \frac{\partial^2 \delta^{[k]}_u}{\partial t^2} \mid_{n^+} \cdot q^\delta_P \, dS$$

$$+ \int_{\Omega^3 \setminus \Omega_c} \frac{1}{c^2} \frac{\partial^2 \delta^{[k]}_p}{\partial t^2} \cdot q^\delta_P \, d\Omega,$$

(6.5a)

$$C \left( \frac{\partial \delta^{[k]}_q}{\partial t}, q^\delta; q^{[k]} \right) := \int_{\Omega^3} \gamma \frac{\partial \delta^{[k]}_A}{\partial t} \cdot q^\delta_A \, d\Omega - \int_{\Omega_c} \gamma \frac{\partial \delta^{[k]}_u}{\partial t} \times (\nabla \times q^{[k]}_A) \cdot q^\delta_A \, d\Omega,$$

(6.5b)

$$K \left( \delta^{[k]}_q, q^\delta; q^{[k]}, \frac{\partial q^{[k]}}{\partial t} \right) := \int_{\Omega^3} \mu^{-1} (\nabla \times \delta^{[k]}_A) \cdot (\nabla \times q^\delta_A) \, d\Omega$$

$$- \int_{\Omega_c} \gamma \frac{\partial q^{[k]}_u}{\partial t} \times (\nabla \times \delta^{[k]}_A) \cdot q^\delta_A \, d\Omega$$

$$+ \int_{\Omega_c} \mu^{-1} S(q^{[k]}_A, \delta^{[k]}_A) : \nabla q^\delta_A \, d\Omega$$

$$- \int_{\partial \Omega^3} \mu_0^{-1} S(q^{[k]}_A, \delta^{[k]}_A) \mid n^- \cdot q^\delta_A \, dS$$

$$+ \int_{\Omega_c} \sigma^{(\delta^m)}(\delta^{[k]}_u) : \nabla q^\delta_u \, d\Omega - \int_{\partial \Omega^3} \delta^{[k]}_P \mid n^- \cdot q^\delta_u \, dS$$

$$- \int_{\text{supp}(J^p)} (\nabla \times \delta^{[k]}_A \times (\nabla \times \delta^{[k]}_A)) \cdot \nabla q^\delta_A \, d\Omega$$

$$+ \int_{\Omega^3 \setminus \Omega_c} \nabla \delta^{[k]}_A \cdot \nabla q^\delta_A \, d\Omega,$$

(6.5c)
where the corresponding matrices will follow from their discrete counterparts, which will be discussed in Chapter 7. The system residual vector $R_q$ is defined as

$$R_q\left(q^\delta; q^{[k]}, \frac{\partial q^{[k]}}{\partial t}, \frac{\partial^2 q^{[k]}}{\partial t^2}\right) := M\left(\frac{\partial^2 q^{[k]}}{\partial t^2}, q^\delta\right) + C\left(\frac{\partial q^{[k]}}{\partial t}, q^\delta; q^{[k]}\right) + \int_{\mathbb{R}^3} \mu^{-1}(\nabla \times q^{[k]}) \cdot (\nabla \times q^\delta) \, d\Omega + \int_{\Omega} (\sigma^m(q^{[k]}) + \sigma^e(q^{[k]})) : \nabla q^\delta_u \, d\Omega - \int_{\partial \Omega_c} (q^{[k]}_P) I + \sigma^e(q^{[k]}_A) \cdot n - q^\delta \cdot n^\delta \, dS + \int_{\mathbb{R}^3 \setminus \Omega_e} \left(\nabla q^\delta_P \cdot \nabla q^\delta_P + (\nabla \cdot \sigma^e(q^\delta_A)) \cdot \nabla q^\delta_P\right) \, d\Omega - \int_{\mathbb{R}^3} J^s(t) \cdot q^\delta_A \, d\Omega. \quad (6.6)$$

The linearised electromagnetic stress tensor $S$ was previously introduced in Chapter 3 Equation (3.25). The initial guesses of the system in (6.3) and (6.4) are such that $(q^{[0]}, \frac{\partial q^{[0]}}{\partial t}, \frac{\partial^2 q^{[0]}}{\partial t^2}) \in (X \times Y(u^D) \times Z) \times (X \times Y(\partial u^D/\partial t) \times Z) \times (X \times Y(\partial^2 u^D/\partial t^2) \times Z)$.

### 6.4.2 Linearised Approach

The transient case of the linearised approach is derived in (3.31) and (3.32), where the solutions fields are time dependent. In order to perform a comparison with the non-linear approach this case must be treated in the transient form, as opposed to using a time harmonic description, as was the case in Part III. As with the non-linear approach in Section 6.4.1, the linearised approach can be recast in a similar vectorial form. First, $q^{DC} := \{A^{DC}; u^{DC}; P^{DC}\}^T$ is set as the static solution, which can be obtained from solving (3.26) or similarly from (6.3) by looking for a time invariant solution and replacing $J^{AC}$ with $J^{DC}$. Then, in light of the fact that the linearisation of the coupled non-linear system about $q^{DC}$ results in a system that is linear in the solution variables, it can be recast in a similar manner to (6.2), where the system is independent of iterations, as: Find $\delta_q \in W$, such that

$$\tilde{M}\left(\frac{\partial^2 q}{\partial t^2}, q^\delta\right) + \tilde{C}\left(\frac{\partial q}{\partial t}, q^\delta\right) + \tilde{K}\left(q, q^\delta\right) = -\tilde{R}_q\left(q^\delta\right), \quad (6.7)$$

for all $q^\delta \in W$ at each time $t \in [0, T]$. The bilinear forms $\tilde{M}, \tilde{C}$ and $\tilde{K}$ will, once discretised, form the separated mass, damping and stiffness matrices in the linearised approach, and can be expressed in terms of the definitions in (6.5) as

$$\tilde{M}\left(\frac{\partial^2 \delta_q}{\partial t^2}, q^\delta\right) := M\left(\frac{\partial^2 q}{\partial t^2}, q^\delta\right), \quad (6.8a)$$
\[ \tilde{C} \left( \frac{\partial \delta q}{\partial t}, q^\delta \right) := C \left( \frac{\partial \delta q}{\partial t}, q^\delta; q^{DC} \right), \]  
\[ \tilde{K} (\delta_q, q^\delta) := K (\delta_q, q^\delta, q^{DC}, 0), \]  
\[ \tilde{R}_q (q^\delta) := R_q (q^\delta, q^{DC}, 0, 0), \]  

where the temporal derivatives of the static solution vanish, due to the temporal independence of the static fields.

This system in (6.7) is independent of iterations and so can be solved in a single step, hence named the *linearised approach*, described in Chapter 3. In this case the solution obtained from (6.7) is \( \delta_q(t) \), which contains only the transient component of the fields, and thus the complete fields are described as \( q(t) = q^{DC} + \delta_q(t) \), where \( q^{DC} \) is given from the initial conditions. The linear nature of this system also allows for a time harmonic description of the transient components of the fields to be adopted, which was the approach followed in Part III of this Thesis.

### 6.5 Non-Linear vs. Linearised Approaches

The *linearised approach*, described in Part III, provides an efficient way of solving the fully coupled acousto-magneto-mechanical problem as the discretisation of (6.7) results in system matrices that are independent of time, or frequency (if a time harmonic description is used). In particular, by performing the linearisation about the static solution, the non-linear terms in (6.3) disappear. The relative importance of these terms will depend on a comparison of the energy associated with a fully non-linear solution and that of the *linearised approach*. In this Section, the residual energy in the *non-linear approach*, not described by the *linearised approach*, will be bounded in terms of practical quantities of interest. A summary of these measures of interest is then presented. Finally, a simple analytical model is presented that can relate these measures to manufacturing data in order to analyse the operating range of magnetic field strengths used in actual MRI scanners.

#### 6.5.1 Comparison of Energies in Non-Linear and Linearised Approaches

In order to determine if the *linearised approach*, presented in a time dependent sense in Section 6.4.2, accurately approximates the solution to the *non-linear approach* (6.2), at a continuous level, the magnitude of the energy associated with the non-
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A linear approach must be compared with the corresponding energy of the linearised approach.

Recalling the complete weak form of the system in (3.21), it is assumed there exists a fixed point weak solution of the form \((A, u, P)(t) \in (X \times Y(u_D) \times Z)[0, T]\) that satisfies the dynamic problem

\[
\int_{\mathbb{R}^3} \mu^{-1} \nabla \times A \cdot \nabla \times A^\delta \, d\Omega + \int_{\Omega_c} \gamma \frac{\partial A}{\partial t} \cdot A^\delta \, d\Omega - \int_{\Omega_c} \frac{\partial u}{\partial t} \times (\nabla \times A) \cdot A^\delta \, d\Omega - \int_{\supp(J^\delta)} J^\delta \cdot A^\delta \, d\Omega = 0, \quad (6.9a)
\]

\[
\int_{\Omega_c} (\sigma^m(u) + \sigma^e(A)) : \nabla u^\delta \, d\Omega + \int_{\Omega_c} \rho \frac{\partial^2 u}{\partial t^2} \cdot u^\delta \, d\Omega - \int_{\partial \Omega_N} (P I + \sigma^e(A)) |_{\partial \Omega_e} \cdot n \cdot u^\delta \, dS = 0, \quad (6.9b)
\]

\[
\int_{\mathbb{R}^3 \setminus \Omega_e} (\nabla P + \nabla \cdot \sigma^e(A)) \cdot \nabla P^\delta \, d\Omega + \int_{\mathbb{R}^3 \setminus \Omega_e} \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} \, d\Omega - \int_{\partial \Omega_N} \rho^+ n \cdot \frac{\partial^2 P}{\partial t^2} \, dS = 0, \quad (6.9c)
\]

for all \((A^\delta, u^\delta, P^\delta) \in (X \times Y(u_D) \times Z)\), where \((X, Y(g), Z)\) have their usual definitions as in (3.5).

The linearised approximation of the system (previously shown in Chapter 3 to obtain the linearised approach) can now be introduced, where the solutions take the form \((A^{DC} + A^{AC}, (u^{DC} + u^{AC}), (P^{DC} + P^{AC})\), with static weak solutions \((A^{DC}, u^{DC}, P^{DC}) \in (X \times Y(u_D) \times Z)\) being the fixed point solution of

\[
\int_{\mathbb{R}^3} \mu^{-1} \nabla \times A^{DC} \cdot \nabla \times A^\delta \, d\Omega - \int_{\supp(J^{DC})} J^{DC} \cdot A^\delta \, d\Omega = 0, \quad (6.10a)
\]

\[
\int_{\Omega_e} (\sigma^m(u^{DC}) + \sigma^e(A^{DC})) : \nabla u^\delta \, d\Omega - \int_{\partial \Omega_N} (P^{DC} I + \sigma^e(A^{DC})) |_{\partial \Omega_e} \cdot n \cdot u^\delta \, dS = 0, \quad (6.10b)
\]

\[
\int_{\mathbb{R}^3 \setminus \Omega_e} (\nabla P^{DC} + \nabla \cdot \sigma^e(A^{DC})) \cdot \nabla P^\delta \, d\Omega = 0, \quad (6.10c)
\]

for all \((A^\delta, u^\delta, P^\delta) \in (X \times Y(0) \times Z)\) and “linearised” weak solutions to the transient problem \((A^{AC}, u^{AC}, P^{AC}) \in (X \times Y(u_D^{AC}) \times Z)\) being the solution of

\[
\int_{\mathbb{R}^3} \mu^{-1} \nabla \times A^{AC} \cdot \nabla \times A^\delta \, d\Omega + \int_{\Omega_e} \gamma \frac{\partial A^{AC}}{\partial t} \cdot A^\delta \, d\Omega
\]

\footnotetext{The temporal derivatives of the static fields disappear as they are not dependant on time.}
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\[ - \int_{\Omega_c} \gamma \frac{\partial u^{AC}}{\partial t} \times (\nabla \times A^{DC}) \cdot A^\delta \, d\Omega - \int_{\text{supp}(J^*)} J^{AC} \cdot A^\delta \, d\Omega = 0, \quad (6.11a) \]

\[ \int_{\Omega_c} (\sigma^m(u^{AC}) + \mu^{-1} S(A^{DC}, A^{AC})) : \nabla u^\delta \, d\Omega + \int_{\Omega_c} \rho \frac{\partial^2 u^{AC}}{\partial t^2} \cdot u^\delta \, d\Omega \]

\[ - \int_{\partial \Omega_N} (P^{AC} I + \mu^{-1} S(A^{DC}, A^{AC})) |^+ n \cdot u^\delta \, dS = 0, \quad (6.11b) \]

\[ \int_{\mathbb{R}^3 \setminus \Omega_c} \left( \nabla P^{AC} + \nabla \cdot \sigma^e(A^{AC}) \right) \cdot \nabla P^\delta \, d\Omega + \int_{\mathbb{R}^3 \setminus \Omega_c} \frac{1}{\varepsilon^2} \frac{\partial^2 P^{AC}}{\partial t^2} P^\delta \, d\Omega \]

\[ - \int_{\partial \Omega_N} \rho^+ \frac{\partial^2 u^{AC}}{\partial t^2} |^- P^\delta \, dS = 0, \quad (6.11c) \]

for all \((A^\delta, u^\delta, P^\delta) \in (X \times Y(0) \times Z)\), where the definitions of \(\sigma^e(A)\) and \(S(A^{DC}, A^{AC})\) are given in (2.24) and (3.25) respectively.

In order to determine how well the solution to the full non-linear system \((A, u, P)\) from (6.9) is approximated by the solution of the “linearised” system \(((A^{DC} + A^{AC}), (u^{DC} + u^{AC}), (P^{DC} + P^{AC}))\) from (6.10) and (6.11), the energy associated with that of the non-linear problem is compared with the linearised approach. To do this, the test functions are first set to \((A^\delta, u^\delta, P^\delta) = (A, u, P)\) in (6.9) to construct the energy functional associated with the non-linear problem. Here, it is assumed that \(u_D = 0\). Next, the ansatz \((A, u, P) = ((A^{DC} + A^{AC}), (u^{DC} + u^{AC}), (P^{DC} + P^{AC}))\), previously seen in Chapter 3, is used. In doing so, the resulting system will no longer be guaranteed to be equal to 0 and instead the residuals \(R_A, R_u, R_P\) are introduced corresponding to the remainder, leading to\(^4\)

\[ \int_{\mathbb{R}^3} \mu^{-1} \nabla \times (A^{DC} + A^{AC}) \cdot \nabla \times (A^{DC} + A^{AC}) \, d\Omega \]

\[ - \int_{\Omega_c} \gamma \frac{\partial u^{AC}}{\partial t} \times (\nabla \times (A^{DC} + A^{AC})) \cdot (A^{DC} + A^{AC}) \, d\Omega \]

\[ + \int_{\Omega_c} \gamma \frac{\partial (A^{AC})}{\partial t} \cdot (A^{DC} + A^{AC}) \, d\Omega - \int_{\text{supp}(J^*)} J^s \cdot (A^{DC} + A^{AC}) \, d\Omega = R_A, \]

\[ (6.12a) \]

\[ \int_{\Omega_c} (\sigma^m(u^{DC} + u^{AC}) + \sigma^e((A^{DC} + A^{AC}))) : \nabla (u^{DC} + u^{AC}) \, d\Omega \]

\[ - \int_{\partial \Omega_N} \left( (P^{DC} + P^{AC}) I + \sigma^e((A^{DC} + A^{AC})) \right) |^+ n \cdot (u^{DC} + u^{AC}) \, dS \]

\[ \text{Note that } \sigma^e(A^{DC} + A^{AC}) = \mu^{-1} \left( \nabla \times A^{DC} \otimes \nabla \times A^{DC} + \nabla \times A^{DC} \otimes \nabla \times A^{AC} + \nabla \times A^{AC} \otimes \nabla \times A^{AC} - \frac{1}{2} \left( |\nabla \times A^{DC}|^2 + |\nabla \times A^{AC}|^2 + 2 \nabla \times A^{DC} \cdot \nabla \times A^{DC} \right) I \right) \]

\[ \text{which reduces to } \sigma^e(A^{DC} + A^{AC}) = \sigma^e(A^{DC}) + \sigma^e(A^{AC}) + \mu^{-1} S(A^{DC}, A^{AC}). \]

\[ \text{Note that } \sigma^m(u^{DC} + u^{AC}) = \sigma^m(u^{DC}) + \sigma^m(u^{AC}). \]
\begin{equation}
\int_{\Omega_c} \rho \frac{\partial^2 u^{AC}}{\partial t^2} \cdot (u^{DC} + u^{AC}) \, d\Omega = R_u,
\end{equation}

(6.12b)

\begin{equation}
\int_{\Omega_c} \left( \nabla(P^{DC} + P^{AC}) + \nabla \cdot \sigma^e((A^{DC} + A^{AC})) \right) \cdot \nabla(P^{DC} + P^{AC}) \, d\Omega
+ \int_{\Omega_c} \frac{1}{\varepsilon} \frac{\partial^2 P^{AC}}{\partial t^2} (P^{DC} + P^{AC}) \, d\Omega
- \int_{\partial \Omega_c} \rho \varepsilon \frac{\partial^2 u^{AC}}{\partial t^2} [n \cdot (P^{DC} + P^{AC})] \, dS = R_P.
\end{equation}

(6.12c)

For the static system in (6.10), substituting \( A^\delta = (A^{DC} + A^{AC}) \), \( u^\delta = (u^{DC} + u^{AC}) \), \( P^\delta = (P^{DC} + P^{AC}) \), the following is obtained

\begin{equation}
\int_{\Omega_c} \mu^{-1} \nabla \times A^{DC} \cdot \nabla \times (A^{DC} + A^{AC}) \, d\Omega
- \int_{\text{supp}(J^D)} J^{DC} \cdot (A^{DC} + A^{AC}) \, d\Omega = 0,
\end{equation}

(6.13a)

\begin{equation}
\int_{\Omega_c} \left( \sigma^m(u^{DC}) + \sigma^e(A^{DC}) \right) : \nabla(u^{DC} + u^{AC}) \, d\Omega
- \int_{\partial \Omega_c} (P^{DC} I + \sigma^e(A^{DC})) n \cdot (u^{DC} + u^{AC}) \, dS = 0,
\end{equation}

(6.13b)

\begin{equation}
\int_{\Omega_c} \nabla P^{DC} + \nabla \cdot \sigma^e(A^{DC}) \cdot \nabla(P^{DC} + P^{AC}) \, d\Omega = 0,
\end{equation}

(6.13c)

and for the “linearised” transient system in (6.10), again substituting \( A^\delta = (A^{DC} + A^{AC}) \), \( u^\delta = (u^{DC} + u^{AC}) \), \( P^\delta = (P^{DC} + P^{AC}) \), it follows that

\begin{equation}
\int_{\Omega_c} \mu^{-1} \nabla \times A^{AC} \cdot \nabla \times (A^{DC} + A^{AC}) \, d\Omega
- \int_{\Omega_c} \gamma \frac{\partial u^{AC}}{\partial t} \times (\nabla \times A^{DC}) \cdot (A^{DC} + A^{AC}) \, d\Omega
+ \int_{\Omega_c} \gamma \frac{\partial A^{AC}}{\partial t} \cdot A^\delta \, d\Omega
- \int_{\text{supp}(J^D)} J^{AC} \cdot (A^{DC} + A^{AC}) \, d\Omega = 0,
\end{equation}

(6.14a)

\begin{equation}
\int_{\Omega_c} \left( \sigma^m(u^{AC}) + \mu^{-1} S(A^{DC}, A^{AC}) \right) : \nabla(u^{DC} + u^{AC}) \, d\Omega
- \int_{\partial \Omega_c} (P^{AC} I + \mu^{-1} S(A^{DC}, A^{AC})) n \cdot (u^{DC} + u^{AC}) \, dS
+ \int_{\Omega_c} \rho \frac{\partial^2 u^{AC}}{\partial t^2} \cdot (u^{DC} + u^{AC}) \, d\Omega = 0,
\end{equation}

(6.14b)
\[
\int_{\mathbb{R}^3 \setminus \Omega_c} \left( \nabla P^{AC} + \nabla \cdot \sigma^e (A^{AC}) \right) \cdot \nabla (P^{DC} + P^{AC}) \, d\Omega \\
+ \int_{\mathbb{R}^3 \setminus \Omega_c} \frac{1}{c^2} \frac{\partial^2 P^{AC}}{\partial t^2} (P^{DC} + P^{AC}) \, d\Omega - \int_{\partial \Omega \setminus \Gamma^c} \rho^+ n \cdot \frac{\partial^2 u^{AC}}{\partial t^2} \left[ (P^{DC} + P^{AC}) \right] dS = 0.
\] (6.14c)

Now, by using (6.13) and (6.14) in (6.12), it follows that

\[
R_A = -\int_{\Omega_c} \gamma \frac{\partial u^{AC}}{\partial t} \times (\nabla \times (A^{AC})) \cdot (A^{DC} + A^{AC}) \, d\Omega,
\] (6.15a)

\[
R_u = \int_{\Omega_c} \sigma^e ((A^{AC})) : \nabla (u^{DC} + u^{AC}) \, d\Omega - \int_{\partial \Omega \setminus \Gamma^c} \sigma^e (A^{AC})^+ n \cdot (u^{DC} + u^{AC}) \, dS,
\] (6.15b)

\[
R_P = -\int_{\text{supp}(J^{AC})} \nabla \times A^{AC} \times J^{AC} \cdot \nabla (P^{DC} + P^{AC}).
\] (6.15c)

For the linearised approach to accurately describe the solution of the non-linear problem, the residuals \( R_A, R_u \) and \( R_P \) need to be small. A series of bounds are now derived to relate these residuals to practical quantities of interest.

**\( R_A \) Term**

Looking first at the residual of the magnetic problem in (6.15a), taking the magnitude of this term and applying the Cauchy-Schwartz inequality results in the following bound

\[
|R_A| := \left| \int_{\Omega_c} \gamma \frac{\partial u^{AC}}{\partial t} \times (\nabla \times (A^{AC})) \cdot (A^{DC} + A^{AC}) \, d\Omega \right| \\
\leq \left( \int_{\Omega_c} \left| \gamma \frac{\partial u^{AC}}{\partial t} \right|^2 \, d\Omega \right)^{\frac{1}{2}} \left( \int_{\Omega_c} |\nabla \times A^{AC}|^2 \, d\Omega \right)^{\frac{1}{2}} \left( \int_{\Omega_c} |A^{DC} + A^{AC}|^2 \, d\Omega \right)^{\frac{1}{2}} \\
\leq \left\| \gamma \frac{\partial u^{AC}}{\partial t} \right\|_{L^2(\Omega_c)} \left\| \nabla \times A^{AC} \right\|_{L^2(\Omega_c)} \left( \left\| A^{DC} \right\|_{L^2(\Omega_c)} + \left\| A^{AC} \right\|_{L^2(\Omega_c)} \right). \tag{6.16}
\]

In the above, the first step was to apply the magnitude to the residual term. From this, the second step was to bound the magnitude by the \( L^2(\Omega_c) \) norm and the third step applied the triangle inequality. From [178], it can be shown that the \( L^2 \)-norm of the magnetic vector potential is bounded by its curl as

\[
\left\| A^{AC} \right\|_{L^2(\Omega_c)} \leq C \left\| \nabla \times A^{AC} \right\|_{L^2(\Omega_c)}. \tag{6.17}
\]
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The $L^2$-norm can be bounded by the $|||\cdot|||_{L^2(\Omega_c)} \leq |\Omega_c|||\cdot|||_{L^\infty(\Omega_c)}$, where $|\Omega_c|$ defines the size of the domain $\Omega_c$. Combining this with (6.16) and (6.17) results in

$$|R_A| \leq C \left| \gamma \frac{\partial u^{AC}}{\partial t} \right|_{L^\infty(\Omega_c)} \left| \nabla \times A^{AC} \right|_{L^\infty(\Omega_c)} \left( \left| \nabla \times A^{DC} \right|_{L^\infty(\Omega_c)} + \left| \nabla \times A^{AC} \right|_{L^\infty(\Omega_c)} \right).$$

Provided that $\left| \nabla \times A^{AC} \right|_{L^\infty(\Omega_c)} \ll \left| \nabla \times A^{DC} \right|_{L^\infty(\Omega_c)}$, or in other terms $\left| B^{AC} \right|_{L^\infty(\Omega_c)} \ll \left| B^{DC} \right|_{L^\infty(\Omega_c)}$, the magnetic residual may be bounded by

$$|R_A| \leq C \left| \gamma \frac{\partial u^{AC}}{\partial t} \right|_{L^\infty(\Omega_c)} \left| B^{DC} \right|_{L^\infty(\Omega_c)}^2,$$

where $C$ depends on the size of the domain $\Omega_c$.

$R_a$ Term

Looking now at the residual of the mechanical problem in (6.15b), taking the magnitude of this term and applying the Cauchy-Schwartz inequality results in the following bound

$$|R_a| := \left| \int_{\Omega_c} \sigma^e \left( A^{AC} \right) : \nabla (u^{DC} + u^{AC}) \, d\Omega - \int_{\partial \Omega_c} \sigma^e (A^{AC})^+ \cdot n \cdot (u^{DC} + u^{AC}) \, dS \right|$$

$$\leq \left| \nabla \times A^{AC} \right|_{L^2(\Omega_c)}^2 \left( \left| \nabla u^{DC} \right|_{L^2(\Omega_c)} + \left| \nabla u^{AC} \right|_{L^2(\Omega_c)} \right)$$

$$+ \left| \nabla \times A^{AC} \right|_{L^2(\partial \Omega_c^N)}^2 \left( \left| \nabla u^{DC} \right|_{L^2(\partial \Omega_c^N)} + \left| \nabla u^{AC} \right|_{L^2(\partial \Omega_c^N)} \right)$$

$$\leq C \left| \nabla \times A^{AC} \right|_{L^\infty(\Omega_c)}^2 \left( \left| \nabla u^{DC} \right|_{L^\infty(\Omega_c)} + \left| \nabla u^{AC} \right|_{L^\infty(\Omega_c)} \right).$$

In the above, the first step was to apply the magnitude to the residual term. From this, the second step was to bound the magnitude by the $L^2(\Omega_c)$ norm and apply the triangle inequality. Again, bounding the $L^2$-norm by the $L^\infty$-norm, the residual term in (6.20) can be bounded as

$$|R_a| \leq C \left| B^{AC} \right|_{L^\infty(\Omega_c)}^2 \left( \left| \nabla u^{DC} \right|_{L^\infty(\Omega_c)} + \left| \nabla u^{AC} \right|_{L^\infty(\Omega_c)} \right)$$

$$+ C \left| B^{AC} \right|_{L^\infty(\partial \Omega_c^N)}^2 \left( \left| u^{DC} \right|_{L^\infty(\partial \Omega_c^N)} + \left| u^{AC} \right|_{L^\infty(\partial \Omega_c^N)} \right),$$

(6.21)
where \( C \) depends on the size of \( \Omega_c \) and \( \partial \Omega_c^N \).

**\( R_P \) Term**

Finally, looking at the residual of the acoustic problem in (6.15c), taking the magnitude of this term and applying the Cauchy-Schwartz inequality results in the following bound

\[
|R_P| := \left| \int_{\text{supp}(J^{AC})} \nabla \times A^{AC} \times J^{AC} \cdot \nabla (P^{DC} + P^{AC}) \right| \\
\leq \left\| \nabla \times A^{AC} \right\|_{L^2(\text{supp}(J^{AC}))} \left\| J^{AC} \right\|_{L^2(\text{supp}(J^{AC}))} \left( \left\| \nabla P^{DC} \right\|_{L^2(\text{supp}(J^{AC}))} + \left\| \nabla P^{AC} \right\|_{L^2(\text{supp}(J^{AC}))} \right).
\]

In the above, the first step was to apply the magnitude to the residual term. From this, the second step was to bound the magnitude by the \( L^2(\Omega_c) \) norm and apply the triangle inequality. From the above, the curl of the vector potential can be expressed as \( \left\| \nabla \times A^{AC} \right\|_{L^2(\text{supp}(J^{AC}))} = \mu_0 \left\| H^{AC} \right\|_{L^2(\text{supp}(J^{AC}))} \) and the bound in (6.22) becomes

\[
|R_P| \leq \mu_0 \left\| H^{AC} \right\|_{L^2(\text{supp}(J^{AC}))} \left\| J^{AC} \right\|_{L^2(\text{supp}(J^{AC}))} \left( \left\| \nabla P^{DC} \right\|_{L^2(\text{supp}(J^{AC}))} + \left\| \nabla P^{AC} \right\|_{L^2(\text{supp}(J^{AC}))} \right).
\]

Now expressing the \( L^2 \)-norm in terms of the \( L^\infty \)-norm the pressure residual is bounded by

\[
|R_P| \leq C \mu_0 \left\| H^{AC} \right\|_{L^\infty(\text{supp}(J^{AC}))} \left\| J^{AC} \right\|_{L^\infty(\text{supp}(J^{AC}))} \left( \left\| \nabla P^{DC} \right\|_{L^\infty(\text{supp}(J^{AC}))} + \left\| \nabla P^{AC} \right\|_{L^\infty(\text{supp}(J^{AC}))} \right),
\]

where \( C \) depends on the size of the gradient coils \( \text{supp} \left( J^{AC} \right) \).
6.5.2 Ratio of the Magnetic Field Strengths

In summary, it becomes clear that the linearised approach is expected to offer good agreement with the non-linear approach provided that the following criteria are met:

1) \(\left\| \gamma \frac{\partial \mathbf{u}^{AC}}{\partial t} \right\|_{L^\infty(\Omega)} \left\| \mathbf{B}^{DC} \right\|^2_{L^\infty(\Omega_c)} \ll 1\),

2) \(\left\| \mathbf{B}^{AC} \right\|^2_{L^\infty(\Omega_c)} \left\| \nabla \mathbf{u} \right\|_{L^\infty(\Omega_c)} \ll 1\), \(\left\| \mathbf{B}^{AC} \right\|_{L^\infty(\Omega_c)} \left\| \mathbf{u} \right\|_{L^\infty(\Omega_c)} \ll 1\),

3) \(\mu_0 \left\| \mathbf{H}^{AC} \right\|_{L^\infty(\text{supp}(\mathbf{J}^{AC}))} \left\| \mathbf{J}^{AC} \right\|_{L^\infty(\text{supp}(\mathbf{J}^{AC}))} \left\| \nabla P \right\|_{L^\infty(\text{supp}(\mathbf{J}^{AC}))} \ll 1\),

4) \(\left\| \mathbf{B}^{AC} \right\|_{L^\infty(\Omega_c)} \left\| \mathbf{B}^{DC} \right\|_{L^\infty(\Omega_c)} \ll 1\).

In the case of 1) small velocities in comparison to \(\gamma\) and \(\left\| \mathbf{B}^{DC} \right\|^2_{L^\infty(\Omega_c)}\) are required for the linearised approach to be applicable, which is typically the case for MRI scanners. For 2) small displacements and strains (displacement gradients) in comparison to \(\left\| \mathbf{B}^{AC} \right\|^2_{L^\infty(\Omega_c)}\) and \(\left\| \mathbf{B}^{AC} \right\|^2_{L^\infty(\Omega_c)}\) are required for the linearised approach to be applicable, which is typically the case for MRI scanners. For 3) small pressure gradients in the coils are required for the linearised approach to be applicable, which is typically the case for MRI scanners under the Biot-Savart coil assumption. When modelling the coils as conductors this term drops from the weak form all together and so does not appear. For 4) the \(\mathbf{B}^{DC}\) field is driven by the strong main magnet and consequently \(\left\| \mathbf{B}^{DC} \right\|_{L^\infty(\Omega)}\) is orders of magnitude larger than \(\left\| \mathbf{B}^{AC} \right\|_{L^\infty(\Omega)}\), which results from the AC coils and field perturbations caused by eddy and Lorentz currents in the conductors.

It is clear that the ratio \(\left\| \mathbf{J}^{AC} \right\|_{L^\infty(\Omega_c)} / \left\| \mathbf{J}^{DC} \right\|_{L^\infty(\Omega_c)} \ll 1\) is a direct consequence of condition 4), and vice versa, and so must also hold. MRI coils are designed such that the current strengths are fairly uniform over the main magnet and gradient coils [140]. Thus \(\left\| \mathbf{J}^{DC} \right\|_{L^\infty(\text{supp}(\mathbf{J}^*))} = \left\| \mathbf{J}^{DC} \right\|_{L^\infty(\text{supp}(\mathbf{J}^*))}\) and, in current MRI applications \(\left\| \mathbf{J}^{AC} \right\| < \left\| \mathbf{J}^{DC} \right\|\). Thus, provided the velocities of the conductors are small the linearised approach is expected to give good agreement with the non-linear approach.

6.5.3 Simple Model Relating Field and Current Strengths

Whilst the true magnetic field strength \(\mathbf{B} = \mu \mathbf{H}\) can only be found after solving (2.36) by means of the non-linear or linearised approaches, described in this Chapter, there is merit in also considering a simple model to relate \(\mathbf{B}\) to the applied current density in the coils. This is because manufacturer’s data, available for MRI scanners, is typically only quoted in terms of the maximum capable main and gradient field...
strengths at the central axis of the imaging bore [196, 229, 228]. Therefore, in order to determine the operating ranges of the current densities on in-use scanners, the relationships given by this simplified model offer useful insight.

Figure 6.2: Single current loop, representing a lumped mass of coils.

In the simplified model, shown in Figure 6.2, all transient, eddy current and coupling effects are neglected, as is the mutual inductance between coils. Coil $i$ has a constant cross sectional area $a_i$, is circular and hence rotationally symmetric and so is best expressed in terms of cylindrical coordinates $(r, \phi, z)$ and carries a uniform current density $J^s = J_0^s e_\phi$. Then, by an additive application of the Biot-Savart law for a single coil [100], the following relationship can be derived for the field strength along the axis $r = 0$ for $N$ coils placed at different locations ($R_i, Z_i$)

$$|J^s| = \sum_{i=1}^{N} \frac{((z - Z_i)^2 + R_i^2)^{3/2}}{R_i a_i} |B(0, \phi, z)|,$$  

(6.25)

where $B(0, \phi, z) = B_z(r = 0, z) e_z$ along this axis, $R_i$ is the radius and $Z_i$ the axial position of the $i^{th}$ current source relative to the scanner’s central axes. Provided the aforementioned assumptions are enforced, this relationship can be applied to obtain the current densities that are associated only with the main magnet ($J^s = J^{DC}$) or with the gradient coil ($J^s = J^{AC}$) from their produced field strengths. In the context of Section 6.5.2, it also provides a guide as to the ranges of ratios of $|J^{AC}|/|J^{DC}|$ and $\|B^{AC}\|_{L^\infty(\Omega)}/\|B^{DC}\|_{L^\infty(\Omega)}$ over which the linearised approach is applicable.

In Chapter 8, this simplified model is revisited for each of the industrially relevant numerical examples, where the results of this simplified model to the corresponding problems are presented and the ranges of the ratios 2) and 3) that MRI scanners operate within are shown.
6.6 Chapter Summary

This Chapter has presented the treatment of the novel transient non-linear coupled acousto-magneto-mechanical system, presented in Chapter 2 through a complete linearisation, named the non-linear approach. The linearised and non-linear approaches have been recast in terms of the associated mass, damping and stiffness contributions to the system to allow for the natural treatment of the system through temporal integration, discussed in Chapter 7.

A novel comparison between the energy associated with both the linearised and non-linear approaches has been performed, where a set of bounds have been rigorously derived to obtain measures for determining the non-linearity of the problem. A simple analytical model has also been presented to relate these measures to industrial data, where these measures can be used to determine the non-linearity of the coupled MRI problem across the operable conditions of MRI scanners. Ultimately, these measures will be used to determine the applicability of the linearised approach across the operating conditions of MRI scanners.

From the objectives of this Thesis, discussed in section 1.4, the topics discussed in this Chapter align with the objectives: “To develop the complete non-linear approach to solving the coupled system of equations” and “To determine a series of theoretical measures that can be used to measure the non-linearity of the coupled problem in MRI scanners.”

In the next Chapter, the numerical discretisation of the transient coupled system of equations for both the linearised and non-linear approaches is discussed. The spatial discretisation of the system, previously carried out in Chapter 4, is briefly revisited before the temporal discretisation of the system is introduced.
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7.1 Introductory Remarks

This Chapter describes the temporal discretisation of the novel acousto-magneto-mechanical coupled system for both the linearised and non-linear approaches. In Part III of this Thesis, the linearised approach was presented in a time harmonic representation. In order to solve the fully non-linear system the temporal dependence of the fields must be fully resolved, which requires the use of a temporal discretisation scheme. Both approaches are fully discretised through a \( hp \)-finite element spatial discretisation, as discussed in Chapter 4, and an \( \alpha \)-type time integration scheme is used to provide a temporal discretisation. In doing so, the two approaches can be compared directly in the time domain to determine the linearity of the MRI problem and test the ratios within MRI operating conditions, presented in Chapter 6.

From the objectives of this Thesis, discussed in section 1.4, the temporally discrete description of the linearised approach can be used to compare against the non-linear approach to determine the validity of the system and aligns with the objective; “To provide an efficient computational methodology for handling the solution to the coupled problem of MRI scanners using both approaches.” The contents of this Chapter builds on the work carried out in the submitted paper [25], where the discussion of the technical details has been extended.

This Chapter begins with a brief recollection of the spatial discretisation in a \( hp \)-finite element sense and presents both the linearised and non-linear approaches as coupled discrete second order ODEs in Section 7.2. Section 7.3 then presents the temporal discretisation of both approaches that permit solutions in the time domain. The solution strategy for the temporal non-linear approach is then summarised in Section 7.4. The contents of this Chapter are then summarised in Section 7.5.

7.2 Spatial Discretisation

The spatial discretisation of the linearised system of coupled acousto-magneto-mechanical equations in (6.3) is extensively covered in Chapter 4 of this Thesis, where the treatment of the axisymmetric system and far field conditions are also presented. This approach permits refinement of both the mesh spacing and the order of the elements. This has been shown to be an effective approach, which leads to accurate solutions, for benchmark eddy current, mechanical and acoustic problems as well as fully coupled MRI configurations, as shown previously in Chapter 5.
In this Chapter, the same spatial discretisation as in Chapter 4 is applied, where the spatially discrete system of second order ODEs obtained for the non-linear approach can be expressed as the Newton-Raphson iteration: Find $\delta_q^{[k]} \in \mathbb{R}^{4N}$ at each time $t \in (0, T]$ such that

\begin{align}
\mathbf{M}_q \dddot{\delta}_q^{[k]} + \mathbf{C}_q \dot{\delta}_q^{[k]} + \mathbf{K}_q \delta_q^{[k]} &= -\mathbf{R}_q^{[k]}, \\
q^{[k+1]} &= q^{[k]} + \delta_q^{[k]},
\end{align}

where $\delta_q^{[k]}$ and $q^{[k]}$ are spatially discrete forms of the continuous variables $\delta_q$ and $q$ and $M$, $C$, $K$ and $R_q$ are the discrete linearised mass, damping and stiffness matrices and residual vector, respectively. These are obtained by discretising the terms in (6.5) and depend, with the exception of the mass matrix, on the solution at iteration $[k]$. The partial time derivatives of the solution vectors become ordinary time derivatives due to their independence of spatial coordinates.

In a similar manner, the linearised approach takes the form: Find $\delta_q^{[k]} \in \mathbb{R}^{4N}$ at each time $t \in (0, T]$ such that

\begin{equation}
\tilde{\mathbf{M}} \dddot{\delta}_q + \mathbf{C} \dot{\delta}_q + \mathbf{K} \delta_q = -\tilde{\mathbf{R}}_q,
\end{equation}

where $q^{DC}$ is the vector of discrete solutions to the static problem and $\tilde{\mathbf{M}}$, $\tilde{\mathbf{C}}$, $\tilde{\mathbf{K}}$ and $\tilde{\mathbf{R}}_q$ are the discrete mass, damping and stiffness matrices and the residual vector, respectively, obtained by discretising the terms in (6.8). In this case, the Newton-Raphson procedure would converge in a single iteration and hence, in principle, no further iteration is required.

### 7.3 Temporal Discretisation

In order to solve the spatially discrete system for both the linearised and non-linear approaches in time domain, presented in (7.1) and (7.2), the fields must be solved at each time instance. In order to resolve the transient components of the fields a time integration scheme can be used. This Section discusses a series of possible time integration schemes, before presenting the fully discrete linearised and non-linear approaches for the chosen scheme.

---

\footnote{Here the spatial discretisation consists of $N$ basis functions with same order elements employed for each field. There are $4N$ unknowns since, associated with basis functions, the degrees of freedom for $A_\phi$, $\tilde{u} = \{\tilde{u}_r, u_z\}^T$ and $P$, in the axisymmetric case, see [26] for details.}
7.3.1 Time Integration Schemes

There are a considerable number of alternative time integration techniques that
could be employed for the temporal integration of (7.1) and (7.2), such as Euler
schemes [161], trapezoidal schemes [205], and the Newmark method [20]. In this
Thesis, a second order generalised-\(\alpha\) scheme will be adopted, see [57], to discretise
the system of equations. This scheme is designed to allow for tailor-made numerical
dissipation in the solution and is of sufficient degree, given the second order nature
of (7.1) and (7.2). Given the complexity of the coupled system, it is difficult to
know the true initial conditions for the full transient problem, when applying a
forced excitation. The numerical dissipation of the generalised-\(\alpha\) scheme is therefore
beneficial as it can be used to damp out any artificial frequencies that pollute the
solution.

Transient eddy current problems often require solutions to configurations con-
sisting of high conductivity and relatively small frequencies, as discussed in Chapter
2. This typically results in very small time steps to provide stable solutions for explicit solvers [79, 71, 186], which has resulted in much research utilising implicit
approaches [202, 58, 73, 214, 185], as the solutions are unconditionally stable. Fur-
thermore, in the context of this Thesis, the aim is to create a solver for non-linear
coupled problems, where explicit solvers cannot guarantee stability. Therefore, in
the interest of maintaining stable and accurate solutions, an implicit time integration
scheme is adopted as these are typically more robust than explicit time integrators.
This is due to less restrictive time stability constraints.

There exists also a number of high order integration schemes, such as back-
ward differentiation formulas [42], explicit Runge-Kutta and leap-frog type methods
[250, 237], that allow for higher order accuracies in time and larger time steps,
although with increased temporal accuracy comes a significant increase in computa-
tional cost. However, for the coupled problems presented in this Thesis, the required
timestep size is dictated by the need to capture the excitation frequency and resonant
frequencies of the system (typically in the region of 5000Hz). For this reason, the
need for higher order accuracy is outweighed by the requirement of smaller timestep
sizes and thus the second order accurate generalised-\(\alpha\) scheme appears a sensible
choice.

Whilst this work could look into motivating a high order time integration scheme
to further increase the accuracy of the temporal solutions, the main purpose of
implementing a transient solver in this Thesis is to provide sufficiently accurate
7.3 Temporal Discretisation

solutions to validate the reliability of the linearised approach. This validation is performed on a series of industrially relevant examples in Chapter 8 by comparing the transient response of the fields using the linearised approach versus the non-linear approach, as the non-linear system can only be solved in the time domain.

7.3.2 Generalised-α Time Integration Scheme (2nd Order)

The focus of this Section lies in the development of the temporal discretisation of (7.1), which can similarly be developed for (7.2). The implicit form of this scheme evaluates the system of non-linear equations in (7.1) at an intermediate time step \( t_{n+1-\alpha_f} \) as

\[
M \delta^{[k]}_{q_{n+1-\alpha_m}} + C^{[k]}_{t_{n+1-\alpha_f}} \delta^{[k]}_{q_{n+1-\alpha_f}} + K^{[k]}_{t_{n+1-\alpha_f}} \delta^{[k]}_{q_{n+1-\alpha_f}} = -R^{[k]}_{q_{t_{n+1-\alpha_f}}},
\]

(7.3)

where \( C^{[k]}_{t_{n+1-\alpha_f}}, K^{[k]}_{t_{n+1-\alpha_f}} \) and \( R^{[k]}_{q_{t_{n+1-\alpha_f}}} \) are evaluated at the intermediate timestep \( t_{n+1-\alpha_f} \) and the values of the fields at this timestep are given by

\[
\begin{align*}
q_{n+1-\alpha_m}^{[k]} &= (1 - \alpha_m)q_{n+1}^{[k]} + \alpha_m \dot{q}_n, \\
q_{n+1-\alpha_f}^{[k]} &= (1 - \alpha_f)q_{n+1}^{[k]} + \alpha_f \dot{q}_n, \\
q_{n+1-\alpha_f}^{[k]} &= (1 - \alpha_f)q_{n+1}^{[k]} + \alpha_f \ddot{q}_n, \\
t_{n+1-\alpha_f} &= (1 - \alpha_f)t_{n+1} + \alpha_f t_n.
\end{align*}
\]

The generalised-α scheme, described in [57], expresses \( q_{n+1}^{[k]} \) and \( \dot{q}_{n+1}^{[k]} \) in terms of \( q_{n+1}^{[k]} \), known as an acceleration based formulation. This can be manipulated into a displacement based formulation, where \( \ddot{q}_{n+1}^{[k]} \) and \( \dot{q}_{n+1}^{[k]} \) are expressed in terms of \( q_{n+1}^{[k]} \), as

\[
\begin{align*}
\ddot{q}_{n+1}^{[k]} &= \frac{1}{\beta} \left( q_{n+1}^{[k]} - q_n \right) \frac{\Delta t^2}{\Delta t} - q_n \frac{\Delta t}{\Delta t} - \left( \frac{1}{2} - \beta \right) \dot{q}_n, \\
\dot{q}_{n+1}^{[k]} &= \frac{\varsigma}{\beta} \left( q_{n+1}^{[k]} - q_n \right) \frac{\Delta t}{\Delta t} + \left( \frac{\beta}{\varsigma} - 1 \right) \dot{q}_n + \left( \frac{\beta}{\varsigma} - \frac{1}{2} \right) \Delta t \ddot{q}_n,
\end{align*}
\]

(7.5a, 7.5b)

where \( \varsigma := \frac{1}{2} - \alpha_m + \alpha_f \), \( \beta := \frac{1}{4} \left( 1 - \alpha_m + \alpha_f \right)^2 \), \( \alpha_m := \frac{2\rho_\infty - 1}{\rho_\infty + 1} \), \( \alpha_f := \frac{\rho_\infty}{\rho_\infty + 1} \), and \( \Delta t \).
is the timestep size and \( \rho_\infty \) denotes the user-specified value of the spectral radius in the high frequency limit\(^3\).

### 7.3.3 Predictor Multi-Corrector Step

The eventual aim of this formulation is to handle fully coupled non-linear problems and employ an iterative procedure at each timestep to fully resolve the solution. Iterative procedures require a prediction of the solution field to compute a converged solution. Therefore, to allow for the robust treatment of the solution at each timestep the introduction of a predictor-corrector algorithm, similar to those proposed in [43], is required. The prediction step \([k = 0]\), based on an initial guess of the displacement field \(q_{0,n+1}\), is defined as

\[
\ddot{q}_{0,n+1} = \frac{1}{\beta} \left( \frac{q_{0,n+1} - q_n}{\Delta t^2} - \frac{q_n}{\Delta t} - \left( \frac{1}{2} - \beta \right) \dot{q}_n \right),
\]

(7.6a)

\[
\dot{q}_{0,n+1} = \frac{\varsigma}{\beta} \left( \frac{q_{0,n+1} - q_n}{\Delta t} + \left( \frac{\beta}{\varsigma} - 1 \right) q_n + \left( \frac{\beta}{\varsigma} - \frac{1}{2} \right) \Delta t \dot{q}_n \right),
\]

(7.6b)

where (7.6a) and (7.6b) are consistent with (7.5a) and (7.5b) respectively. In other words, both the velocity and accelerations predictors preserve second-order accuracy, as discussed in [118]. Directing the reader’s attention to (7.5a) and (7.5b) and substituting the fields at iteration step \([k + 1]\), the update variables of the first and second order fields are obtained as

\[
\ddot{\delta}_{q,n+1}^{[k]} = \frac{1}{\beta \Delta t^2} \delta_{q,n+1}^{[k]},
\]

(7.7a)

\[
\dot{\delta}_{q,n+1}^{[k]} = \frac{\varsigma}{\beta \Delta t} \delta_{q,n+1}^{[k]},
\]

(7.7b)

### 7.3.4 Fully Discrete Non-Linear Approach

Using the relations between the updates, in (7.7), the discrete system, in (7.3), can be expressed in terms of the update in the zeroth order solution vector \(\delta_{q,n+1}^{[k]}\) at time \(t_{n+1}\) as the following Newton-Raphson procedure: Find \(\delta_{q,n+1}^{[k]} \in \mathbb{R}^{4N}\) at each

\[^3\text{Traditionally with the generalised } \alpha \text{ method, } \gamma \text{ is used to refer to the first stability parameter, however, given that this Thesis reserves } \gamma \text{ for the material conductivity, instead, the alternative symbol } \varsigma \text{ is used.}\]
time $t \in (0, T]$ such that

$$
\left( \frac{1 - \alpha_m}{\beta \Delta t^2} \mathbf{M} + \frac{\zeta(1 - \alpha_f)}{\beta \Delta t} \mathbf{C}_{t_{n+1-\alpha_f}} + (1 - \alpha_f) \mathbf{K}_{t_{n+1-\alpha_f}} \right) \delta q_{n+1} = -\mathbf{R}_q|_{t_{n+1-\alpha_f}},
$$

(7.8a)

$$
q_{n+1}^{[k+1]} = q_{n+1}^{[k]} + \delta q_{n+1}^{[k]},
$$

(7.8b)

which is iterated over $[k]$ until $|\mathbf{R}_q^{[k]}| < \text{TOL}$.

### 7.3.5 Fully Discrete Linearised Approach

The fully discrete version of (7.3) for the linearised approach is similarly expressed as: Find $\delta q_{n+1} \in \mathbb{R}^{1N}$ at each time $t \in (0, T]$ such that

$$
\left( \frac{1 - \alpha_m}{\beta \Delta t^2} \tilde{\mathbf{M}} + \frac{\zeta(1 - \alpha_f)}{\beta \Delta t} \tilde{\mathbf{C}} + (1 - \alpha_f) \tilde{\mathbf{K}} \right) \delta q_{n+1} = -\tilde{\mathbf{R}}_q|_{t_{n+1-\alpha_f}},
$$

(7.9)

where the system matrices $\tilde{\mathbf{M}}$, $\tilde{\mathbf{C}}$ and $\tilde{\mathbf{K}}$ are independent of the previous temporal solutions and $\tilde{\mathbf{R}}_q$ depends only on the evaluation of $\mathbf{J}^{AC}$ at time level $t_{n+1-\alpha_f}$ and so can be solved in a single step, which is a simplified version of (7.8).

### 7.4 Solution Strategy

A general algorithm for computing the transient variation in the fields for both the non-linear and linearised approaches, proposed above, under a generalised-\(\alpha\) scheme is summarised in the following algorithm, where for the latter approach no iterations are required and so $N_k = 0$, thus rendering the predictor-multi-corrector algorithm to a predictor-corrector.

Figure 7.1 summarises the steps required to construct the discretised Newton-Rapshon iterative scheme in (7.8) from the transient non-linear transmission problem (2.36).

### 7.5 Chapter Summary

This Chapter has presented a temporal discretisation of both the novel linearised and non-linear approaches. The temporally discrete systems are presented as second order ODEs - the EOMs, which express the mass, stiffness and damping matrices.
Algorithm 2 Algorithm to compute the time variation of the coupled transient system.

1: Define the initial conditions of the fields $q_0, q_0, q_0$ from (6.1)
2: for $n = 0, 1, 2...N_{\Delta t}$ do ▷ Number of timesteps $N_{\Delta t}$
3: Predict the solution at the current timestep $q_n^{[0]}, q_n^{[0]}, q_n^{[0]}$ from (7.6)
4: while $|R_q| < $ TOL; $k = 0, 1, 2...N_k$ do ▷ Number of iterations $N_k$
5: Compute the fields $q_{n+1}^{[k]}, q_{n+1}^{[k]}, q_{n+1}^{[k]}$ from (7.4)
6: Solve the linear system (7.8) or (7.9) for the solution update
7: Update the solution fields

8: end while
9: end for

(a) Residual weak form (b) Linearisation of the coupled non-linear system
(c) Discretisation of the directional derivatives
(d) Temporal discretisation and building system matrix

Figure 7.1: Summary of steps to solving transient non-linear system.
This description permits the easy application of the time integration scheme and allows for the individual matrices to be computed separately. The temporally discrete linearised approach results in a system where the matrices are independent of the fields and so can be solved in a single iteration independent of time, or frequency, as in Chapter 4. This allows for a computationally efficient implementation where only the residual must be recalculated, where a method for its efficient calculation is summarised in Appendix G.

From the objectives of this thesis, discussed in Section 1.4, the topics discussed in this Chapter align with the objective: “To provide an efficient computational methodology for handling the solution to the coupled problem of MRI scanners using both approaches.”

In the next Chapter, temporal solutions to a series of industrially relevant MRI scanner type problems will be computed. The temporal solutions will be computed using both the linearised and non-linear approaches and compared also with the results from the time harmonic system of the linearised approach, presented in Part III. The different approaches will be compared using a range of different industrial measures of interest across the full operating range of MRI scanners to determine the validity of the computationally efficient linearised approach.
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8.1 Introductory Remarks

This Chapter presents two industrially relevant benchmark MRI scanner problems: the first problem is the same test magnet presented in Chapter 5, and the other problem comprises of a more realistic MRI scanner geometry that accurately represents current scanners in operation, to compare the linearised and non-linear approaches in the time domain. A series of studies are performed across a range of measures of interest in order to determine the accuracy of the linearised approach in capturing the full non-linear behaviour of MRI scanners. Solutions to each problem are computed for the linearised approach both in the time harmonic and time dependent formulations and the non-linear approach across a range of MRI scanner operating conditions, in order to prove the conjectures presented in Chapter 6.

From the objectives of this Thesis, discussed in Section 1.4, this Chapter addresses the objective: “To determine the accuracy of the linearised approach across the full operating range of MRI scanners”, by comparing the two approaches across the full range of operating conditions, and beyond, of current clinical MRI scanners. The operating conditions for each problem are derived from the MRI scanner manufacturer’s data and a simplified model for relating the field strength of the magnet to the current density in the coils, summarised in Chapter 6.

This Chapter begins with the analysis of the test magnet problem in Section 8.2, where a full analysis across a series of measures of interest are performed, before moving on to the analysis of the full magnet problem in Section 8.3. Finally, the contents of this Chapter are summarised in Section 8.4.

8.2 Test Magnet Problem

First, solutions to the industrially relevant test magnet problem are considered, which was previously presented in Chapter 5. The conducting region $\Omega_c$ of the test magnet consists of three metallic shields, known as the Outer Vacuum Chamber (OVC) $\Omega_{cOVC}$, 77K radiation shield $\Omega_{c77K}$ and 4K helium vessel $\Omega_{c4K}$, each with different material parameters ($\gamma$, $\mu$, $\lambda$, $G$, $\rho$). The exact geometries and material parameters of the conducting components are commercially sensitive and as such are not displayed in this Thesis. By choosing to study only the Z-gradient coils and noting that the currents in the main coils and geometry of the conducting components are rotationally symmetric, the problem may be reduced to an axisymmetric description and solved in cylindrical coordinates ($r, \phi, z$) on the meridian plane $\Omega^m$. 
The full 3D representation of this simplified MRI scanner is depicted in Figure 8.1.

A pair of main magnet coils, each with a static current source \( J_{DC}^\phi = J_{DC}^\phi(r,z)\mathbf{e}_\phi \), are located on the outside of the three shields and a pair of Z-gradient magnet coils, each with alternating current source \( J_{AC}(t) = J_{AC}^\phi(t,r,z)\mathbf{e}_\phi \), are located within the imaging bore, both of which are assumed as Biot-Savart conductors and are located in free space. Realistic excitations of the gradient coil are non-sinusoidal in nature, however for the purposes of comparison between the linearised and non-linear approaches only sinusoidal excitations will be considered, where the current density is described by \( J_{AC}^\phi(t) = \text{Re} \left( J_{AC}^\phi \right) e^{i\omega t} \). A range of excitation frequencies of \( \omega = 2\pi[1000, 1500, 2000]\) rad/s are considered for this problem, which lie outside of the resonance region of \( \omega \geq 2\pi[3500] \), predicted in Chapter 5. The magnitude of the static \( |J_{DC}^\phi| \) and gradient current sources \( |J_{AC}^\phi| \) to be considered are obtained from manufacturer’s data [196, 229, 228]. This data quotes the maximum capable flux density on the central axis of the imaging bore (\( r = 0 \)) and in order to obtain the corresponding current densities the model described in Section 6.5.3 is used, the results of which are summarised, for key clinical field strengths, in Table 8.1.

<table>
<thead>
<tr>
<th>Main Coil</th>
<th>Gradient Coil</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \max</td>
<td>B_{z=0}^{DC}</td>
</tr>
<tr>
<td>1.5</td>
<td>218.35</td>
</tr>
<tr>
<td>3</td>
<td>436.70</td>
</tr>
<tr>
<td>11.7</td>
<td>1703.10</td>
</tr>
</tbody>
</table>

Table 8.1: Test magnet problem: typical values of the current densities in static and gradient coils and ranges of static and gradient field strengths from manufacturers data [196, 229, 228].

Given criteria 2) and 3) in Section 6.5.2, the greatest non-linearity should appear for a magnet with weakest static field of 1.5T and strongest gradient field of
100×10^{-3}T/m. This would result in a ratio between the static and gradient current density values of \( \frac{|J_{\phi}^{AC}|}{|J_{\phi}^{DC}|} \approx 7.2\% \) for this problem. The two approaches are, therefore, studied across a range of current density ratios of \( \frac{|J_{\phi}^{AC}|}{|J_{\phi}^{DC}|} = [5, 10, 15, 20]\% \) to provide a rigorous test of the linearised approach for applications of higher levels of non-linearity than current MRI scanners are capable of. The problem is subject to the following boundary conditions: the Dirichlet boundaries of the conductors are set to \( u^D = 0 \) to fix the conductors in space and the value of the magnetic vector potential on the outer boundary is set to \( A_{\phi} = 0 \) due to the eddy current decay. The initial conditions of the problem are defined by those described in Section 6.3.3.

This problem is treated computationally for both the linearised and non-linear approaches. The non-conducting free space region, comprised of air, is truncated to create the domain \( \Omega^m \), which is the same as in Chapter 5. In terms of spatial discretisation, the solution is analysed for a single unstructured mesh of 2,842 triangles of maximum size \( h = 0.25m \), but with substantial refinement in the conductors \( \Omega^m_c \), resulting in 570 elements in \( \Omega^m_c \), with \( p \)-refinement for elements of order \( p = [1, 2, 3, 4, 5] \). The mesh parameters used are the same as in [26], however, due to improvements in the mesh generator used [78] results in a better distribution of elements and hence fewer elements. A single layer of 18 infinite elements is applied to the outer boundary of \( \Omega^m \) to resolve the static decay of the magnetic field, so that the boundary condition \( A_{\phi} = 0 \) is effectively imposed at infinity. The temporal discretisation used to resolve these waves are studied for a timestep size of \( \Delta t = \frac{2\pi}{(\omega N_{\Delta t})} \), where the number of points per wavelength of the excitation frequency is varied for \( N_{\Delta t} = [10, 20, 30, 40] \). The spectral radius of the \( \alpha \)-scheme time integrator \( \rho_{\infty} \) allows for damping of certain frequency regimes. For \( \rho_{\infty} = 1 \) the amplitude of the wave is fully preserved and no damping of any high frequencies is introduced. For \( \rho_{\infty} = 0 \) the scheme is fully dissipative and higher frequency waves are completely damped, however, the damping of physical modes also occurs. Given that the recovery of only physical modes is desirable in the problem, a value of \( \rho_{\infty} = 0.8 \) is chosen, to allow for numerical damping of any non-physical high frequencies induced through the forcing, whilst still preserving the physical lower frequency waves.

Solutions to this problem are obtained by applying Algorithm 2 for both the non-linear and linearised approaches across the range of current densities and excitation frequencies discussed.
8.2.1 Temporal convergence of the physical fields

In order to determine the correct implementation of the generalised $\alpha$ temporal integration scheme, the Test Magnet problem was run for a series of different temporal discretisations consisting of number of timesteps per wavelength equal to $N_{\Delta t} = [2, 4, 8, 16, 24, 32, 48, 56, 64]$ for $p = 4$ elements, for an excitation frequency of $f = 1000\,Hz$. The reference solution is computed as the steady state time response generated from the computed frequency domain solutions for the uncoupled case of each field, where the magnetics is excited by the current source and the mechanics is excited by a time varying external pressure to each of the shields. Figure 8.2 plots the relative error of the solution fields against the number of time steps per wavelength for the zeroth and first order time derivatives of both the time dependent electromagnetic and mechanical fields. The relative error is measured as the difference in computed and reference solutions at some time $t$, which is taken at a time after a steady state response has been achieved. From the figure it is clear that the rate of convergence of the temporal scheme is second order accurate, which is in agreement with the fact that the generalised $\alpha$ scheme is a second order accurate scheme [57].

![Figure 8.2: Test magnet problem: temporal convergence of the generalised $\alpha$ scheme (2nd order). The error is taken as the relative error between the computed and reference solutions at some time $t$, which is taken as some time after the steady state response is achieved.](image-url)
8.2.2 Spatial Discretisation Study in the Outputs of Interest

Quantities of industrial interest for both the mechanical and electromagnetic fields are now considered. For the electromagnetic field the output power dissipation in the conducting components \( P_{\Omega_c}^o \) is considered and for the mechanical field the kinetic energy of the conducting components \( E_{\Omega_c}^k \). The formal definition of these quantities in a full time domain description, where the quantities are averaged over the time period \( T \) of excitation frequency, are

\[
P_{\Omega_c}^o(t, A) = \frac{1}{T} \int_t^{t+T} \int_{\Omega_c} \gamma \left| \frac{\partial A}{\partial t} \right|^2 d\Omega dt,
\]
\[
E_{\Omega_c}^k(t, u) = \frac{1}{T} \int_t^{t+T} \frac{1}{2} \int_{\Omega_c} \rho \left| \frac{\partial u}{\partial t} \right|^2 d\Omega dt,
\]

which reduce, in a time harmonic representation, to

\[
P_{\Omega_c}^o(\omega, A) = \frac{1}{2} \int_{\Omega} \gamma \omega^2 |A|^2 d\Omega,
\]
\[
E_{\Omega_c}^k(\omega, U) = \frac{1}{4} \int_{\Omega} \rho \omega^2 |U|^2 d\Omega,
\]

as seen in Chapter 5. In the above, \( A \) and \( U \) are the complex amplitudes of their respective fields as \( A(t) = \text{Re} \left( A e^{i\omega t} \right) \) and \( u(t) = \text{Re} \left( U e^{i\omega t} \right) \), as described in Chapter 3. To compute these quantities for the test magnet problem, using either the transient solutions obtained by the linearised or non-linear approaches, Algorithm 2 is run at specific \( N_{\Delta t} \) (which defines \( \Delta t \)) and \( \rho_{\infty} \) for a sufficiently long time until the field responses reach steady state. Equation 8.1 is then applied over the time period of excitation \( T \).

\[\text{Figure 8.3: Test magnet problem: output power (left) and kinetic energy (right) of the OVC } \Omega_{OVC} \text{ for element order } p = [1, 2, 3, 4, 5].\]
In order to determine suitable spatial resolution in the solution, a \( p \)-refinement study is performed. Algorithm 2 is then applied for \( N_{\Delta t} = 30 \), \( \rho_\infty = 0.8 \) using the linearised approach to compute the output power and kinetic energy across the frequency spectrum for \( \omega \leq 2\pi[5000] \), the results of which are illustrated for the OVC, 77K and 4K radiation shields in Figures 8.3, 8.4 and 8.5, respectively\(^1\). For \( p \leq 3 \) the computed curves, illustrated in Figures 8.3, 8.4 and 8.5 do not match one another and so the results have not yet reached convergence. The curves for \( p = 4 \) and \( p = 5 \), however, are practically indistinguishable for both the output power and kinetic energy and suggests that for elements of order \( p = 4 \) the results are sufficiently converged. Hence, elements of \( p = 4 \) are adopted for all subsequent computations of this problem on the mesh specified previously.

Figure 8.4: Test magnet problem: output power (left) and kinetic energy (right) of the 77K radiation shield \( \Omega_{77K}^c \) for element order \( p = [1, 2, 3, 4, 5] \).

A similar study to determine the required timestep size was also carried out, where a range of number of time steps per wavelength \( N_{\Delta t} = [10, 20, 30, 40] \) for \( p = 4 \) elements were studied. The results suggest that \( N_{\Delta t} = 30 \) offers sufficient temporal resolution to capture the amplitudes of the dominant frequency as well as frequencies twice the dominant frequency \( 2\omega \). The importance of this frequency doubling will be explained later in Section 8.2.2. Thus for an excitation frequency of \( \omega = 2\pi[1000] \) the timestep size \( \Delta t = 3.333 \times 10^{-5} \) s, for \( \omega = 2\pi[1500] \) the \( \Delta t = 2.222 \times 10^{-5} \) s and for \( \omega = 2\pi[2000] \) the \( \Delta t = 1.667 \times 10^{-5} \) s.

\(^1\)When using an explicit time integration scheme the stability of the algorithm will depend on the restrictions of the time step size. To determine a sufficiently small time step one could perform stability analysis as in [233, 111]. However, this is only valid for simple linear uncoupled problems and certainly not guaranteed for the coupled problems considered in this Thesis. Hence, for accuracy an implicit scheme is chosen.
Using these parameters, in Section 8.2.2, the quantities in (8.1) are computed by applying Algorithm 2 for the linearised and non-linear approaches in the time domain and compared with the frequency domain solver [26], discussed in Part III. However, first the results of the linearised and non-linear approaches for transient electromagnetic and mechanical fields are considered.

Electromagnetic Field

Firstly, in order to perform comparisons between the linearised and non-linear approaches, the transient response of the magnetic field for both approaches is compared. Given that the output power of the conductors $P_{\Omega C}^\omega (\omega, A_{AC})$, described above, is driven by the temporal derivative of the magnetic vector potential $\partial A / \partial t$, the response of this field for both approaches is measured and compared.

Figure 8.6 summarises the transient results of both approaches for the $\omega = 2\pi [2000]\text{rad/s}$ sinusoidal excitation. The graphs in the left hand column plot the time signal obtained from both the linearised approach (in red) and non-linear approach (in black). The right hand column plots the corresponding frequency spectrum of the signal, obtained by performing Fast Fourier Transforms (FFTs). It is clear from this figure that the linearised approach provides an accurate approximation of the magnetic vector potential across the full range of current density ratios. The magnitude of the frequencies across the spectrum are almost identical and the

---

2The resolution of an FFT is determined by the time step size $\Delta t$ and the accuracy of the amplitude by length of the time signal. The examples presented here have all been run for sufficiently long with a sufficient time step size to capture the important frequency range.
8.2 Test Magnet Problem
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Figure 8.6: Test magnet problem: time signals and corresponding FFTs of \( \partial A/\partial t \) for both the linearised (red line) and non-linear approaches (black line), for various values of \( \phi \) subject to a \( \omega = 2\pi \times 2000 \) rad/s sinusoidal excitation.
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Figure 8.7: Test magnet problem: time signals and corresponding FFTs of \( \partial A/\partial t \) for both the linearised and non-linear approaches, for \( |J_{AC}^\phi|/|J_{DC}^\phi| = 20\% \) subject to various frequencies of excitation.
linearised approach is even capable of capturing all the fundamental frequencies, around $\omega = 2\pi[3500 - 4000]$ rad/s.

Figure 8.7 plots the transient response and corresponding frequency spectrum for a current density ratio of $|J_{AC}^\phi|/|J_{DC}^\phi| = 20\%$ and a range of excitation frequencies. These plots, again, illustrate the agreement between the linearised and non-linear approaches for different excitation frequencies.

**Mechanical Field**

A comparison of the mechanical field response between the linearised and non-linear approaches is now considered. Given that the kinetic energy of the conductors $E_k^\Omega_c$, described in Section 8.2.2, is driven by their mechanical velocity $\partial u/\partial t$, the response of this field for both approaches is measured and compared.

![Time signal](image)

![Frequency spectrum](image)

**Figure 8.8:** Test magnet problem: time signals and corresponding FFTs of $\partial u/\partial t$ for both the linearised and non-linear approaches, for various values of $|J_{AC}^\phi|/|J_{DC}^\phi|$ subject to a $\omega = 2\pi[1000]$ rad/s sinusoidal excitation.

Figure 8.8 summarises the transient results of both approaches for the $\omega = 2\pi[1000]$ rad/s sinusoidal excitation. The graphs in the left hand column plot the time signal obtained from both the linearised approach (in red) and non-linear approach (in black). From the plots it appears as though the two approaches offer good agreement, especially when looking at the time signals. However, in the fre-
quency spectrum there appears to be an extra frequency at $\omega = 2\pi [2000]\text{rad/s}$ that is picked up in the non-linear approach, but not in the linearised approach. This term appears due to the non-linearity in the Maxwell stress tensor (2.24), which is observed to be quadratic in the magnetic field. From a decomposition of the magnetic field into static and dynamic components, as shown in Section 6.3.2, it can be shown that this non-linear term comprises of a product of the dynamic component of the field with itself, which disappears in the linearised approach. This term causes a frequency doubling effect, in other words it results in a component of excitation of the mechanical field that is double the frequency of the AC currents. So for a $\omega = 2\pi [1000]\text{rad/s}$ wave, as in Figure 8.9, an excitation at $\omega = 2\pi [2000]\text{rad/s}$ would also appear, which matches exactly with the results obtained. However, from Figure 8.9, it is clear that the magnitude of this term is far smaller than that of the amplitude associated with the exciting frequency and thus has little effect on the solution. As the ratio of the current densities increases so too does the magnitude of this term. However, even for a ratio of 20% the magnitude is still several orders smaller than the main excitation and smaller also than the most dominant resonant frequencies. Thus the magnitude of this doubled frequency component provides a useful measure in determining the non-linearity of the problem.

<table>
<thead>
<tr>
<th>Excitation Freq.</th>
<th>Time signal</th>
<th>Frequency spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500 Hz</td>
<td><img src="image1" alt="Time signal" /></td>
<td><img src="image2" alt="Frequency spectrum" /></td>
</tr>
<tr>
<td>2000 Hz</td>
<td><img src="image3" alt="Time signal" /></td>
<td><img src="image4" alt="Frequency spectrum" /></td>
</tr>
</tbody>
</table>

**Figure 8.9:** Test magnet problem: time signals and corresponding FFTs of $\partial u_r / \partial t$ for both the linearised and non-linear approaches, for $|J^{AC}_\phi| / |J^{DC}_\phi| = 20\%$ subject to various frequencies of excitation.
Figure 8.9 plots the transient response and corresponding frequency spectrum for a current density ratio of $\frac{|J_{\phi}^{AC}|}{|J_{\phi}^{DC}|} = 20\%$ and a range of excitation frequencies. It is seen from these plots that for the AC current frequencies of 1500Hz the agreement between the two approaches results in almost indistinguishable time signals. However, for the $\omega = 2\pi[2000]\text{rad/s}$ AC currents differences in the time signal become more visible. This is because the doubled frequency excitation component of 4000Hz lies within the resonance region. When exciting close to the resonance region the problem results in matrices of high condition numbers, which are close to singular. Consequently, the tangent stiffness matrix inversion becomes more challenging and less reliable and, as a result, can lead to differences in the amplitudes across the frequency spectrum. Despite this effect however, the differences in the time signal are still very small and the characteristics of the system and prediction of the resonance region remain well captured by the linearised approach.

**Comparison of the Linearised and Non-Linear Approaches**

To benchmark the accuracy of the solution from the linearised approach with the non-linear approach, a comparison in the computation of the outputs of interest between two approaches, presented in Section 8.2.2, is performed across a range of frequencies $\omega \leq 2\pi[5000]\text{rad/s}$. Figures 8.10, 8.11 and 8.12 illustrate the outputs of interest computed by the linearised approach in both frequency and time domain and the non-linear approach in time domain, using the definitions in (8.1) and (8.2) for a current density ratio of $\frac{|J_{\phi}^{AC}|}{|J_{\phi}^{DC}|} = 10\%$.

![Output Power](image1.png)

**Figure 8.10:** Test magnet problem: computation of the Output Power (left) and Kinetic Energy (right) of the OVC $\Omega_{OC}$ for both the linearised approach in time and frequency domain as well as the non-linear approach.
8.2 Test Magnet Problem

Figure 8.11: Test magnet problem: computation of the Output Power (left) and Kinetic Energy (right) of the 77K radiation shield $\Omega_{c77K}$ for both the linearised approach in time and frequency domain as well as the non-linear approach.

Figure 8.12: Test magnet problem: computation of the Output Power (left) and Kinetic Energy (right) of the 4K radiation shield $\Omega_{c4K}$ for both the linearised approach in time and frequency domain as well as the non-linear approach.
Using the frequency domain approach, described in Part III and [26], the outputs of interest $P_{\Omega_c}^o$ and $E_{\Omega_c}^k$ can be directly computed for a given excitation frequency. Whereas, in the time domain the time solver must be run until steady state is obtained and then apply the definition in (8.1) across a time period. Due to the increased computational cost of computing the outputs of interest for transient solutions, a coarser frequency sweep is performed compared to the frequency domain results. Figures 8.10a, 8.11a and 8.12a plot the output power in the OVC $P_{\Omega_{OVC}^c}^o(\omega, A^{AC})$, the 77K radiation shield $P_{\Omega_{77}^c}^o(\omega, A^{AC})$ and the 4K radiation shield $P_{\Omega_{4}^c}^o(\omega, A^{AC})$, respectively. Figures 8.10b, 8.11b and 8.12b plot the kinetic energy in the OVC $E_{\Omega_{OVC}^c}^k(\omega, A^{AC})$, the 77K radiation shield $E_{\Omega_{77}^c}^k(\omega, A^{AC})$ and the 4K radiation shield OVC $E_{\Omega_{4}^c}^k(\omega, A^{AC})$, respectively. From the plots, the curves produced by the linearised and non-linear approaches are in close agreement across the frequency spectrum which suggests that the linearised approach provides a very accurate approximation to the full non-linear approach across the full spectrum for $|J^{AC}_\phi| / |J^{DC}_\phi| = 10\%$ for the two outputs of interest. In fact, given that the individual fields, analysed in Sections 8.2.2 and 8.2.2, also show very good agreement for $|J^{AC}_\phi| / |J^{DC}_\phi| = 20\%$, this can be hypothesised to be the case also for the outputs of interest as they are directly related.

Now, a comparison in the displacements of the mechanical shields is performed by plotting the displacements of the OVC, in three dimensions, at interesting instances of the time signal for the radial velocity $\partial u_r/\partial t$ computed for the case of $|J^{AC}_\phi| / |J^{DC}_\phi| = 20\%$ and $\omega = 2\pi(2000)\text{rad/s}$ in Figure 8.13. The chosen time instances across the time signal are plotted, where the difference in the mechanical velocities between the linearised and non-linear approaches is noticeable. The contour plots of the displacement fields are all scaled such that the colour maps between the linearised (in time) and non-linear approaches are the same. The displacements in Figure 8.13 are scaled by several orders of magnitude to show visually the displacement shapes of the shield. It is clear that for all snapshots the differences between the two approaches are almost indistinguishable. This suggests that even for $|J^{AC}_\phi| / |J^{DC}_\phi| = 20\%$ and an excitation frequency of $\omega = 2\pi(2000)\text{rad/s}$, where the doubled frequency component of $\omega = 2\pi(4000)\text{rad/s}$ resides in the resonance region, see Section 8.2.2, that the linearised approach provides accurate and comparable results to the full non-linear approach.

The average computational timings, per timestep, for the two approaches across a range of different element orders $p$ are summarised in Table 8.2. The comparison between the computational timings of the two approaches suggests that the linearised
Figure 8.13: Test magnet problem: comparison between the time dependant linearised and non-linear approaches for displacements of the OVC at different times for $|J_{AC}^\phi|/|J_{DC}^\phi| = 20\%$ and $\omega = 2\pi(2000)\text{rad/s}$. 
approach is orders of magnitude more efficient in terms of computational cost than the non-linear approach. For low order $p = 1$ elements the linearised approach (in time) requires 383 times less computational effort than the non-linear approach. Whereas, for higher order $p = 5$ elements the linearised approach (in time) requires 164 times less computational effort than the non-linear approach. This speed-up factor appears to offer an inverse exponential behaviour with $p$, which is due to the higher requirement on the solver for higher order elements. Nevertheless, the computational timings displayed in the table suggest that the linearised approach offers orders of magnitude increase in computational efficiency over the non-linear approach.

<table>
<thead>
<tr>
<th>$p$</th>
<th>Linearised approach [s]</th>
<th>Non-linear approach [s]</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.037</td>
<td>14.175</td>
<td>383</td>
</tr>
<tr>
<td>2</td>
<td>0.181</td>
<td>49.327</td>
<td>273</td>
</tr>
<tr>
<td>3</td>
<td>0.489</td>
<td>116.830</td>
<td>239</td>
</tr>
<tr>
<td>4</td>
<td>1.150</td>
<td>206.424</td>
<td>179</td>
</tr>
<tr>
<td>5</td>
<td>2.187</td>
<td>358.914</td>
<td>164</td>
</tr>
</tbody>
</table>

Table 8.2: Test magnet problem: average computational times per timestep of the time dependant linearised and non-linear approaches in the time domain for specific element order $p = [1, 2, 3, 4, 5]$.

8.3 Realistic Magnet Problem

A more realistic problem is now considered that represents, very accurately, the sorts of MRI scanner designs currently used in clinical operation. The geometry is illustrated in Figure 8.14a. This problem consists of a similar construction to the previous problem, where the conducting region is comprised of the three radiation shields $\Omega_c = \Omega_c^{OVC} \cup \Omega_c^{7K} \cup \Omega_c^{4K}$, each with different material parameters ($\gamma$, $\mu$, $\lambda$, $G$, $\rho$). The geometry of the radiation shields, however, is more complex and their topology represents that of closed cylindrical shells of trapezoidal cross section, with curved face end sections. However, despite the increased complexity in topology, the geometry is still cylindrical and can be treated as axisymmetric. Again, the exact geometries and material parameters of the conducting components are commercially sensitive and as such are not displayed in this Thesis. The configuration of the static main coil consists of the same block cross section as the test magnet problem, but contains more sets of coils including also a set of secondary coils, which act to minimise the magnetic stray field by reversing the polarity of the magnetic field.
8.3 Realistic Magnet Problem

The gradient coils of this problem represent a far more realistic Z-gradient coil structure, which also contains a set of primary and secondary coils for shielding. The coils are sourced in the same way as the test magnet problem. The cross section of this problem, projected onto the positive half axisymmetric meridian domain $\Omega^m(r, z \geq 0)$, is illustrated in Figure 8.14b.

![Diagram](image)

(a) $\mathbb{R}^3$ domain, $\Omega$

(b) Positive Half Meridian domain, $\Omega^m$

Figure 8.14: Realistic magnet problem: components of the simplified geometry.

Given criteria 2) and 3) in Section 6.5.2, the greatest non-linearity is expected to appear for a magnet with weakest static field of 1.5T and strongest gradient field of $100 \times 10^{-3}$T/m. This would result in a ratio between the static and gradient current density values of $|J^{AC}_\phi|/|J^{DC}_\phi| \approx 12.3\%$ for this problem. The two approaches are therefore studied for an extreme case of a current density ratio of $|J^{AC}_\phi|/|J^{DC}_\phi| = 15\%$ to rigorously test the linearised approach. The form of the excitation of $J^{AC}_\phi$ is as described in Section 8.2.

The non-conducting free space region, comprised of air, is truncated to create the domain $\Omega^m$ and boundary conditions similar to the test magnet problem are applied, whereby the Dirichlet boundaries of the conductors are set to $u^D = 0$ to fix the conductors in space. The magnetic vector potential is set to $A_\phi = 0$ on the outer boundary.

In terms of spatial discretisation, the solution is analysed for an unstructured mesh of 19,218 triangles of maximum size $h = 0.25$m, but with substantial refinement in the conductors $\Omega^m_c$, resulting in 4,085 elements in $\Omega^m_c$. A single layer of 40 infinite elements are applied on the outer boundary of $\Omega^m$ to resolve the static decay of the magnetic field. Having carried out similar convergence studies to those presented for the test magnet problem, $p = 4$ elements have been chosen for the
spatial discretisation of the problem, $N = 30$ timesteps per excitation frequency $\omega$ for the temporal discretisation and set $\rho = 0.8$ for the solutions to this problem.

Comparisons between the displacements of the mechanical shields are now performed by plotting the velocity magnitude of the system across the time signal using both approaches for $\left| J_{AC}^{\phi} \right| / \left| J_{DC}^{\phi} \right| = 15\%$ and $\omega = 2\pi(1500)\text{rad/s}$ in Figure 8.15. Given that the differences in both the time signal and the displaced shapes of the OVC between the two approaches are in very close agreement, instead snapshots of the mechanical displacement in the inner OVC shell are highlighted at various time instances across the time signal for the linearised approach. The displaced OVC and static magnetic field for the corresponding gradient fields, at various time instances, are plotted in Figure 8.16. The displacements in Figures 8.15 and 8.16 are scaled by several orders of magnitude to show visually the displacement shapes of the OVC.

### 8.4 Chapter Summary

This Chapter has presented two industrially relevant benchmark MRI scanner problems to test the validity of the novel linearised approach across a range of MRI operating conditions that heavily exceed current MRI scanners. A series of tests using a range of measures of interest have been performed in order to test the linearity of the MRI problem and hence the accuracy of the linearised approach compared with the non-linear approach. Furthermore, the computational efficiency that the linearised approach provides over the non-linear approach has been measured for a range of spatial discretisations.

The results obtained, for the range of examples and operating conditions considered, show that the linearised approach offers very good agreement with the non-linear approach and thus aligns with the objective “To determine the accuracy of the linearised approach across the full operating range of MRI scanners.”

The next Chapter summarises the contents of the Thesis and provides a series of conclusions and outcomes of the work performed. The Chapter then goes on to present a series of recommendations for future work that will build on the underlying concepts provided within this Thesis and further enhance the created computational model.
Figure 8.15: Full magnet problem: displacements of the OVC at different times for $|J^A_C| / |J^B_C| = 15\%$ and $\omega = 2\pi(1500)\text{rad/s}$ for both the time dependant linearised and non-linear approaches.
Figure 8.16: Full magnet problem: snapshots of the distorted OVC, gradient coils and corresponding gradient magnetic field lines at various time intervals for $\frac{|J^C \phi|}{|J^D \phi|} = 15\%$ and $\omega = 2\pi(1500)$ rad/s.
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Conclusions and Future Development

9.1 Concluding Remarks

9.2 Conclusions

9.3 Recommendations For Further Work

“Don’t cry because it’s over, smile because it happened.”

Dr. Seuss
9.1 Concluding Remarks

This Thesis has presented the formulation and efficient computational implementation of both a novel linearised and non-linear approach, using an efficient hp-finite element framework, for the solution to coupled acousto-magneto-mechanical problems for MRI scanner design. The novel linearised approach has been rigorously compared against the full non-linear approach to determine its validity in solving the full MRI scanner problem for a range of operating conditions, which both mimic and exceed the current operable limits of MRI scanners in clinical operation. This comparison has been performed both through a novel mathematical comparison of the two approaches and through a series of industrially applicable examples. The aims and objectives outlined in Chapter 1 have been fully achieved. In the following sections, several conclusions are made and some recommendations for further work are given.

9.2 Conclusions

The governing coupled acousto-magneto-mechanical transmission problems, for both the static and transient fields, and the coupling mechanisms between the individual physical fields have been successfully derived in the full 3D representation.

- In Chapter 2, the mathematical description of the individual physical fields has been presented and the coupling mechanisms identified and derived. By means of a physically motivated additive split approach of the current sources of an MRI scanner two fully coupled transmission problems were derived: static and transient. These two problems have been used to form the novel linearised approach. This Chapter successfully addresses the objective “To accurately describe the individual physical fields and the coupling mechanisms associated with MRI scanners.”

The computationally efficient linearised approach has been successfully established in both a time dependent and efficient time harmonic representation. The full 3D description of the formulation and the rigorous linearisation has been developed where the computational hp-finite element approach has been reduced to an axisymmetric representation to provide an efficient reduced order computational model.
9.2 Conclusions

- In Chapter 3, the weighted residual forms of both the static and transient coupled transmission problems have been derived. A rigorous linearisation of the weighted residuals has also been established to represent the coupled problem in terms of an iterative monolithic Newton-Raphson procedure. The previous additive splitting of the current sources, presented in Chapter 2, has been used to derive the novel linearised approach, where the resulting linearised terms are independent of time and permit the use of a single step monolithic solution strategy [26]. Based on this fact, the linearised approach has been successfully presented in terms of a time harmonic formulation to allow for rapid sweeps over excitation frequencies to be performed. This approach provides a far more computationally efficient algorithm over solving the full non-linear problem. This Chapter addresses the objective “To develop an efficient novel solution procedure, named the linearised approach, through a rigorous linearisation of the non-linear system of equations.”

- In Chapter 4, the axisymmetric representation of the fields has been presented. Instead of adjusting the finite element basis functions to satisfy the axisymmetric weighted spaces, a suitable scaling of the variables has been performed to permit the use of standard $H^1(\Omega)$ conforming basis functions. The treatment of the radiation conditions, for both the electromagnetic and acoustic fields, in unbounded domains are then suitably approximated for artificially truncated finite domains. The topic of $hp$-finite elements is then briefly discussed, where the high order shape functions are introduced and the suitable mapping functions to the reference finite elements are applied. The spatially discrete axisymmetric linearised approach to the coupled acousto-magneto-mechanical problem to both the static and transient fields are then presented. This Chapter addresses the objective “To provide an efficient computational methodology for handling the solution to the coupled problem of MRI scanners using both approaches.”

- In Chapter 5, a series of academic and industrial benchmark numerical examples are then presented. First, a series of single physics problems are considered to validate the implementation, through the evaluation of the performance of the numerical approximation against analytical solutions. The correct optimal convergence behaviours for both the $h$- and $p$-refinement are illustrated. The successful resolution of the small skin depths and wavelengths using high order elements are shown. A series of coupled multiphysics benchmark examples are then analysed that demonstrate the rapid and accurate predictive performance
of the fully coupled linearised approach. This Chapter addresses the objective “To determine the accuracy of the linearised approach across the full operating range of MRI scanners.”

The non-linear approach has been successfully established using an iterative monolithic Newton-Raphson procedure and a time integration scheme to evaluate the transient response of the fields. The time dependent formulation of the linearised approach has also been successfully established to allow for direct comparison between the two approaches in the time domain.

- In Chapter 6, the treatment of the non-linear approach has been established. The resulting linearised system for both approaches has been recast in the form of a second order dynamic system, where the terms represent the mass, stiffness and damping contributions. This form allows for the natural application of time integration schemes. A comparison of the energy associated with the two approaches has been performed to derive a set of rigorous bounds used to define a series of theoretical measures that determine the non-linearity of the problem. These measures can later be used to determine the validity of the linearised approach. A simplified model which relates these measures to industrial data has also been presented, which is useful to determine the range of operating conditions over which to compare the two approaches. This Chapter addresses both the objectives “To develop the complete non-linear approach to solving the coupled system of equations” and “To determine a series of theoretical measures that can be used to measure the non-linearity of the coupled problem in MRI scanners.”

- In Chapter 7, the computational treatment of the transient fields for both approaches in a time domain formulation using a generalised $\alpha$ time integration scheme has been presented. A generalised solution strategy described through a computational algorithm is presented. This Chapter addresses the objective “To provide an efficient computational methodology for handling the solution to the coupled problem of MRI scanners using both approaches.”

- In Chapter 8, a series of numerical examples of a simplified and a realistic MRI scanner geometry have been studied. The theoretical measures and simplified model, derived in Chapter 6, have been successfully applied to each example problem to determine the range of operating conditions that current MRI scanners operate within. A series of numerical studies have been performed both within and exceeding current operable limits and the non-linearity of
the problem has been successfully quantified. These numerical studies have successfully shown the validity of the *linearised approach* in accurately approximating the full non-linear problem for current and future MRI scanner designs. A summary of the computational saving of the *linearised approach* has also been provided, where significant computational saving is achieved. This Chapter addresses the objective “To determine the accuracy of the *linearised approach* across the full operating range of MRI scanners.”

In summary, the $hp$ finite element framework for coupled acousto-magneto-mechanical coupling in MRI scanners has been successfully applied to a range of numerical problems and accurate results have been obtained. The small scale phenomena of the physical fields have been accurately resolved using the high order finite elements and accurate approximations of the farfield boundary conditions have been achieved. The novel computationally efficient *linearised approach* and the *non-linear approach* have been benchmarked and applied to full MRI scanner geometries and a comparison over a range of operating conditions have shown that: 1) there is accurate agreement between the two *approaches* and that, not only does the *linearised approach* provide accurate approximations to the transient response of the fields, but it also accurately predicts the quantities of interest and the resonance behaviour of MRI scanners; and 2) the *linearised approach* provides accurate results across the full region of interest in the frequency spectrum for a range of current density ratios $J_{\phi}^{AC}/J_{\phi}^{DC} \leq 20\%$. In terms of current clinical MRI scanner applications, this ratio is restricted to around $4 - 12\%$ and thus the analysis validates the use of the *linearised approach* in providing accurate solutions in current and future MRI scanner design, with orders of magnitude saving in the computational cost over the *non-linear approach*.

### 9.3 Recommendations For Further Work

Given the achievements of the research performed in this Thesis, there are many potential avenues for further work to be performed in order to further enhance the capabilities of the current methodology presented.

- One avenue for further research is the enhancement of the material model in the coupled formulation. Currently, the materials considered are based on homogeneous and isotropic definitions. However, with the advancement in materials science, new materials are being developed that could significantly
impact the design of current MRI scanners and further enhance their performance. Reductions in cost, increases in material performance and vacuum integrity are all factors that will impact the future of magnet design for MRI scanners. The inclusion of inhomogeneous and anisotropic [232, 130] material models [96, 188, 88] will allow for a greater range of materials to be implemented into the code and further improve the capabilities.

- Another area of research where significant enhancements in the model can be made is in the area of reduced order modelling, specifically in the application of Proper Generalised Decomposition (PGD) [53, 54]. The PGD allows the full problem to be decomposed into functions of the spatial domain and the parametric domain, which could include time/frequency, material parameters or a combination of these. The method computes a series of “off-line” solutions, or modes, in order to obtain sufficient data for interpolation of the solution to compute the “on-line” solutions. Given that the novel linearised approach poses a new linear system for the coupled system of non-linear equations, the system matrices (mass, stiffness and damping) are independent of time/frequency and NR iteration, and so they can be used to obtain the spatial discretisation and the PGD applied to solve for the parameter. This method will allow for almost real-time interpolation to perform rapid parametric studies of a range of scanner configurations.

- Another possible avenue of research is the inclusion of thermal effects, through an additional field in the system. Inside the Helium vessel (or 4K shield), the main magnet coils are immersed in liquid helium to supercool them. Having already computed the energy transfer to the coils from the magnetic field in this work, the next step would be to compute any thermal energy transfer within the vessel due to heat radiation etc.

- A further topic of research would be to allow for the simulation of the non-axisymmetric current sources in the $x$ and $y$ gradient coils. The current axisymmetric formulation can be further exploited through the decomposition of the current source into a series of Fourier coefficients in the azimuthal direction. The full problem could then be reduced to solving for a series of axisymmetric problems related to each Fourier coefficient, where the solution fields would have all three vector components, see [112] for details on similar methods.
• Finally, the generalisation of the current model to solving the full three-dimensional problem will provide a further possible avenue for research. This Thesis presents the fully 3D formulation of the problem, to which an axisymmetric representation is applied to develop an efficient reduced order axisymmetric model. Solving directly for the full 3D problem will provide a high-fidelity computational tool, where similar high order finite element discretisations can be used, to determine the behaviour of non-axisymmetric geometries and complete MRI scanner models.
Part VI
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Appendix A

Explanation of Key Physical Phenomena

When describing the complex physical behaviour of the transient coupled system of acousto-magneto-mechanical equations several known physical phenomena become active. These phenomena provide mechanisms for a two-way coupling between the magnetic and mechanical fields, resulting in the magneto-mechanical coupled system, with the acoustics being excited as a result of these phenomena. In order to fully understand the complex behaviour of the multi-field system in an MRI scanner, the effects that moving conductors have on the magnetic field and varying magnetic fields have on conductors must be understood. This Appendix describes the key physical phenomena and coupling mechanisms between the magnetic and mechanical fields and enriches the topics discussed in Chapters 1 and 2.

A.1 Eddy Currents

Eddy (or Ohmic) Currents are electrical current loops that occur in conducting bodies when time varying magnetic fields cause closed current loops inside conductors to form. The eddy currents flow in closed loops inside of conductors in planes perpendicular to the magnetic field. Eddy currents themselves also generate magnetic fields that oppose the time varying magnetic field that generated them. The eddy current density can thus be expressed as

\[ J_e(t) = \gamma E(t), \]  

where \( \gamma \) is the conductivity of the medium and \( E \) is the electric field. The electric field can then be expressed in terms of the magnetic flux density field \( B \) by Faraday’s law of induction as

\[ \nabla \times E = -\frac{\partial B}{\partial t}. \]  

(A.2)

Figure A.1 illustrates eddy currents forming inside of a conductor when subject to a time varying magnetic field \( H(t) = \mu^{-1}B(t) \) that is excited by an alternating current \( J^{\text{AC}} \), passed through a set of coils, where \( \mu \) is the magnetic permeability.
of the medium. This represents a similar setup to that of an MRI scanner, where conductors (metallic radiation shields) are subject to an alternating magnetic field generated through AC current sources in the gradient coils. The eddy currents themselves generate their own magnetic field $H_{\text{eddy}}$ which perturbs the field generated by the coils $H_{\text{coil}}$.

### A.2 Skin Depth Effect

The skin effect is an effect whereby the electrical current, inside of a conductor, tends to become distributed such that the current density is largest at the surface and decreases with depth in the conductor. This distribution of the currents is due to the generation of eddy currents inside of conductors. The eddy currents are generated by time varying magnetic fields arising in the conductor and act to oppose the currents inside the body of the conductor and complement the currents towards the surface, illustrated in Figure A.2. As a result of the eddy currents the time varying magnetic field does not completely permeate the conductor.

The electric current flows primarily close to the surface of the conductor, in a layer between the surface and a depth called the skin depth. An alternating current density $J$ inside a conductor decreases exponentially from its value at the surface $J_S$ according to the depth from the surface $d$ as

$$J = J_S e^{-(1+i)d/s},$$  

(A.3)
where $s$ denotes the skin depth\(^1\).

The skin depth is thus defined as the depth below the surface of the conductor at which the current density has fallen to $1/e$ (about 0.37) of $J_S$. The relation for the skin depth of a conductor is thus given by

$$s = \sqrt{\frac{2}{\gamma \omega \mu}} \sqrt{1 + \left(\frac{\omega \epsilon}{\gamma}\right)^2 + \frac{\omega \epsilon}{\gamma}}, \quad (A.4)$$

where $\omega$ is the angular frequency of the current, measured in rad/s, $\mu$ the permeability, $\gamma$ the conductivity and $\epsilon$ the permittivity of the conductor. At frequencies much below $\gamma/\epsilon$ the square root term is close to unity and thus the skin depth is approximated as

$$\delta = \sqrt{\frac{2}{\gamma \omega \mu}}. \quad (A.5)$$

The current distribution inside of a conductor $\Omega_c$, with thickness $\text{thick}$, is illustrated in Figure A.3.

### A.3 Lorentz Currents

Lorentz currents (sometimes also referred to as induced eddy currents) are closed electrical current loops that form inside of a conductor when moving through a mag-
The current strength decays asymptotically to 0 from the surface. The movement of the conductor causes a magnetic field that effectively varies in time and thus produces a current loop in the conductor. This current loop also results in a magnetic field which opposes the main field. The Lorentz current is quantified as

\[ J_l(t) = \gamma v(t) \times \mathbf{B}. \]  

(A.6)

where \( \gamma \) is the electrical conductivity of the medium. Figure A.4, below, illustrates a conducting plate \( \Omega_c \) moving with velocity \( \mathbf{v} \) through a static magnetic field with flux density \( \mathbf{B} \). The dark navy lines illustrate the Lorentz currents inside the conductor.

**Figure A.3:** Current distribution through the cross section of a conductor \( \Omega_c \) of thickness \( \text{thick} \). The current strength decays asymptotically to 0 from the surface.

**Figure A.4:** Lorentz currents \( J_l \) induced by moving a conductor \( \Omega_c \) through a magnetic field, with flux density \( \mathbf{B} \), at a velocity \( \mathbf{v} \).
A.4 Electromotive Force

The electromotive force is the force exerted on a charge, or more generally a volume of charge such as a conductor, moving through a magnetic field. From the Lorentz force law [100], the electromotive force on a unit of charge is given by

\[ f = q (E + v \times B), \quad (A.7) \]

where \( q \) denotes a unit of charge, \( E \) is the electric field, \( B \) the magnetic flux density field and \( v \) the velocity of the charge. The electromotive force per unit volume on a distribution of charge is given by

\[ f = \rho \nu (E + v \times B), \quad (A.8) \]

where \( \rho \nu \) is the volume charge density and \( J = \rho \nu v \) the current density.

The electromotive force, which is perpendicular to \( B \) and \( v \), acting on a conductor moving through a magnetic flux density field is illustrated in Figure A.5.

![Figure A.5: Electromotive (Lorentz) forces \( f^e \) induced by moving a conductor \( \Omega_c \) through a magnetic field, with flux density \( B \), at a velocity \( v \).](image_url)

A.5 Electromagnetic (Maxwell) Stress

The electromagnetic stress, described through the Maxwell stress tensor, is the stress that a magnetic field imparts on a conductor. The electromotive force in (A.8), can be re-expressed only in terms of the field variables by replacing \( \rho \nu \) and \( J \) by the fields \( E \) and \( B \), using Gauss’ and Ampère’s law, in (2.1d) and (2.1a) to give

\[ f = \rho \nu E + J \times B \]
\[ f = \epsilon (\nabla \cdot \mathbf{E}) \mathbf{E} + \mu^{-1} (\nabla \times \mathbf{B}) \times \mathbf{B} - \epsilon \frac{\partial \mathbf{E}}{\partial t} \times \mathbf{B}. \]  

(A.9)

In the above and throughout, the materials will be assumed as isotropic and homogeneous and as such all electro- and magneto-strictive effects will be neglected.

Applying now the product rule and Faraday’s law, in (2.1b), to the last term in (A.9) yields

\[ f = \epsilon (\nabla \cdot \mathbf{E}) \mathbf{E} + \mu^{-1} (\nabla \times \mathbf{B}) \times \mathbf{B} - \epsilon \left( \frac{\partial \mathbf{E}}{\partial t} (\mathbf{E} \times \mathbf{B}) + \mathbf{E} \times (\nabla \times \mathbf{E}) \right). \]  

(A.10)

Adding the term \((\nabla \cdot \mathbf{B}) \mathbf{B} = 0\), due to Gauss’ law of magnetism in (2.1c), and gathering the terms involving \(\mathbf{E}\) and \(\mathbf{B}\) gives

\[ f = \epsilon ((\nabla \cdot \mathbf{E}) \mathbf{E} - \mathbf{E} \times (\nabla \times \mathbf{E})) + \mu^{-1} ((\nabla \cdot \mathbf{B}) \mathbf{B} - \mathbf{B} \times (\nabla \times \mathbf{B})) - \epsilon \frac{\partial}{\partial t} (\mathbf{E} \times \mathbf{B}), \]  

(A.11)

where the curls can be eliminated\(^2\) to yield

\[ f = \epsilon ((\nabla \cdot \mathbf{E}) \mathbf{E} - \mathbf{E} \cdot \nabla \mathbf{E}) + \mu^{-1} ((\nabla \cdot \mathbf{B}) \mathbf{B} - \mathbf{B} \cdot \nabla \mathbf{B}) - \frac{1}{2} \nabla \left( \epsilon (\mathbf{E} \cdot \mathbf{E}) + \mu^{-1} (\mathbf{B} \cdot \mathbf{B}) \right) - \epsilon \frac{\partial}{\partial t} (\mathbf{E} \times \mathbf{B}). \]  

(A.12)

Then electromagnetic body force can then be expressed in terms of the divergence of an electromagnetic (Maxwell) stress tensor\(^3\) as

\[ f = \nabla \cdot \sigma^e(\mathbf{E}, \mathbf{B}) + \epsilon \frac{\partial}{\partial t} (\mathbf{B} \times \mathbf{E}), \]  

(A.13)

which is similar to the result obtained in [80], but for homogeneous isotropic materials. In the above, the Maxwell stress tensor can be split into an electric and magnetic part as

\[ \sigma^e(\mathbf{E}, \mathbf{B}) = \sigma^e_E(\mathbf{E}) + \sigma^e_M(\mathbf{B}) \]

\[ = \epsilon \left( \mathbf{E} \otimes \mathbf{E} - \frac{1}{2} (\mathbf{E} \cdot \mathbf{E}) \mathbf{I} \right) + \mu^{-1} \left( \mathbf{B} \otimes \mathbf{B} - \frac{1}{2} (\mathbf{B} \cdot \mathbf{B}) \mathbf{I} \right), \]  

(A.14)

which depends on both the electric and magnetic flux density fields respectively.

---

\(^2\)Recalling here the relation \(\frac{1}{2} \nabla (\mathbf{A} \cdot \mathbf{A}) = \mathbf{A} \times (\nabla \times \mathbf{A}) + \mathbf{A} \cdot \nabla \mathbf{A}.\)

\(^3\)Recalling here the relation \(\nabla \cdot (\mathbf{A} \otimes \mathbf{A}) = (\nabla \cdot \mathbf{A}) \mathbf{A} + \mathbf{A} \cdot \nabla \mathbf{A}.\)
Appendix B

Interface Conditions

When describing a complex problem in its strong form a series of differential Equations governing the behaviour of systems are required. This strong form is derived from the governing set of integral Equations and must hold throughout the space in which the problem is valid. For complex domains consisting of multiple mediums with different material properties, the description of the physical behaviour of the fields at the interfaces are non-trivial. In order to fully represent these problems in their strong form one requires knowledge of the continuity in the fields across these interfaces, an important circumstance which is often overlooked. This Appendix describes the process of obtaining the interface conditions from the integral form of the governing Equations and enriches the topics discussed in Chapter 2.

B.1 Electromagnetic Interface Conditions

Determining the interface conditions in the electromagnetic fields requires the full set of transient Maxwell’s Equations to be described, in terms of their integral forms. This system is defined as

\[\oint_{\partial\Omega} E \cdot t \, dl = -\frac{d}{dt} \int_{\Sigma} B \cdot n \, dS, \quad (B.1a)\]
\[\oint_{\partial\Sigma} H \cdot t \, dl = \int_{\Sigma} J \cdot n \, dS + \frac{d}{dt} \int_{\Sigma} D \cdot n \, dS, \quad (B.1b)\]
\[\int_{\partial\Omega} D \cdot n \, dS = \int_{\Omega} \rho_V \, d\Omega, \quad (B.1c)\]
\[\int_{\partial\Omega} B \cdot n \, dS = 0, \quad (B.1d)\]

where \(\Omega\) denotes a volume, enclosed by a surface \(\partial\Omega\) and \(\Sigma\) denotes a surface enclosed by a contour \(\partial\Sigma\). In the above, \(E, H, D\) and \(B\) are the electric, magnetic, electric flux and magnetic flux intensity field vectors, respectively, \(J\) the current density vector, \(\rho_V\) the volume charge density and \(n\) and \(t\) denote the unit normal and tangential vectors, respectively.

The differential form of Maxwell’s system of Equations, stated in Chapter 2, is obtained through manipulation of the integral form in (B.1). The Equations in-
volving the curl of the vector fields, Ampère’s and Faraday’s law, are obtained by applying Stokes’ theorem\(^1\) to the contour integral terms in Equation (B.1a) and (B.1b) and realising they must hold for every \(\Sigma\). The Equations involving the divergence of the vector fields, Gauss’ law and Gauss’ law for magnetism, are obtained by applying the divergence theorem\(^2\) to the surface integral terms in Equation (B.1c) and (B.1d) and realising they must hold for every \(\Omega\). \([100]\).

In order to determine the continuity conditions of the electromagnetic fields at the interface \(\partial \Omega^{\text{int}}\), between two mediums \(\Omega_1\) and \(\Omega_2\), a closed loop contour \(\partial \Sigma\) enclosing a surface \(\Sigma\) around \(\partial \Omega^{\text{int}}\), as illustrated in Figure B.1, is considered.

![Figure B.1](image)

**Figure B.1:** A domain \(\Omega = \Omega_1 \cup \Omega_2\) consisting of multiple mediums \(\Omega_1, \Omega_2\) with an outer boundary \(\partial \Omega\) and an interface \(\partial \Omega^{\text{int}}\). A closed loop contour \(\partial \Sigma\) is applied at the interface of the two domains, where each side of the interface has an associated unit tangent vector.

### B.1.1 Electric Field Interface Condition

The condition on the electric field \(E\) at the interface \(\partial \Omega^{\text{int}}\) can be determined by considering Faraday’s law (B.1a) on \(\Sigma\), in Figure B.1, such that

\[
\int_a^b E \cdot t \, dl + \int_b^c E \cdot t \, dl + \int_c^d E \cdot t \, dl + \int_d^a E \cdot t \, dl = -\frac{d}{dt} \int_\Sigma B \cdot n \, dS. \tag{B.2}
\]

By allowing the surface \(\Sigma\) to collapse to an infinitesimally thin area, with edges

---

\(^1\)Stokes’ theorem, correctly known the Kelvin-Stokes theorem, relates a contour integral to a surface integral by \(\oint_{\partial \Sigma} A \cdot t \, dl = \int_{\Sigma} (\nabla \times A) \cdot n \, dS\).

\(^2\)The divergence theorem, or Gauss’ divergence theorem, relates the flux of a vector field through a surface to its behaviour inside the volume as \(\int_{\Omega} \nabla \cdot A \, d\Omega = \oint_{\partial \Omega} A \cdot n \, dS\).
B.1 Electromagnetic Interface Conditions

$l_{bc}$ and $l_{da}$ collapsing to zero length, such that

\[ \int_{b}^{c} E \cdot \mathbf{t} \, dl + \int_{d}^{a} E \cdot \mathbf{t} \, dl = 0, \quad \frac{d}{dt} \int_{\Sigma} B \cdot \mathbf{n} \, dS = 0, \]

the integral form of Faraday’s law B.2, applied to $\Sigma$, therefore reduces to

\[ \int_{a}^{b} E_{1} \cdot \mathbf{t}_{1} \, dl + \int_{c}^{d} E_{2} \cdot \mathbf{t}_{2} \, dl = 0. \]  

(B.3)

Integrating out (B.3) results in

\[ E_{1} \cdot \mathbf{t}_{1} l_{ab} + E_{2} \cdot \mathbf{t}_{2} l_{cd} = 0 \]

Given that the tangent vectors, of each domain, at the interface are related as $t_{2} = -t_{1} = \mathbf{t}$ and the edge lengths $l_{ab} = l_{cd}$, the continuity in the tangential component of the electric field across $\partial \Omega^{int}$ can be defined as

\[(E_{2} - E_{1}) \cdot \mathbf{t} = 0,\]

where this relation holds for any surface tangent vector on the interface. This condition of the tangential continuity of the electric field across $\partial \Omega^{int}$ may be rewritten in terms of the normal vector\(^3\) on the interface as

\[ \mathbf{n} \times [E]_{\partial \Omega^{int}} = 0. \]  

(B.4)

In the above, $[.]_{\partial \Omega^{int}}$ denotes a jump in the field across the interface $\partial \Omega^{int}$.

B.1.2 Magnetic Field Interface Condition

The condition on the magnetic field $\mathbf{H}$ at the interface $\partial \Omega^{int}$ can be determined by considering Ampère’s law (B.1b) on $\Sigma$, in Figure B.1, such that

\[ \int_{a}^{b} H \cdot \mathbf{t} \, dl + \int_{c}^{d} H \cdot \mathbf{t} \, dl = \int_{S} J \cdot \mathbf{n} \, dS + \frac{d}{dt} \int_{\Sigma} D \cdot \mathbf{n} \, dS. \]  

(B.5)

Again, allowing $\Sigma$ to tend to an infinitesimally thin area, with edges $l_{bc}$ and $l_{da}$ collapsing to zero length, such that

\[ \int_{b}^{c} H \cdot \mathbf{t} \, dl + \int_{d}^{a} H \cdot \mathbf{t} \, dl = 0, \quad \frac{d}{dt} \int_{\Sigma} D \cdot \mathbf{n} \, dS = 0, \]

the integral form of Ampère’s law B.5, applied to $\Sigma$, therefore reduces to

\[ \int_{a}^{b} H \cdot \mathbf{t} \, dl + \int_{c}^{d} H \cdot \mathbf{t} \, dl = \int_{S} J^{s} \cdot \mathbf{n} \, dS. \]  

(B.6)

\(^3\)The unit tangent and normal vectors are orthogonal and so a tangential component of a vector $\mathbf{E} \cdot \mathbf{t}$ must be orthogonal to its normal component, hence $\mathbf{E} \cdot \mathbf{t} = \mathbf{n} \times \mathbf{E}$. 
Note in this case, however, that as $\Sigma$ collapses to zero the currents on the surface can tend towards infinity and so the surface integral term of $J^s$ remains. Integrating out (B.6) results in

$$H_1 \cdot t_{1ab} + H_2 \cdot t_{2cd} = j_s l,$$

Given that $l_{ab} = l_{cd} = l$ and that the tangent vectors are related as $t_2 = -t_1 = t$, the jump in the tangential component of the magnetic field across $\partial\Omega^{int}$ is given as

$$(H_2 - H_1) \cdot t = j_s,$$

where this relation holds for any surface tangent vector on the interface. This condition of the tangential jump of the magnetic field across $\partial\Omega^{int}$ may be rewritten in terms of the normal vector on the interface as

$$n \times [H]_{\partial\Omega^{int}} = j_s,$$  \hspace{1cm} (B.7)

### B.2 Mechanical Interface Conditions

Determining the interface conditions in the mechanical fields requires the transient Equations of equilibrium to be described, in their integral form as

$$\int_{\partial\Omega} T \, dS + \int_{\Omega} f \, d\Omega = \int_{\Omega} \rho \, a \, d\Omega. \hspace{1cm} (B.8)$$

where the sum of the internal (body) forces $f$ and external (traction) $T$ forces must equate to the transient force due to acceleration $a$. In the above, the traction force

$$T = \sigma n$$

on $\partial\Omega,$

where $\sigma$ is the stress tensor and $\rho$ is the density of the medium.

In order to determine the continuity conditions in the mechanical fields across the interface $\partial\Omega^{int}$, between two mediums $\Omega_1$ and $\Omega_2$, the setup in Figure B.2 is considered.

![Figure B.2: A domain $\Omega = \Omega_1 \cup \Omega_2$ consisting of two mediums $\Omega_1$ and $\Omega_2$ connected at an interface $\partial\Omega^{int}$, subject to a traction force $T.$](image)
B.2 Mechanical Interface Conditions

B.2.1 Traction Interface Condition

The condition on the traction forces $T$ at the interface $\partial \Omega^{\text{int}}$ can be determined by considering (B.8) over the whole domain of multiple mediums. For the multi-medium system illustrated in Figure B.2 the equilibrium Equation becomes

$$\int_{\partial \Omega_1^\text{int}} T_1 \, dS + \int_{\partial \Omega_2^\text{int}} T_2 \, dS + \int_{\Omega_1} f_1 \, d\Omega + \int_{\Omega_2} f_2 \, d\Omega = \int_{\Omega_1} \rho_1 a_1 \, d\Omega + \int_{\Omega_2} \rho_2 a_2 \, d\Omega,$$

This may be further split by considering the decomposition of the boundaries of each medium $\partial \Omega = \partial \Omega^\text{int} \cup \partial \Omega^\text{ext}$, where $\partial \Omega^\text{ext}$ is the exterior part and $\partial \Omega^\text{int}$ is the part on the interface. The equilibrium Equation for the full domain is described as

$$\int_{\partial \Omega_1^\text{ext}} T_1 \, dS + \int_{\partial \Omega_1^\text{int}} T_1 \, dS + \int_{\Omega_1} f_1 \, d\Omega + \int_{\partial \Omega_2^\text{ext}} T_2 \, dS + \int_{\Omega_2} f_2 \, d\Omega = \int_{\Omega_1} \rho_1 a_1 \, d\Omega + \int_{\Omega_2} \rho_2 a_2 \, d\Omega.$$

The integrals over the individual external boundaries to the complete external boundary and the integrals over two mediums can be collapsed to the whole domain, which gives

$$\int_{\partial \Omega_1^\text{int}} T_1 \, dS + \int_{\partial \Omega_2^\text{int}} T_2 \, dS + \int_{\Omega_1} f_1 \, d\Omega + \int_{\Omega_2} f_2 \, d\Omega = \int_{\Omega_1} \rho a \, d\Omega. \quad (B.9)$$

From (B.8) it follows that (B.9) reduces to

$$\int_{\partial \Omega_1^\text{int}} T_1 \, dS + \int_{\partial \Omega_2^\text{int}} T_2 \, dS = 0,$$

where the traction can related to the normal component of the stress to give

$$\int_{\partial \Omega_1^\text{int}} \sigma_1 n_1 \, dS + \int_{\partial \Omega_2^\text{int}} \sigma_2 n_2 \, dS = 0.$$

It holds across $\partial \Omega^\text{int}$ that $n_2 = -n_1 = n$ and thus

$$\int_{\partial \Omega^\text{int}} (\sigma_2 - \sigma_1) \, n \, dS = 0,$$

where, in general,

$$\left(\sigma_2 - \sigma_1\right) n = 0,$$

holds for any normal across $\partial \Omega^\text{int}$ and thus the continuity of stresses across interfaces between media in equilibrium becomes

$$[\sigma]_{\partial \Omega^\text{int}} n = 0. \quad (B.10)$$
B.2.2 Acceleration Interface Condition

The condition on the acceleration field \( \mathbf{a} \) at the interface \( \partial \Omega_{\text{int}} \) can be determined by starting with Euler’s Equation in integral form. This Equation governs the behaviour of gases and is derived using the conservation of mass, which can be used also to describe the acoustic Helmholtz Equation [116]. Euler’s Equation in integral form is given as

\[
\frac{\partial}{\partial t} \int_{\Omega} \rho \, d\Omega = - \int_{\partial \Omega} \rho \mathbf{v} \cdot \mathbf{n} \, dS, \tag{B.11}
\]

where again \( \rho \) is the density of the medium and \( \mathbf{v} \) is the velocity. Applying Gauss’ divergence theorem to the surface integral yields

\[
\frac{\partial}{\partial t} \int_{\Omega} \rho \, d\Omega = - \int_{\Omega} \nabla \cdot (\rho \mathbf{v}) \, d\Omega. \tag{B.12}
\]

Since this has to be true for any volume \( \Omega \) the following PDE is derived

\[
\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho \mathbf{v}). \tag{B.13}
\]

Returning to the integral form of Euler’s Equation, in (B.11), and applying it to the domain \( \Omega = \Omega_1 \cup \Omega_2 \), in Figure B.2, yields

\[
\frac{\partial}{\partial t} \int_{\Omega_1} \rho_1 \, d\Omega + \frac{\partial}{\partial t} \int_{\Omega_2} \rho_2 \, d\Omega = - \int_{\partial \Omega_{\text{int}}^{1}} \rho_1 \mathbf{v}_1 \cdot \mathbf{n}_1 \, dS - \int_{\partial \Omega_{\text{int}}^{2}} \rho_2 \mathbf{v}_2 \cdot \mathbf{n}_2 \, dS
\]
\[
- \int_{\partial \Omega_{\text{ext}}^{1}} \rho_1 \mathbf{v}_1 \cdot \mathbf{n}_1 \, dS - \int_{\partial \Omega_{\text{ext}}^{2}} \rho_2 \mathbf{v}_2 \cdot \mathbf{n}_2 \, dS.
\]

The integrals over the individual domains and external boundaries can be reduced to integrals over the complete domain and boundary as

\[
\frac{\partial}{\partial t} \int_{\Omega} \rho \, d\Omega = - \int_{\partial \Omega_{\text{int}}^{1}} \rho_1 \mathbf{v}_1 \cdot \mathbf{n}_1 \, dS - \int_{\partial \Omega_{\text{int}}^{2}} \rho_2 \mathbf{v}_2 \cdot \mathbf{n}_2 \, dS - \int_{\partial \Omega_{\text{ext}}} \rho \mathbf{v} \cdot \mathbf{n} \, dS. \tag{B.14}
\]

From (B.11) Equation (B.14) reduces to

\[
\int_{\partial \Omega_{\text{int}}^{1}} \rho_1 \mathbf{v}_1 \cdot \mathbf{n}_1 \, dS + \int_{\partial \Omega_{\text{int}}^{2}} \rho_2 \mathbf{v}_2 \cdot \mathbf{n}_2 \, dS = 0.
\]

It holds across \( \partial \Omega_{\text{int}} \) that \( \mathbf{n}_2 = -\mathbf{n}_1 = \mathbf{n} \) and thus

\[
\int_{\partial \Omega_{\text{int}}} (\rho_2 \mathbf{v}_2 - \rho_1 \mathbf{v}_1) \cdot \mathbf{n} \, dS = 0,
\]

where, in general,

\[
(\rho_2 \mathbf{v}_2 - \rho_1 \mathbf{v}_1) \cdot \mathbf{n} = 0,
\]

holds for any normal across \( \partial \Omega_{\text{int}} \) and thus the continuity of mass flux across inter-
faces between media in equilibrium becomes

\[ [\rho \nu]_{\partial \Omega_{int}} \cdot \mathbf{n} = 0. \]  \hspace{1cm} (B.15)

Taking the time derivative of the interface, where \( \rho \) is constant in time for incompressible flows, the continuity condition becomes

\[ [\rho \mathbf{a}]_{\partial \Omega_{int}} \cdot \mathbf{n} = 0. \]  \hspace{1cm} (B.16)
Appendix C

Low Frequency Electromagnetics

For problems concerning low frequency electromagnetic fields, such as in MRI application, it becomes useful to examine the effects on the full set of Maxwell equations. In Chapter 2, the $A$-based formulation of the Maxwell system is derived, by introducing the magnetic vector potential $A$. For certain materials and frequencies of excitation the system can be reduced to the eddy current formulation through the eddy current approximation, where a series of conditions must hold (see Section 2.2.4 for details). This Appendix describes the process of obtaining the conditions which must be fulfilled in order to ensure the eddy current model remains valid and enriches the topics discussed in Chapter 2.

C.1 Eddy Current Approximation

In the absence of any current sources or Lorentz currents, the vector potential formulation of the full transient Maxwell system (from Section 2.2) results in Ampère’s law being described as

$$\nabla \times \mu^{-1} \nabla \times A + \gamma \frac{\partial A}{\partial t} - \epsilon \frac{\partial^2 A}{\partial t^2} = 0.$$  \hspace{1cm} (C.1)

The above is an un-gauged Equation and requires a series of gauge conditions for each domain, in order to define uniqueness in the solution of $A$. See Chapter 2 for details on gauging the Equation.

For the transient eddy current approximation to hold, the magnitude of the displacement current term $\partial D/\partial t$ must be negligible compared to the other terms in (C.1) in order to neglect it from the Equation. Therefore a dimensional analysis of the magnitude of each term in (C.1) must be performed, to determine under what conditions the magnitude of these terms remain dominant over the displacement currents. First, comparing the term associated with the curl-curl of the vector
potential with the displacement currents deduces the following inequality
\[
\left| \epsilon \frac{\partial^2 A}{\partial t^2} \right| \ll |\nabla \times \mu^{-1} \nabla \times A|, \tag{C.2}
\]
which makes sense for low frequencies, since \( A \) will only propagate very slowly and so its acceleration will also be negligible. By performing a dimensional analysis, (C.2) reduces to
\[
\epsilon \tau^{-2}|A| \ll \alpha^{-2} \mu^{-1}|A|, \tag{C.3}
\]
where \( \alpha \) is defined as the length scale and \( \tau \) the time scale of the problem\(^1\).

Next, by comparing the magnitude of the term associated with the eddy currents \( J^e \) with the displacement current term, the inequality
\[
\left| \epsilon \frac{\partial^2 A}{\partial t^2} \right| \ll \left| \gamma \frac{\partial A}{\partial t} \right|,
\]
arises. This reduces, through a dimensional analysis, to
\[
\epsilon \tau^{-2}|A| \ll \gamma \tau^{-1}|A|. \tag{C.4}
\]

Thus, by eliminating the common terms in the two inequalities (C.3) and (C.4), the following conditions must be satisfied for the transient eddy current model to be a valid approximation
\[
\epsilon \mu \alpha^2 \tau^{-2} \ll 1, \quad \frac{\epsilon}{\gamma \tau} \ll 1. \tag{C.5}
\]

Following from this, the time scale \( \tau \) can be related to the frequency \( \omega \) of the problem by employing a time harmonic representation of the vector potential, through a Fourier decomposition, as
\[
A(t) = \text{Re}(\mathcal{A}(\omega)e^{i\omega t}),
\]
where \( \mathcal{A} \) represents the complex amplitude of the field, which depends on the frequency. This is a valid representation of the field for problems concerning single frequency waves, but, in general this representation would require a sum over all frequencies present in the time signal. For a frequency domain problem the field associated with each frequency of the excitation signal, in Figure 1.4, could be solved individually by applying an FFT of the signals, as in Figure 2.2. The temporal derivative of the vector potential then becomes
\[
\frac{\partial A}{\partial t}(t) = \text{Re}(i\omega \mathcal{A}(\omega)e^{i\omega t}),
\]
\(^1\)The spatial derivatives \( (\nabla \cdot, \nabla \times, \nabla) \) induce an inverse length scale \( \alpha^{-1} \) and the temporal derivative \( (\partial/\partial t) \) induces an inverse time scale \( \tau^{-1} \).
where the magnitude of this term is
\[ \left| \frac{\partial A}{\partial t} \right| = \tau^{-1} |A| = \omega |\mathbf{A}|. \]

It is clear from this that the time scale is equivalent to the inverse of the angular frequency \( \tau = 1/\omega \) for temporally linear problems. For temporally non-linear problems this is not always the case, however, the magnitude of \( \tau \) will remain of approximately the same order as the dominant excitation frequency \( O(1/\omega) \) [25].

### C.2 Electromagnetic Body Force

The body force \( \mathbf{b} \), present in the elasticity Equation, can be represented in terms of the divergence of the Maxwell stress tensor plus a momentum term [80] as

\[
\mathbf{b}(\mathbf{H}, \mathbf{D}) = \nabla \cdot \sigma^e(\mathbf{H}, \mathbf{D}) - \frac{\partial}{\partial t}(\mathbf{D} \times \mu \mathbf{H}),
\]

where the Maxwell stress tensor can be further split into a magnetic and an electric component

\[
\sigma^e(\mathbf{H}, \mathbf{D}) = \sigma^e_M(\mathbf{H}) + \sigma^e_E(\mathbf{D}).
\]

The individual components of the Maxwell stress tensor can be expressed in terms of magnetic and electric fields as

\[
\sigma^e_M(\mathbf{H}) = \mu \left( \mathbf{H} \otimes \mathbf{H} - \frac{1}{2} (\mathbf{H} \cdot \mathbf{H}) \mathbf{I} \right),
\]

\[
\sigma^e_E(\mathbf{D}) = \epsilon^{-1} \left( \mathbf{D} \otimes \mathbf{D} - \frac{1}{2} (\mathbf{D} \cdot \mathbf{D}) \mathbf{I} \right),
\]

which are valid for homogeneous isotropic materials, considered in this Thesis, in the absence of electro- and magneto-strictive effects, which are considered in [119].

Taking the divergence of the magnetic component of the stress tensor yields \(^2\)^\(^3\)

\[
\nabla \cdot \sigma^e_M(\mathbf{H}) = \mu \left( \nabla \cdot (\mathbf{H} \otimes \mathbf{H}) - \frac{1}{2} \nabla \cdot ((\mathbf{H} \cdot \mathbf{H}) \mathbf{I}) \right)
\]

\[
= \mu \left( \mathbf{H} \nabla \cdot \mathbf{H} + (\nabla \mathbf{H}) \mathbf{H} - \frac{1}{2} \nabla (\mathbf{H} \cdot \mathbf{H}) \right)
\]

\[
= \mu (\nabla \times \mathbf{H}) \times \mathbf{H},
\]

and the divergence of the electric component of the stress tensor yields

\[
\nabla \cdot \sigma^e_E(\mathbf{D}) = \epsilon^{-1} (\nabla \times \mathbf{D}) \times \mathbf{D}.
\]

\(^2\)Utilising the fact that the magnetic field is divergence free \( \nabla \cdot \mathbf{H} = 0 \).

\(^3\)Recall here the relationship between the curl and gradient operators \( (\nabla \mathbf{H}) \mathbf{H} - 1/2 \nabla (\mathbf{H} \cdot \mathbf{H}) = (\nabla \times \mathbf{H}) \times \mathbf{H} \).
The body force can therefore be expressed purely in terms of $D$ and $H$ as

$$b(H, D) = \mu \left( \frac{\nabla \times H}{\nabla \cdot \sigma_M^e} \right) \times H + \epsilon \left( \frac{\nabla \times D}{\nabla \cdot \sigma_E^e} \right) \times D - \frac{\partial D}{\partial t} \times \frac{\mu H - D \times \mu \frac{\partial H}{\partial t}}{\nabla \cdot \sigma_M^e},$$

which in an $A$-based formulation yields

$$b = \mu^{-1} \left( \frac{\nabla \times \nabla \times A}{\nabla \cdot \sigma_M^e} \right) \times \nabla \times A + \epsilon \left( \frac{\nabla \times \frac{\partial A}{\partial t}}{\nabla \cdot \sigma_E^e} \right) \times \frac{\partial A}{\partial t}$$

$$+ \epsilon \frac{\partial^2 A}{\partial t^2} \times (\nabla \times A) + \epsilon \frac{\partial A}{\partial t} \times \left( \nabla \times \frac{\partial A}{\partial t} \right).$$  \hspace{1cm} \text{(C.7)}$$

Combining like terms arising from the electric component of the stress and the momentum term, (C.8) reduces to

$$b = \mu^{-1} \left( \frac{\nabla \times \nabla \times A}{\nabla \cdot \sigma_M^e} \right) \times \nabla \times A - \epsilon \frac{\partial^2 A}{\partial t^2} \times (\nabla \times A).$$ \hspace{1cm} \text{(C.8)}$$

In order to determine the conditions for which the momentum term and electric component of the Maxwell stress tensor can be neglected, a dimensional analysis of the individual terms is considered. Thus for the terms in (C.9) to be neglected the following condition must hold

$$\left| \epsilon \frac{\partial^2 A}{\partial t^2} \times (\nabla \times A) \right| << \left| \mu^{-1} \left( \frac{\nabla \times \nabla \times A}{\nabla \cdot \sigma_M^e} \right) \times \nabla \times A \right|. \hspace{1cm} \text{(C.10)}$$

Applying the length and time scaling, to the derivative components, yields

$$\epsilon \tau^{-2} \alpha^{-1} |A|^2 << \mu^{-1} \alpha^{-3} |A|^2. \hspace{1cm} \text{(C.11)}$$

Eliminating the common terms results in the following condition, for eliminating the components of body force,

$$\epsilon \mu \alpha^2 \tau^{-2} \ll 1. \hspace{1cm} \text{(C.12)}$$

This is the same as one of the conditions derived for the transient eddy current approximation. Thus if the eddy current approximation remains valid for the application then the electric component of the Maxwell stress and the momentum term in the body force can also be neglected.

\footnote{Noting the relationship of the cross product $A \times B = -B \times A$.}
Appendix D

Acoustic Far Field Treatment

The radiation condition for the acoustic field must be satisfied in order to avoid artificial reflections of the acoustic waves back into the computational domain. This Appendix summarises the steps required to approximate the radiation of the acoustic field in truncated domains and enriches the topics discussed in Chapter 4.

D.1 Approximation of the Sommerfeld Condition

The Sommerfeld radiation condition\(^1\), which approximates the decaying behaviour of the field towards infinity, can be defined as

\[
\lim_{|\mathbf{x}| \to \infty} \left( \nabla P \cdot \mathbf{n} + \frac{\partial P}{\partial t} \right) = O(|\mathbf{x}|^{-1}) \quad \text{as} \quad |\mathbf{x}| \to \infty, \quad (D.1)
\]

For truncated computational domains then this condition may be used to approximate the behaviour of the field at the outer boundary. Whilst the boundary is truncated to lie a finite distance away from the radiation source, it can still allow for good approximations of the field if the boundary is located sufficiently far away. Figure D.1 illustrates the truncated computational domain, where the domain \( \Omega = \Omega_c \cup \Omega_n \), the non-conducting boundary \( \partial \Omega_n = \partial \Omega_c \cup \partial \Omega_+ \) and the outer boundary \( \partial \Omega_+ \) are located a finite distance from the scatterer.

The Sommerfeld condition for the computational domain, is approximated by

\[
\nabla P \cdot \mathbf{n} = -\frac{\partial P}{\partial t} \quad \text{on} \quad \partial \Omega_+, \quad (D.2)
\]

where the normal gradient of the pressure is directly related to the first temporal derivative of the field. This condition will be used to relate the boundary integral arising from the acoustic Helmholtz equation.

\(^1\)Here the Sommerfeld absorbing boundary condition is given as a first order boundary condition. Higher order absorbing boundary conditions can be obtained by using a Taylor series expansion.
The weak form of the Helmholtz acoustic wave equation in the non-conducting region, where terms involving the Maxwell stress $\mathbf{\sigma}$ are omitted for simplicity, is given by

$$\frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} d\Omega + \int_{\Omega_n} \nabla P \cdot \nabla P \delta \ d\Omega + \int_{\partial \Omega_c} \mathbf{n} \cdot \nabla P P \delta \ dS + \int_{\partial \Omega_+} \mathbf{n} \cdot \nabla P P \delta \ dS = \frac{1}{c^2} \int_{\Omega} \mathbf{n} \cdot \nabla P P \delta \ dS,$$

where the boundary term is obtained by applying the divergence theorem. From the approximate farfield condition in (D.2), the weak variational form of the acoustic Helmholtz equation in the non-conducting region becomes

$$\frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} d\Omega + \int_{\Omega_n} \nabla P \cdot \nabla P \delta \ d\Omega = \int_{\partial \Omega_c} \mathbf{n} \cdot \nabla P P \delta \ dS - \int_{\partial \Omega_+} \frac{\partial P}{\partial t} P \delta \ dS,$$

where the boundary term on $\partial \Omega_+$ will form part of the damping matrix in the transient system.

**D.2 Perfectly Matched Layer Formulation**

In order to allow for the computational treatment of unbounded regions a truncation of the outer boundary is required. Boundary conditions must then be imposed on the artificial outer boundary. For problems with a known analytical solution this is trivial as one can simply define the analytical solution on the boundary. However, in general not all problems have known analytical solutions and so the boundary conditions are less trivial. For non wave type problems, such as the eddy current model, this poses less of an issue as one can simply impose the farfield solution at the boundary and increase the size of the computational domain to obtain more accurate results. However, for wave type problems, such as the acoustics, imposing a simple farfield condition will result in artificial reflections that pollute the solution. Therefore, for the acoustic problem further treatment at this outer boundary is required to obtain more accurate solutions.

The perfectly matched layer (PML) has been recently introduced by Bérenger [32] as a means of minimizing wave reflections into computational solutions. The PML is an absorbing layer that allows for the absorption of incoming waves into the
layer by means of a complex coordinate stretching. The idea works to extend the solution onto the complex plane in order to allow the solution to decay to a prescribed farfield condition. Figure D.2 illustrates the effect of the PML by allowing incoming waves $P$ in $\Omega_{\text{PML}}$ to decay, which results in a reduction in the reflected waves $P_{\text{ref}}$. For sufficient absorption factors $\sigma$ the magnitude of these reflected waves tends to zero.

![Figure D.2: Absorption of outgoing pressure wave through the PML.](image)

Starting from the governing first order differential equations, when transformed from Equations (2.28) and (2.25), in terms of the velocity $v$

\[
\frac{\partial P}{\partial t} = \kappa \nabla \cdot v, \quad (D.5)
\]
\[
\frac{\partial v}{\partial t} = \frac{1}{\rho} \nabla P. \quad (D.6)
\]

### D.2.1 Axisymmetric (2D Cylindrical) Split Field Form

It is convenient to introduce a split-field formulation, first for equation (D.5)

\[
\frac{\partial P_r}{\partial t} = \kappa \frac{1}{r} \frac{\partial}{\partial r} (rv_r), \quad \frac{\partial P_z}{\partial t} = \kappa \frac{\partial v_z}{\partial z}, \quad (D.7)
\]

where the pressure field is split as follows

\[
P = P_r + P_z. \quad (D.8)
\]

Note here that $P_r$, $P_z$ are just convenient variables to introduce and have no physical meaning. Equation (D.6) then becomes

\[
\frac{\partial v_r}{\partial t} = \frac{1}{\rho} \frac{\partial P}{\partial r}, \quad \frac{\partial v_z}{\partial t} = \frac{1}{\rho} \frac{\partial P}{\partial z}. \quad (D.9)
\]

In order to damp the acoustic pressure in the PML and allow the absorption of outgoing waves and minimise artificial reflections at the boundary an absorption term is required. Reformulating the above split-field equations with the absorption
terms (“artificial conductivities”) $\sigma_r, \sigma_z$ yields

\[
\begin{align*}
\frac{\partial v_r}{\partial t} + \sigma_r(r)v_r &= \frac{1}{\rho} \frac{\partial P}{\partial r}, \\
\frac{\partial v_z}{\partial t} + \sigma_z(z)v_z &= \frac{1}{\rho} \frac{\partial P}{\partial z}, \\
\frac{\partial P_r}{\partial t} + \sigma_r(r)P_r &= \kappa \frac{1}{r} \frac{\partial}{\partial r}(rv_r), \\
\frac{\partial P_z}{\partial t} + \sigma_z(z)P_z &= \kappa \frac{\partial v_z}{\partial z}.
\end{align*}
\]

\tag{D.10a} \tag{D.10b}

**D.2.2 Time Harmonic Description**

In a time harmonic representation of the fields, where the time dependent pressure and velocity can be described in terms of a complex phasor as $P(t) = \text{Re}(P e^{i\omega t})$ and $v(t) = \text{Re}(v e^{i\omega t})$ respectively, equation (D.10) reduces to

\[
\begin{align*}
v_{x_m} &= \frac{1}{i\omega + \sigma_{x_m}(x^m)} \frac{1}{\rho} \frac{\partial P}{\partial x^m}, \\
P_{x_m} &= \frac{1}{r} \frac{1}{i\omega + \sigma_{x_m}(x^m)} \frac{\partial}{\partial x^m} (rv_{x_m}).
\end{align*}
\]

\tag{D.11}

where the meridian coordinate system $x^m = r, z$ is used. Combining these equations and dropping the argument of $\sigma_{x_m}$ for simplicity, gives

\[
P_{x_m} = \frac{1}{r} \frac{1}{\rho} \frac{1}{i\omega + \sigma_{x_m}} \frac{\partial}{\partial x^m} \left( \frac{r}{i\omega + \sigma_{x_m}} \frac{\partial P}{\partial x^m} \right).
\]

\tag{D.12}

Using the previous split-field analogy of the pressure in equation (D.8) results in

\[
\frac{1}{r} \frac{1}{i\omega + \sigma_r} \frac{\partial}{\partial r} \left( \frac{r}{i\omega + \sigma_r} \frac{\partial P}{\partial r} \right) + \frac{1}{r} \frac{1}{i\omega + \sigma_z} \frac{\partial}{\partial z} \left( \frac{r}{i\omega + \sigma_z} \frac{\partial P}{\partial z} \right) - \frac{1}{c^2} P = 0.
\]

\tag{D.13}

Multiplying through by $(i\omega + \sigma_r)(i\omega + \sigma_z)$ and noting that $\sigma_r \neq \sigma_z(r)$ and $\sigma_z \neq \sigma_z(r)$ yields

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( \frac{i\omega + \sigma_z}{i\omega + \sigma_r} \frac{\partial P}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial z} \left( \frac{i\omega + \sigma_r}{i\omega + \sigma_z} \frac{\partial P}{\partial z} \right) - \frac{(i\omega + \sigma_r)(i\omega + \sigma_z)}{c^2} P = 0.
\]

\tag{D.14}

Introducing a new coordinate system

\[
z_{x_m}(x^m) = x^m + \frac{1}{i\omega} \int_0^x \sigma_{x_m}(\xi) d\xi,
\]

\tag{D.15}

such that its derivatives become

\[
\frac{\partial z_{x_m}(x^m)}{\partial x^m} = z_{x_m}'(x^m) = \frac{i\omega + \sigma_{x_m}}{i\omega} = 1 - \frac{\sigma_{x_m}}{i\omega},
\]

\tag{D.16}

may now be substituted into (D.14), where $r \to z_r$ and multiplying through by $z_r/r$ yields

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( \frac{z_r z_r'}{z_r'} \frac{\partial P}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial z} \left( \frac{z_r z_r'}{z_r'} \frac{\partial P}{\partial z} \right) + \frac{z_r z_r' z_r''}{r} k^2 P = 0,
\]

\tag{D.17}

which is equivalent to the form of the PML adjusted equations derived in [175].
Equation (D.17) may be written, in vectorial form, in terms of the two PML tensors \( \Lambda_{1}^{axi} \) and \( \Lambda_{2}^{axi} \) as

\[
\frac{1}{r} \nabla m \cdot (\Lambda_{1}^{axi} \nabla m \mathbf{P}) + \frac{1}{r} k^2 \Lambda_{2}^{axi} \mathbf{P} = 0, \tag{D.18}
\]

which may be used to solve for the acoustic pressure in the PML region, where

\[
\Lambda_{1}^{axi}(r, z) = \begin{bmatrix}
\frac{z_r z'_z}{z_r z'_r} & 0 \\
0 & \frac{z'_r z'_z}{z'_r z'_r}
\end{bmatrix}; \quad \Lambda_{2}^{axi}(r, z) = z_r z'_r z'_z. \tag{D.19}
\]

### D.2.3 Time Dependent Description

In order to allow for absorption of outgoing waves in the PML region in the time domain the time dependent split field system (D.10) must be solved. The two equations (D.10a) may be combined into a vector equation by realising that the artificial conductivity terms can be combined into a tensor as

\[
\sigma(r, z) = \begin{bmatrix}
\sigma_r(r) & 0 \\
0 & \sigma_z(z)
\end{bmatrix}. \tag{D.20}
\]

Thus the weak form of the equation system becomes

\[
\int_{\Omega_{pml}} \frac{\partial P_r}{\partial t} q_r + \sigma_r P_r q_r \, d\Omega = \int_{\Omega_{pml}} \frac{\kappa}{r} \frac{\partial}{\partial r} (r v_r) q_r \, d\Omega, \tag{D.21a}
\]

\[
\int_{\Omega_{pml}} \frac{\partial P_z}{\partial t} q_z + \sigma_z P_z q_z \, d\Omega = \int_{\Omega_{pml}} \frac{\kappa}{\partial z} q_z \, d\Omega, \tag{D.21b}
\]

\[
\int_{\Omega_{pml}} \frac{\partial v}{\partial t} \cdot \mathbf{w} + \sigma(r, z) \mathbf{v} \cdot \mathbf{w} \, d\Omega = \int_{\Omega_{pml}} \frac{1}{\rho} \nabla P \cdot \mathbf{w} \, d\Omega. \tag{D.21c}
\]

Applying integration by parts and the divergence theorem to (D.21c) yields

\[
\int_{\Omega_{pml}} \frac{\partial \mathbf{v}}{\partial t} \cdot \mathbf{w} + \sigma(r, z) \mathbf{v} \cdot \mathbf{w} \, d\Omega + \int_{\Omega_{pml}} \frac{1}{\rho} \nabla \cdot \mathbf{w} \, d\Omega = \int_{\partial \Omega \cap \Omega_{pml}} \frac{1}{\rho} P \mathbf{n} \cdot \mathbf{w} \, dS. \tag{D.22}
\]

The boundary term that appears in the weak form needs further consideration due to the need to avoid any artificial reflections at the boundary. Figure D.3 shows the truncated computational domain with a PML on the outer boundary. The boundary of the PML region comprises of \( \partial \Omega_{pml} = \partial \Omega_- \cup \partial \Omega_+ \) and the boundary of the non conducting region of \( \partial \Omega_n = \partial \Omega_c \cup \partial \Omega_- \).

The boundary term in (D.22) thus becomes

\[
\int_{\partial \Omega_{pml}} \frac{1}{\rho} P \mathbf{n} \cdot \mathbf{w} \, dS = \int_{\partial \Omega_-} \frac{1}{\rho} P \mathbf{n} \cdot \mathbf{w} \, dS + \int_{\partial \Omega_+} \frac{1}{\rho} P \mathbf{n} \cdot \mathbf{w} \, dS. \tag{D.23}
\]

For the PML formulation, the need to integrate over the outer boundary \( \partial \Omega_+ \) is eliminated by imposing this as a complete Dirichlet boundary and setting \( P = 0 \).
on $\partial \Omega_\perp$. The finite element shape functions have been constructed such that they vanish on Dirichlet boundaries and so (D.22) becomes

$$\int_{\Omega_{pml}} \frac{\partial \mathbf{v}}{\partial t} \cdot \mathbf{w} + \sigma(r, z) \mathbf{v} \cdot \mathbf{w} \, d\Omega + \int_{\Omega_{pml}} \frac{1}{\rho} P \nabla \cdot \mathbf{w} \, d\Omega = \int_{\partial \Omega_-} \frac{1}{\rho} \mathbf{n} \cdot \mathbf{w} \, dS,$$

(D.24)

where the boundary term corresponds to the integration over the interface between $\Omega_n$ and $\Omega_{pml}$.

Introducing the acoustic equation in the non conducting region results in

$$\int_{\Omega_n} \nabla \cdot \nabla P \, d\Omega + \int_{\Omega_n} \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} P \, d\Omega = \int_{\partial \Omega_c} \mathbf{n} \cdot \nabla P \, P \, dS + \int_{\partial \Omega_-} \mathbf{n} \cdot \nabla P \, P \, dS,$$

(D.25)

where the $\sigma^e$ terms have been omitted here for simplicity, as they only appear in $\text{supp}(J^e)$ and are therefore not required when talking about the farfield treatment.

Now that the acoustic system for describing a PML in time domain have been represented in terms of integrals across the PML-non-conductor interface, some conditions across the interface are required to fully describe the problem. In order to avoid any reflections at $\partial \Omega_-$ and allow the wave to fully propagate into $\Omega_{pml}$ continuity in $P$ and $\nabla P$ must be maintained across $\partial \Omega_-$. Thus the following conditions

$$[P] = 0 \quad \text{on} \partial \Omega_-,$$

(D.26a)

$$[\nabla P] \cdot \mathbf{n} = 0 \quad \text{on} \partial \Omega_-,$$

(D.26b)

must hold. Given the earlier representation of $P = P_r + P_z$ in $\Omega_{pml}$ then

$$P \mathbf{n} = (P_r + P_z) \mathbf{n} \quad \text{on} \partial \Omega_-,$$

(D.27a)

$$\nabla P \cdot \mathbf{n} = (\nabla P_r + \nabla P_z) \cdot \mathbf{n} \quad \text{on} \partial \Omega_-.$$  

(D.27b)

Thus the weak variational form of the equation system defining the acoustic pressure in the computational domain becomes

$$\int_{\Omega_{pml}} \frac{\partial P_r}{\partial t} q_r + \sigma_r P_r q_r \, d\Omega = \int_{\Omega_{pml}} \frac{\kappa}{r} \frac{\partial}{\partial r} (r v_r) q_r \, d\Omega,$$

(D.28a)
\[
\begin{align*}
\int_{\Omega_{pml}} \frac{\partial P_z}{\partial t} q_z + \sigma_z P_z q_z \, d\Omega &= \int_{\Omega_{pml}} \kappa \frac{\partial v_z}{\partial z} q_z \, d\Omega, \\
\int_{\Omega_{pml}} \left( \frac{\partial \mathbf{w}}{\partial t} + \sigma(r, z) \mathbf{v} \right) \cdot \mathbf{w} \, d\Omega + \int_{\Omega_{pml}} \frac{1}{\rho} (P_r + P_z) \nabla \cdot \mathbf{w} \, d\Omega &= \int_{\partial \Omega_-} \frac{1}{\rho} P_n \cdot \mathbf{w} \, dS, \\
\int_{\Omega_n} \nabla P \cdot \nabla P^\delta \, d\Omega + \int_{\Omega_n} \frac{1}{c^2} \frac{\partial^2 P}{\partial t^2} P^\delta \, d\Omega &= \int_{\partial \Omega_e} \mathbf{n} \cdot \nabla P P^\delta \, dS \\
&\quad + \int_{\partial \Omega_-} \mathbf{n} \cdot (\nabla P_r + \nabla P_z) P^\delta \, dS.
\end{align*}
\]
Appendix E

Shape Functions on the Triangular Reference Element

The vertex, edge and cell based \( H^1(\Omega) \) conforming hierarchic (modal) shape functions on the reference elements in Chapter 4 must be defined. The reference triangular and quadrilateral elements used in this Thesis are illustrated in Figures 4.9 and 4.10, Chapter 4. This Appendix describes and illustrates the hierarchic shape functions generated on the reference elements and enriches the topics discussed in Chapter 4.

E.1 Triangular Element

The triangular elements are finite elements consisting of three vertices (or nodes) and three sides (or edges). The high order hierarchic shape functions are generated on this reference element and then mapped to the basis functions in the spatial domain. In general, the total number of shape functions \( M_{\text{tria}} \) generated on the triangular elements for a given element order \( p \) is given as \( M_{\text{tria}} = M_{\text{tria}}^V + M_{\text{tria}}^E + M_{\text{tria}}^I = (p + 1)(p + 2)/2 \).

E.1.1 The \( H^1(\Omega) \) Vertex Shape Functions

The hierarchic vertex shape functions generated on the triangular reference element, in Figure 4.9, are illustrated in Figure E.1.

| \( p = 1 \) |
|---|---|---|
| \( V_1 \) | \( V_2 \) | \( V_3 \) |

Figure E.1: Triangular finite element basis functions associated with the vertex degrees of freedom of the reference triangular element.
The vertex shape functions, illustrated in Figure E.1, are generated by

\[ N_{i}^{V} = L_{i}, \tag{E.1} \]

where the subscripts \( i \) of the vertex shape function denotes the vertices to which the shape functions are associated. These functions are equal to the barycentric/area coordinates of a triangle \( L_{i} \), given mathematically as

\[ L_{1} = \frac{1}{2} \left( 1 + \xi - \frac{\eta}{\sqrt{3}} \right), \tag{E.2a} \]
\[ L_{2} = \frac{\eta}{\sqrt{3}}, \tag{E.2b} \]
\[ L_{3} = \frac{1}{2} \left( 1 - \xi - \frac{\eta}{\sqrt{3}} \right). \tag{E.2c} \]

Note here that these shape functions are linear functions of the reference space \((\xi, \eta)\) and satisfy the partition of unity condition, that

\[ N_{1}^{V} + N_{2}^{V} + N_{3}^{V} = 1, \]

such that the functions have unit value at the node to which they are associated and zero value at the other two nodes. These shape functions are the same as the standard nodal (or Lagrange-type) shape functions for a nodal finite element basis, implemented in most low order \((h\text{-version})\) finite element codes. The vertex shape functions are continuous between neighbouring elements in the spatial domain.

For triangular elements the vertex shape functions are generated for all \( p \geq 1 \) and the number of vertex shape functions always corresponds to the number of vertices of the element, hence \( M_{tria}^{V} = 3 \) in this case.

### E.1.2 The \( H^{1}(\Omega) \) Edge Shape Functions

The hierarchic edge shape functions generated on the reference element, in Figure 4.9, are illustrated in Figure E.2.

The hierarchical type (modal) edge shape functions, illustrated in Figure E.2, are typically generated through scaled Legendre polynomials as

\[ N_{i-1}^{E_{m}} = \varphi_{i}^{S}(L_{e_{2}} - L_{e_{1}}, L_{e_{2}} + L_{e_{1}}), \tag{E.3} \]

where the subscript \( i = 2, ..., p \) denotes the shape function number for a given edge \( E_{m} = \{e_{1}, e_{2}\} \) consisting of the two nodes \( e_{1}, e_{2} \), \( m = 1, 2, 3 \) defines the edge number of the triangle\(^{1}\) and \( \varphi_{n}^{S} \) denotes the scaled integrated Legendre polynomials\(^{2}\).

\(^{1}\)For the triangular reference element the relative nodes \( e_{1}, e_{2} \) of the edges are: \( E_{1} = \{1, 2\} \), \( E_{2} = \{2, 3\} \) and \( E_{3} = \{3, 1\} \).

\(^{2}\)The scaled integrated Legendre polynomials are given as \( \varphi_{n}^{S}(s, t) = \int t^{n} \ell_{n-1}(\frac{s}{t}) \) ds, where \( \ell_{n-1} \) are the standard Legendre polynomials.
Note here that these shape functions vanish at the nodes and thus the partition of
unity condition is still satisfied at the nodes of the element. Associated with these
shape functions are conformity problems across the interface between two neigh-
bouring elements, where the orientation of the edges may differ. For 2D hierarchical
dge shape functions, this causes a sign conflict between the edge shape functions
of the two neighbouring elements and this must be resolved by incorporating a sign
change in the referential to spatial mapping to enforce the $H^1(\Omega)$ conformity. This
only effects odd-order finite elements, see [17] for further details. The hierarchic
dge shape functions are associated with a specific edge of the element and are zero
valued at all the nodes and other edges. They are continuous across all interfaces
between elements containing the edge in the spatial domain.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$E_1$</th>
<th>$E_2$</th>
<th>$E_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>6</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
</tbody>
</table>

**Figure E.2:** Triangular finite element basis functions associated with the edge degrees of freedom of the reference triangular element.

The edge shape functions are present only for higher order elements of $p \geq 2$
and the number of edge shape functions for the reference triangular element is $M^E_{\text{tria}} = 3(p - 1)$.

**E.1.3 The $H^1(\Omega)$ Interior Shape Functions**

The hierarchic interior shape functions generated on the reference element, in Figure 4.9, are illustrated in Figure E.2.
The hierarchical type (modal) interior shape functions, illustrated in Figure E.3, are generated through multiplications of scaled integrated Legendre and scaled Legendre polynomials for fixed edges as

\[ N_{i,j}^{I} = L_3 \varphi_{i-2}^S (L_2 - L_1, L_2 + L_1) \ell_{j-2}(L_3 - L_1 - L_2), \quad (E.4) \]

where the subscripts \( i, j = 3, \ldots, p \) and the shape function is only generated when \( i \geq j \). To visualise how the shape functions stack up for each value of \( p \), each subscript \( i \) corresponds to a row and \( j \) corresponds to a column in Figure E.3. So for \( p = 3 \) only the top most shape function is generated, likewise for \( p = 4 \) only the top three functions are generated and so on. The interior basis functions are zero valued at all nodes and edges and are thus trivially continuous between neighbouring elements in the spatial domain. They also satisfy the partition of unity condition at the nodes.

The interior shape functions are present only for higher order elements of \( p \geq 3 \) and the number of interior shape functions for the reference triangular element is \( M_{\text{tria}}^I = (p - 1)(p - 2)/2 \).

### E.2 Quadrilateral Element

The quadrilateral elements are finite elements consisting of four vertices (or nodes) and four sides (or edges). The high order hierarchic shape functions are generated on this reference element and then mapped to the basis functions in the spatial domain. In general, the total number of shape functions \( M_{\text{quad}} \) generated on quadrilateral
elements for a given element order \( p \) is given as 
\[
M_{\text{quad}} = M^V_{\text{quad}} + M^E_{\text{quad}} + M^I_{\text{quad}} = (p + 1)^2.
\]

### E.2.1 The \( H^1(\Omega) \) Vertex Shape Functions

The hierarchic vertex shape functions generated on the quadrilateral reference element, in Figure 4.10, are illustrated in Figure E.4.

![Figure E.4: Quadrilateral finite element basis functions associated with the vertex degrees of freedom of the reference quadrilateral element.](image)

The vertex shape functions, illustrated in Figure E.4, are generated by
\[
N^V_i = L_i,
\]
where the subscripts \( i \) of the vertex shape function denotes the vertices to which the shape functions are associated. These functions are equal to the nodal coordinates of a quadrilateral \( L_i \), given mathematically as
\[
\begin{align*}
L_1 &= (1 - \xi)(1 - \eta), \\
L_2 &= \xi(1 - \eta), \\
L_3 &= \xi\eta, \\
L_4 &= (1 - \xi)\eta.
\end{align*}
\]

Note here that these shape functions are linear functions of the reference space \((\xi, \eta)\) and satisfy the partition of unity condition, that
\[
N_1^V + N_2^V + N_3^V + N_4^V = 1,
\]
such that the functions have unit value at the node to which they are associated and zero value at the other two nodes. These shape functions are also the same as the standard nodal (or Lagrange-type) shape functions for a nodal finite element basis. The vertex shape functions are continuous between neighbouring elements in the spatial domain.

For quadrilateral elements the vertex shape functions are generated for all \( p \geq 1 \) and the number of vertex shape functions always corresponds to the number of vertices of the element, hence \( M^V_{\text{quad}} = 4 \) in this case.
E.2.2 The $H^1(\Omega)$ Edge Shape Functions

The hierarchic edge shape functions generated on the reference element, in Figure 4.10, are illustrated in Figure E.5.

![Figure E.5: Quadrilateral finite element basis functions associated with the edge degrees of freedom of the reference quadrilateral element.](image)

The hierarchical type (modal) edge shape functions, illustrated in Figure E.5, are typically generated through scaled Legendre polynomials as

$$N_{i-1}^{E_m} = \varphi^S_i(L_{n_2} - L_{n_1}, L_{n_2} + L_{n_1}), \quad (E.7)$$

where the subscript $i = 2, ..., p$ denotes the shape function number for a given edge $E_m = \{n_1, n_2\}$ consisting of the two vertices $n_1, n_2$, $m = 1, 2, 3, 4$ defines the edge number of the quadrilateral$^3$ and $\varphi^S_n$ denotes the scaled integrated Legendre polynomials$^4$.

Note here that these shape functions vanish at the nodes and thus the partition of unity condition is still satisfied at the nodes of the element. Same as with the triangular element, these shape functions pose conformity issues between neighbouring elements in the spatial domain, where the orientation of the edges may differ, due to potential sign conflicts in the functions. This must be resolved in the same way as the triangular element by incorporating a sign change in the referential to spatial mapping to enforce the $H^1(\Omega)$ conformity. This only effects odd-order finite

---

$^3$For the quadrilateral reference element the relative vertices $n_1, n_2$ of the edges are: $E_1 = \{1, 2\}$, $E_2 = \{3, 4\}$, $E_3 = \{2, 3\}$ and $E_4 = \{4, 1\}$.

$^4$The scaled integrated Legendre polynomials are given as $\varphi^S_n(s, t) = \int t^n \ell_{n-1} \left(\frac{s}{t}\right) \, ds$, where $\ell_{n-1}$ is the standard Legendre polynomials.
E.2 Quadrilateral Element

elements, see [17] for further details. This change restores the continuity across all interfaces between elements containing the edge in the spatial domain.

The edge shape functions are present only for higher order elements of \( p \geq 2 \) and the number of edge shape functions for the reference quadrilateral element is \( M^E_{quad} = 4(p - 1) \).

E.2.3 The \( H^1(\Omega) \) Interior Shape Functions

The hierarchic interior shape functions generated on the reference element, in Figure 4.10, are illustrated in Figure E.5.

The hierarchical type (modal) interior shape functions, illustrated in Figure E.6, are generated through multiplications of scaled integrated Legendre polynomials for fixed edges as

\[
N^I_{i-1,j-1} = \varphi^S_{i-1}(L_2 - L_1, L_2 + L_1)\varphi^S_{j-1}(L_4 - L_1, L_4 + L_1),
\]

(E.8)

where the subscripts \( i, j = 2, \ldots, p \). To visualise how the shape functions stack up for each value of \( p \), each subscript \( i \) corresponds to a row and \( j \) corresponds to a column in Figure E.6. So for \( p = 2 \) only the top-left most shape function is generated, likewise for \( p = 3 \) only the four top-left most functions are generated and so on. The interior basis functions are zero valued at all nodes and edges and are thus trivially continuous between neighbouring elements in the spatial domain.

The interior shape functions for quadrilateral elements are present only for higher order elements of \( p \geq 2 \) and the number of interior shape functions for the reference quadrilateral element is \( M^I_{quad} = (p - 1)^2 \).
Appendix F

Perturbed Eddy Current Problem

Infinite elements allow for the accurate solution to unbounded problems subject to decay conditions applied at $\infty$, see Section 4.4.4 for details. Accurate solutions are obtained by applying the exact boundary condition at infinity and mapping the outer boundary to infinity. In order to allow for this application the terms at $\infty$ must vanish and so the decay condition of the field must tend to 0 to remove any integration at infinity. This is naturally the case for the MRI scanner problem, however, in order to employ infinite elements on the Eddy current sphere problem, described in Section 5.3.1, the problem must be recast in terms of solving for a perturbed field variable such that the decay condition becomes 0. This Appendix describes the eddy current problem recast in the perturbed field case and enriches the topics discussed in Chapter 5.

F.1 Traditional Eddy Current Problem

The traditional eddy current problem in a time harmonic description, as described in Chapter 2 or [100], is defined as: Solve for the magnetic vector potential $\mathbf{A}$ such that

$$\nabla \times \mu^{-1} \nabla \times \mathbf{A} + i \omega \gamma \mathbf{A} = 0 \quad \text{in } \Omega_c,$$  

$$\nabla \times \mu_0^{-1} \nabla \times \mathbf{A} = 0 \quad \text{in } \mathbb{R}^3 \setminus \Omega_c,$$  

$$\nabla \times \mathbf{A} = \mu_0 \mathbf{H}_0 \quad \text{on } \partial \Omega \text{ as } |\mathbf{x}| \to \infty,$$  

$$\left[ n \times \mathbf{A} \right]_{\partial \Omega_c} = 0 \quad \text{on } \partial \Omega_c,$$  

$$\left[ n \times \mu^{-1} \nabla \times \mathbf{A} \right]_{\partial \Omega_c} = 0 \quad \text{on } \partial \Omega_c,$$

where $\mu$ is the material permeability, $\gamma$ the conductivity, $n$ the outward facing unit normal vector to the boundary, $\mathbf{H}_0$ is the applied external magnetic field.
F.2 Perturbed Field Problem

In order to allow for the decay condition in (F.1c) to become 0 at $\infty$ the field must be composed into

$$\mathbf{A} = \mathbf{A}_0 + \mathbf{A}_s, \quad \mathbf{H} = \mathbf{H}_0 + \mathbf{H}_s,$$

where $\mathbf{H}_s$ is the perturbed magnetic field, $\mathbf{H}_0$ is the constant external applied magnetic field, $\mathbf{A}_s$ is the perturbed magnetic vector potential and the background vector potential $\mathbf{A}_0$ is expressed as

$$\nabla \times \mathbf{A}_0 = \mu_0 \mathbf{H}_0. \quad (F.3)$$

This transformation of the magnetic field results in the decay condition of the vector potential in (F.1c) becoming

$$\nabla \times \mathbf{A}_s = 0 \quad \text{on} \ \partial \Omega \text{ as } |x| \to \infty,$$

$$\nabla \times \mathbf{A}_s = \mu_0 \mathbf{H}_0 \quad \text{on} \ \partial \Omega \text{ as } |x| \to \infty,$$

which allows for the infinite elements to be employed. The system in (F.1) under the transformation of the magnetic field now becomes: Solve for the perturbed magnetic vector potential $\mathbf{A}_s$ such that

$$\nabla \times \mu^{-1} \nabla \times \mathbf{A}_s + i \omega \gamma \mathbf{A}_s = -i \omega \gamma \mathbf{A}_0 \quad \text{in} \ \Omega_c, \quad (F.5a)$$

$$\nabla \times \mu_0^{-1} \nabla \times \mathbf{A}_s = 0 \quad \text{in} \ \mathbb{R}^3 \setminus \Omega_c, \quad (F.5b)$$

$$\nabla \times \mathbf{A}_s = 0 \quad \text{on} \ \partial \Omega \text{ as } |x| \to \infty, \quad (F.5c)$$

$$[\mathbf{n} \times \mathbf{A}_s]_{\partial \Omega_c} = -[\mathbf{n} \times \mathbf{A}_0]_{\partial \Omega_c} \quad \text{on} \ \partial \Omega_c, \quad (F.5d)$$

$$[\mathbf{n} \times \mu^{-1} \nabla \times \mathbf{A}_s]_{\partial \Omega_c} = -[\mathbf{n} \times \mu^{-1} \nabla \times \mathbf{A}_0]_{\partial \Omega_c} \quad \text{on} \ \partial \Omega_c. \quad (F.5e)$$
Appendix G

Computational Improvements

The main topic throughout this Thesis has been the development of a computationally efficient method for solving coupled acousto-magneto-mechanical systems in MRI scanners. This work has resulted in a novel linearised approach, which provides a computationally efficient algorithm for solving these coupled systems. However, with the development of this approach, a series of aspects emerge which, if not suitably exploited, will result in suboptimal efficiency gains. This Appendix describes some of the key computer implementation aspects used to enhance the efficiency of the linearised approach and enriches the topics discussed in Chapters 4 and 7.

G.1 Global System Assembly of Complex Fields

Sparse System Assembly

In the context of a finite element code, the construction of the global system matrices (be it mass, damping and/or stiffness), typically results in sparse matrices. The sparsity patterns of these matrices can be exploited to reduce the memory required to store a complete matrix. A method for achieving this is to store the entries of the matrix into three separate column vectors denoted by $I_{Q \times 1}$, $J_{Q \times 1}$ and $V_{Q \times 1}$, which contain the row, column and value of the global system matrix entries, respectively. The size of the vectors $Q$ can be approximated a priori to assembly as

$$Q = N_{dof}^2 N_{elem}$$  \hspace{1cm} (G.1)

where $N_{dof}$ defines the number of degrees of freedom per element\(^1\) and $N_{elem}$ defines the number of elements in the mesh. In the case of a multiphysics framework (as in this Thesis), then the number of elements and number of degrees of freedom per element will also depend on the physical fields. In the case of the electromagnetic field then (G.1) holds as the EM field appears in all elements, but in the mechanical

---

\(^1\)The number of degrees of freedom per element $N_{dof}$ depends on the order and type of element. As an example, for a $p = 1$ triangular element and 16 for a $p = 3$ quadrilateral element for a scalar field (see Appendix E for further details.)
field then only the mechanical elements will be required and the number of degrees of freedom per element will double as $\mathbf{u}$ is a 2-component vector field. The assembly procedure of the $I$, $J$ and $V$ column vectors is summarised in algorithm 3.

**Algorithm 3** Algorithm for global matrix storage in sparse column vector format.

1: Initialise the memory allocation of the vectors $I = J = V = \text{zeros}(Q,1)$.
2: Initialise the non-zero counter, $nz = 0$.
3: for $i = 0, 1, 2...N$ do
4: \hspace{1em} for $j = 0, 1, 2...N$ do
5: \hspace{2em} if $K_{ij}^{sys} \neq 0$ then
6: \hspace{3em} $I(nz) = i$,
7: \hspace{3em} $J(nz) = j$,
8: \hspace{3em} $V(nz) = V(nz) + K_{ij}^{sys}$,
9: \hspace{2em} end if
10: \hspace{1em} end for
11: end for

The typical sparsity pattern of an $N \times N$ system matrix, with the definition of the $I$ and $J$ directions and the annotation of the physical fields, as well as a depiction of the assembly into the $V$ column vector is illustrated in Figure G.1.

![Figure G.1: Example of a fully coupled sparse system matrix with the definition of the rows and columns. The red, blue and green blocks are associated with the electromagnetic, mechanical and acoustic DOFs, respectively, where the mixed colours indicate coupled two-field DOFs.](image)

**Problems with Complex Variables**

In the case of the time harmonic solver, however, the solution variables and hence some entries in $K^{sys}$ are complex, which can cause significant increase in the computational time if not correctly handled in MATLAB. MATLAB inherently has a
complex variable defined, which stores both a real and imaginary component to the variable. So, in the case of purely complex matrices, one could simply initialise the \( V \) vector as a complex array and then proceed to store the variables to it.

However, in general, this is not the case for \( K^{sys} \), due to the complex nature of the coupling, which contains both real and imaginary valued components. In this case, if one was to initialise \( V \) as a complex array, then in the case of storing a real variable to it, the real variable would first need to be converted to imaginary, with a 0 complex component, before being stored. Whilst this process is not particularly costly in isolation, doing this for large system matrices with thousands of DOFs will cause the code to bottleneck. Hence, the best way to treat this is to create two separate real valued \( V \) vectors, one for the real and one for the complex component of a variable, and store the components individually inside them. Once the storage of the system matrix is complete, the two vectors can then be added together as

\[
V = V_{real} + iV_{imag},
\]

(G.2)

to recover the complete system matrix in vector form, as illustrated in Figure G.1.

G.2 Vectorisation

MATLAB [1] is a compile-time scientific computing language that allows for rapid development of code with relative ease. The nature of this language is based around being able to handle matrix operations. With this in mind, compared with most other scientific computing languages, such as C, FORTRAN, Java etc., which utilise loops, a new programming concept has emerged, known as “vectorisation” [103]. This concept uses the idea of constructing matrices to then perform vector and matrix based operations, such as matrix multiplication, rather than performing loops, to significantly reduce the computation time.

An example, for the vectorisation of the multiplication of two matrices, would be to convert the following loop based code in algorithm 4 to the vectorised code in algorithm 5 as

\begin{algorithm}
\caption{Loop-based solution.}
\begin{algorithmic}[1]
\State \( A = \text{rand}(N) \), \( B = \text{rand}(N) \).
\State Set \( C = \text{zeros}(N) \).
\For {\( i = 0, 1, \ldots, N \)}
\For {\( i = 0, 1, \ldots, N \)}
\State \( C(i,j) = A(i,j) \times B(i,j) \)
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}

\begin{algorithm}
\caption{Vectorised solution.}
\begin{algorithmic}[1]
\State \( A = \text{rand}(N) \), \( B = \text{rand}(N) \).
\State \( C = A \times B \)
\end{algorithmic}
\end{algorithm}

For more detailed studies of vectorisation of code see [103] and more specifically when dealing with \( hp \)-finite elements in MATLAB see [119].
G.3 Residual Scaling

In the linearised approach, the resulting residual vector $\tilde{\mathbf{R}}$ of the system contains purely forcing terms that depend on time, such as the current density in the coils and the applied mechanical body force. For this reason, the residual vector is independent of iteration and depends only on the sourcing function at the current timestep. In order to avoid reconstructing the residual vector at each timestep, a method for constructing a scaled residual and then post multiplying by the sourcing function is presented here.

First, the complete linear system matrices $\tilde{\mathbf{M}}$, $\tilde{\mathbf{C}}$ and $\tilde{\mathbf{K}}$ are constructed as per the description in Chapter 7. The residual vector is then constructed using a sourcing (current density, body force and acoustic sourcing (incident field), if they are present) vector with a magnitude of unity $\mathbf{J}_s$, $\mathbf{f}_s$. This concept also incorporates Dirichlet conditions and so these are also added with a magnitude of unity.

![Figure G.2: Plot of the relative sourcing current density $J_s(t)/|J_s|$ as a function of time for a simple single frequency sinusoidal excitation.](image)

With a priori knowledge of the sourcing functions in time, an example of which is illustrated in Figure G.2, the magnitude of the sourcing at a specific timestep can be determined. This value is then used to multiply with the unitised residual vector and the linear system solved to obtain the solution at each timestep. This method allows for a single construction of the linear system which can then be used at each timestep to determine the solution and will result in significant time savings.

![Figure G.3: Graphical representation of the solution to the system of equations using the scaled residual method.](image)
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