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Abstract

With the increase of the computational power over the last decades, computational solid dynamics has become a major field of interest in many industrial applications (as for example aerospace, automotive industry, biomedical engineering or manufacturing). Traditionally, these types of simulations have been carried out using the Finite Element Method (FEM) in conjunction with displacement based formulations, where the displacements are treated as the main problem variables.

In the context of solid mechanics, the use of low order (linear) tetrahedral (or triangular) elements is always preferred, primarily due to the complexity of the constitutive models involved (i.e., the number of evaluations needs to be kept as low as possible) as well as the automatic tetrahedral (or triangular) mesh generators available. However, the combination of low order elements with FEM displacement based formulations presents a series of shortcomings, namely: one order of accuracy less for stresses (or strains) than for displacements (or velocities), poor behaviour in bending dominated scenarios, volumetric and shear locking or the appearance of spurious pressure modes. Furthermore, the time integration is usually performed using Newmark integrators, which tend to introduce high frequency noise in the vicinity of sharp gradients.

Recently, a new Lagrangian mixed methodology [1-4] has been presented for the simulation of fast transient dynamics problems. This methodology is in the form of a system of first order conservation laws, where the linear momentum, $p$, and the deformation gradient tensor, $F$, are regarded as the two main conservation variables. When thermo-mechanical constitutive models are involved, the formulation is complemented with the first law of thermodynamics (conservation of energy). It has been proven [1-3] that this formulation circumvents the drawbacks of the low order displacement based FEM methodologies mentioned above.

The formulation, presented as a set of conservation laws, allows for standard Computational Fluid Dynamics (CFD) spatial discretisations. So far, successful implementations have been carried out using cell centred upwind Finite Volume method [1], two-step Taylor Galerkin [3], Finite Element Petrov Galerkin (PG) [2] and Hybridizable Discontinuous Galerkin (HDG) [4].

The objective of this thesis is to present a new spatial discretisation in order to solve large scale real life problems. To do so, the Jameson-Schmidt-Turkel (JST) scheme [5], widely known within the CFD community, will be chosen. The JST scheme is a vertex centred finite volume, that combines the use of central differ-
ences with an artificial dissipation term. The scheme obtains second order spatial accuracy without the need of linear reconstruction. Furthermore, the artificial dissipation term includes a shock capturing sensor, very suitable in the context of fast dynamics. The scheme can be implemented in an edge-based framework, which combined with the vertex centred storage of the variables results into a computationally efficient scheme. The JST spatial discretisation will be combined with a Total Variation Diminishing (TVD) two-stage Runge-Kutta time integrator. These spatial and temporal discretisations will be adapted to the problem at hand. Specifically, compatibility conditions (involutions) will have to be satisfied by the discrete scheme. Furthermore, numerical corrections will be introduced in order to ensure the conservation of linear and angular momenta. The framework results in a low order computationally efficient solver for solid dynamics, which proves to be very competitive in nearly incompressible scenarios and bending dominated applications.

The thesis will present numerical results for one dimension, two dimensions (triangular meshes) and three dimensions (tetrahedral meshes). The problems are chosen in order to prove the order of accuracy, robustness and conservation properties of the algorithm.
"More is lost by indecision than by wrong decision."

Carmela Soprano (played by Edie Falco) to Tony Soprano (played by Michael Gandolfini) in the TV series *The Sopranos*, episode 52, 2002.
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## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x, x_i )</td>
<td>Spatial or Eulerian coordinates</td>
</tr>
<tr>
<td>( X, X_I )</td>
<td>Material or Lagrangian coordinates</td>
</tr>
<tr>
<td>( F, F_{II} )</td>
<td>Deformation gradient tensor, ( F_{II} = \frac{\partial x_i}{\partial X_I} )</td>
</tr>
<tr>
<td>( v )</td>
<td>Spatial or current volume</td>
</tr>
<tr>
<td>( V )</td>
<td>Material or reference volume</td>
</tr>
<tr>
<td>( J )</td>
<td>Jacobian of the deformation, ( J = \det(\frac{\partial x_i}{\partial X_I}) )</td>
</tr>
<tr>
<td>( dv )</td>
<td>Differential of volume in the current configuration</td>
</tr>
<tr>
<td>( dV )</td>
<td>Differential of volume in the reference configuration</td>
</tr>
<tr>
<td>( H, H_{II} )</td>
<td>Cofactor of the deformation gradient, ( H = JF^{-T}, H_{II} = JF_{II}^{-T} )</td>
</tr>
<tr>
<td>( N, N_I )</td>
<td>Material outward-pointing unit normal vector</td>
</tr>
<tr>
<td>( n, n_i )</td>
<td>Spatial outward-pointing unit normal vector</td>
</tr>
<tr>
<td>( dA )</td>
<td>Differential of area in the reference configuration</td>
</tr>
<tr>
<td>( da )</td>
<td>Differential of area in the current configuration</td>
</tr>
<tr>
<td>( u )</td>
<td>Displacement field, ( u = x - X )</td>
</tr>
<tr>
<td>( v, v_i )</td>
<td>Velocity field</td>
</tr>
<tr>
<td>( p, p_i )</td>
<td>Linear momentum per unit of undeformed volume, ( p_i = \rho_0 v_i )</td>
</tr>
<tr>
<td>( \rho_0 )</td>
<td>Material density</td>
</tr>
<tr>
<td>( U )</td>
<td>General conservation variable, variable of the mixed system of conservation laws</td>
</tr>
<tr>
<td>( \xi )</td>
<td>General reference space</td>
</tr>
<tr>
<td>( V_\xi )</td>
<td>Control volume in a reference space ( \xi )</td>
</tr>
<tr>
<td>( \mathcal{F}<em>{N</em>\xi} )</td>
<td>Normal flux of the variable ( U ) with corresponding normal ( N_\xi )</td>
</tr>
<tr>
<td>( s )</td>
<td>General source term</td>
</tr>
<tr>
<td>( N_\xi )</td>
<td>Normal vector in the reference space ( \xi )</td>
</tr>
<tr>
<td>( \text{DIV} )</td>
<td>Divergence operator in the reference configuration</td>
</tr>
<tr>
<td>( U_{R}^{\alpha} )</td>
<td>Right eigenvector of the eigenvalue system</td>
</tr>
<tr>
<td>( c_\alpha )</td>
<td>Wave speed of the eigenvalue system</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Spatial density</td>
</tr>
<tr>
<td>( b, b_i )</td>
<td>Body force per unit mass</td>
</tr>
<tr>
<td>( t, t_i )</td>
<td>Surface traction vector, ( t_i = P_{II} N_I )</td>
</tr>
<tr>
<td>( P, P_{II} )</td>
<td>First Piola-Kirchhoff stress tensor</td>
</tr>
<tr>
<td>( \mathcal{E} )</td>
<td>Alternating tensor</td>
</tr>
<tr>
<td>( S, S_{II} )</td>
<td>Second Piola-Kirchhoff stress tensor</td>
</tr>
<tr>
<td>( E )</td>
<td>Total energy</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$Q$</td>
<td>Heat flux</td>
</tr>
<tr>
<td>$\nabla_0$</td>
<td>Gradient operator in the undeformed space</td>
</tr>
<tr>
<td>$e$</td>
<td>Internal energy</td>
</tr>
<tr>
<td>$s$</td>
<td>Heat source</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Temperature</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Entropy</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Helmholtz free energy function, $\psi = e - \theta \eta$</td>
</tr>
<tr>
<td>CURL</td>
<td>Curl operator in the reference configuration</td>
</tr>
<tr>
<td>div</td>
<td>Divergence operator in the current configuration</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Shear modulus</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Bulk modulus</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Lamé constant</td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson’s ratio</td>
</tr>
<tr>
<td>$F_e$</td>
<td>Elastic component of the deformation gradient tensor</td>
</tr>
<tr>
<td>$F_p$</td>
<td>Plastic component of the deformation gradient tensor</td>
</tr>
<tr>
<td>$\lambda_{e,a}$</td>
<td>Elastic principle stretches</td>
</tr>
<tr>
<td>$\tau_{aa}$</td>
<td>Principal component of Kirchhoff stress tensor, $\tau_{aa} = J\sigma_{aa}$</td>
</tr>
<tr>
<td>$f$</td>
<td>Yield function of elasto-plastic constitutive model</td>
</tr>
<tr>
<td>$H$</td>
<td>Hardening modulus</td>
</tr>
<tr>
<td>$\dot{\varepsilon}_p$</td>
<td>Hardening variable</td>
</tr>
<tr>
<td>$\tau_y$</td>
<td>Initial yield stress</td>
</tr>
<tr>
<td>$b_e$</td>
<td>Elastic left Cauchy-Green deformation tensor</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Plastic right Cauchy-Green deformation tensor</td>
</tr>
<tr>
<td>$C_F$</td>
<td>Heat coefficient at constant deformation</td>
</tr>
<tr>
<td>$e_0$</td>
<td>Internal energy at reference temperature</td>
</tr>
<tr>
<td>$\eta_0$</td>
<td>Entropy at reference temperature</td>
</tr>
<tr>
<td>$e_{0K}$</td>
<td>Internal energy at the absolute zero</td>
</tr>
<tr>
<td>$p_{0K}$</td>
<td>Pressure at the absolute zero</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Grüneisen coefficient</td>
</tr>
<tr>
<td>$v_H$</td>
<td>Velocity behind the Hugoniot</td>
</tr>
<tr>
<td>$p_H$</td>
<td>Pressure behind the Hugoniot</td>
</tr>
<tr>
<td>$e_H$</td>
<td>Internal energy behind the Hugoniot</td>
</tr>
<tr>
<td>$\mathbf{F}$</td>
<td>Flux of the mixed system of conservation laws</td>
</tr>
<tr>
<td>$S$</td>
<td>Source term of the mixed system of conservation laws</td>
</tr>
<tr>
<td>$C, C_{ij,j}$</td>
<td>Material fourth-order constitutive tensor, $C_{ij,j} = \partial P_i / \partial F_{j,j}$</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Volumetric wave speed</td>
</tr>
<tr>
<td>$c_s$</td>
<td>Shear wave speed</td>
</tr>
<tr>
<td>$V_a$</td>
<td>Control volume associated to a node $a$</td>
</tr>
<tr>
<td>$\mathbf{U}_a$</td>
<td>Cell averaged value of the variable $\mathbf{U}$ at node $a$</td>
</tr>
<tr>
<td>$(\mathbf{F}_N)_k$</td>
<td>Numerical contact flux at facet $k$</td>
</tr>
<tr>
<td>$A_k$</td>
<td>Area of the facet $k$</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Motivation and state of the art

1.1.1 Computational solid dynamics

Many processes in engineering take place in small periods of time. Furthermore, many of these processes involve large deformations and important material nonlinearities. At this point, the engineer cannot use the conventional static linear analysis for the design or verification of structures. Therefore, a choice has to be made between the use of physical models or computer simulations. While there is a large experience behind physical models, it is well known that they suffer from physical and economical limitations. On the other hand, the use of computational solid dynamics simulations is still an open field, with not as much experience behind, but with the potential to model any complex physical phenomena at a significant lower cost. Therefore, and with the increase of computer power of the last decades, computational solid dynamics is becoming the predominant choice in many industrial applications such as aerospace, automotion, civil engineering, biomedical engineering or manufacturing (see Figure 1.1).

Figure 1.1: Two possible applications fields for computational solid dynamics: automotive industry (a) and earthquake engineering (b).
1.1.2 Low order Finite Element displacement based formulations in solid dynamics

Traditionally, the Finite Element Method (FEM) displacement based formulation has been used for solid dynamics simulations [6, 7]. In this type of formulations, the linear momentum equation is solved using the displacement as the main problem variable. The equations are integrated in time by using a family of Newmark time integrators [8]. Modern commercial finite element codes, such as LS-DYNA3D [7] or ABAQUS/Explicit [9] use this type of discretisations.

In the context of solid dynamics, the simulation of many materials requires the use of complex constitutive models [10–12]. The evaluation of these constitutive models become a bottleneck in terms of the computational cost of the numerical codes. Therefore, the use of low order elements is always preferred, since the number of evaluations (Gauss points) is reduced drastically as compared to higher order interpolations. Furthermore, solid dynamics problems often involve contact at the boundary surfaces. This contact is always easier to detect using low order elements as compared to high order elements [13]. Finally, the combination of high order elements and explicit codes has also an added cost due to limitations in the time step size [14].

Furthermore, many automotive components, aerospace components or, for example, human body parts have complex geometries. Therefore, precise and fast meshing techniques are required for the design process such that they can cope with any type of geometry without a significant added cost. In this matter, there is a significant difference between tetrahedral (or triangular) mesh generators and hexahedral (or quadrilateral) mesh generators. While hexahedral meshing is still an open field, the automatic tetrahedral mesh generators are well developed thanks to the Delaunay and advancing front techniques [15, 16].

It is now well known that the combination of low order (linear) finite element displacement based formulations with tetrahedral (or triangular) meshes suffers from a series of shortcomings. First of all, the displacements and linear momentum (or velocities) are obtained with second order accuracy, while the strains and stresses with first order accuracy, that is, they are constant in the elements. This results, firstly, in a lower accuracy for the stresses and therefore mesh refinement may be required before a required tolerance is met. Secondly, and perhaps more importantly, the use of constant stress elements has detrimental effects in the behaviour of the numerical solution. Specifically, in bending dominated scenarios the numerical solution tends to stiffen and is not able to capture accurately the deformation process [17]. Furthermore, for nearly incompressible materials, this ill-behaviour is accentuated through the appearance of pressure modes and locking. This all may lead to too optimistic conclusions in the design or verification process, which can

---

In theory, for the same spatial accuracy, larger elements could be used for higher order methods, which would increase the minimum time step size. Even though, this is limited to simple geometries. In real life problems, the size of the elements is usually dictated by the geometry of the solid.
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have disastrous consequences.

Finally, from the time discretisation point of view, the Newmark method has a tendency to introduce high frequency noise in the solution field, especially in the vicinity of sharp gradients. This can be circumvented by the addition of numerical damping, which, on the other hand, affects the overall numerical accuracy [8]. In [18–21] minor modifications were introduced to improve the effect of the numerical dissipation without including a discontinuity sensor, which makes the scheme unsuitable for shock dominated problems.

There are different numerical techniques to circumvent the locking phenomena and poor bending behaviour described above. One of the approaches is the $h$—refinement, which consists of a continuous refinement of the mesh size. This approach is far from optimum due to cost reasons. Furthermore, it can alleviate the shear locking phenomenon in the FEM but it has no effect on the volumetric locking in the nearly incompressible regime [22]. On the other hand, $p$—refinement can be used, where higher order interpolating functions are preferred at the expense of increasing the computational cost.

Another approach is to introduce a multi-field de Veubeke-Hu-Washizu(dVHW) type variational principle [23], which enables the use of independent kinematic descriptions for the volumetric and deviatoric components of the deformation and, next, the volumetric term is underintegrated. A specific case of this approach is the mean dilatation formulation, where constant interpolation is used for the volumetric part [10]. Unfortunately, in three dimensional tetrahedrons and two dimensional triangles for FEM, the mean dilatation cannot be used since these elements already employ the simplest Gaussian quadrature rule. To overcome this difficulty, in reference [24] the volumetric strain energy functional is approximated by evaluating averaged nodal pressures in terms of tributary nodal volumes. However, it was proved that this formulation suffered from poor behaviour in bending dominated scenarios [25]. In reference [26], an alternative technique uses a nodal averaging process to the whole small strain tensor. This idea was then extended to finite deformations in reference [27]. It was later reported [28–30] that this formulation suffers from artificial modes similar to hourglassing.

1.1.3 A new mixed formulation for solid dynamics

A new Lagrangian mixed formulation [1–4] has been recently developed for the simulation of fast transient dynamics problems. The methodology is presented in the form of a system of first order conservation laws where the linear momentum and the deformation gradient tensor are regarded as the two main conservation variables. An additional conservation equation can also be formulated for the total energy of the system which, in the case of reversible elastodynamics, decouples from the rest of the conservation equations. The use of physical equations written in the form of conservation laws enables the use of traditional Computational Fluid Dynamics (CFD) discretisations within the solid dynamics context.
In contrast to displacement based formulations, references [1–3,31] have demonstrated that the same order of accuracy can be obtained for both strains (or stresses) and velocities (or displacements once integrated in time) if the new mixed formulation is employed. This formulation enables the use of low order elements without exhibiting volumetric locking in nearly incompressible situations and, therefore, it is proposed as an alternative to nodal Finite Element formulations [24–28,32–37]. Furthermore, by using CFD discretisations, a large wealth of shock capturing techniques becomes available.

In reference [1], the proposed formulation was implemented using a two-dimensional Finite Volume cell centred upwind technique, where a Riemann solvers use the wave characteristics information in order to advance the solution in time (see for example references [38]). The solution was obtained with second order accuracy by using linear reconstruction and limiters, which preserve the solution monotonicity in the vicinity of sharp gradients [39,40].

In reference [3], the authors present an alternative two-dimensional implementation of the mixed formulation in the form a Two-step Taylor-Galerkin algorithm, where results are compared against those of [1] for a series of benchmark examples. Reference [2] introduces a new Petrov Galerkin (PG) Finite Element Method [41] as an alternative form of stabilisation for the set of mixed conservation equations. Moreover, in the same work [2] the stabilised spatial discretisation is also re-written in the form of the Variational Multiscale Method (VMS) initially introduced in [42] and later extended to Lagrangian shock hydrodynamics in [33–37]. Both references [2,3] provide two- and three-dimensional results where velocities and strains (stresses) converge at the same rate with excellent behaviour in bending dominated scenarios. Recently, in reference [43], this formulation has been extended with an additional conservation equation for the Jacobian of the deformation. The system of equations is discretised using a Petrov-Galerkin Finite Element Method with an adapted fractional step method. This allows extending the range of use to nearly incompressible and truly incompressible materials.

In parallel, since the formulation is written in the form of a system of conservation laws, it is very suitable for spatial discretisation using Discontinuous Galerkin Methods [44]. This approach was chosen in [4] for a high order implementation using Hybridizable Discontinuous Galerkin (HDG).

### 1.1.4 The Jameson-Schmidt-Turkel (JST) scheme

The objective of the current thesis is the implementation of the above mentioned system of conservation laws in a general low cost framework for large scale problems. To do so, the well known Jameson-Schmidt-Turkel (JST) scheme [5] is used. The scheme was first introduced in reference [5] for the solution of the Euler equations for rectangular structured meshes, and later extended to unstructured meshes in references [45–48]. The scheme uses a central differences approach, equivalent to a Galerkin Finite Element discretisation with linear elements [45,49–52] plus a blend
of a non divided Laplacian and a biharmonic operator in order to add artificial diffusion [5, 45, 46, 53–56].

The attractiveness of this scheme relies mainly on computational cost aspects. First of all, it is a nodal based Finite Volume scheme and therefore, the number of evaluations of the stress tensor (constitutive model) is reduced drastically as compared to a cell centred scheme since, as stated in [56, 57], the number of elements is from 5 to 7 times the number of nodes in a tetrahedral mesh. Secondly, the computational effort when evaluating the flux gradients is reduced by half in a vertex centred scheme since the loops are performed on edges instead of faces (as in a cell centred scheme), being the ratio between the number of faces and the number of edges approximately 2 to 1 [57]. Furthermore, the combination of the artificial dissipation term and the shock capturing switch gives a second order monotonicity preserving algorithm without the use of linear reconstruction and slope limiters. Finally, since the JST scheme is present in a large amount of available CFD software [58, 59], its implementation into a solid dynamics framework can ease the adaptation of existing codes. Nevertheless, it is well known that the JST scheme suffers from excessive dissipative solutions [50] since it does not use wave information to advance the solution in time. Therefore, mesh refinements have to be performed in order to obtain accuracies comparable to those of other methodologies (such as PG or upwind FVM with linear reconstruction).

Apart from [1], there have been other attempts at applying the Finite Volume Method (FVM) in the context of solid dynamics. References [60–64] used displacement based formulations for linear elasticity. Eulerian Finite Volume Godunov methods, classically used for modelling compressible gas dynamics, have been also adapted to model plastic flows in solid dynamics [65–68]. Subsequently, and perhaps more significantly to the current thesis, this work was adapted to a Lagrangian framework by several authors [68–70]. Specifically, in [69], a Lagrangian Godunov method was presented for hyperelastic materials.

1.2 Scope of the thesis and outline

This thesis aims to establish a robust framework for adapting the JST formulation to solid dynamics. In order to adapt the original JST scheme to the problem at hand, dissipation will only be added to the linear momentum equation, which will provide the necessary stability to the hyperbolic system. The update of the deformation gradient tensor will be left as a numerical gradient of the velocities with the use of no additional dissipation. This will enable the discrete satisfaction of the compatibility conditions of the deformation mapping (i.e. curl-free) [1, 3]. Special attention must be paid to the numerical quadrature of the boundary fluxes through the use of a weighted nodal flux average carried out at the boundary faces. The spatial discretisation will be combined with a two-stage Total Variation Diminishing (TVD) Runge-Kutta time integrator [71]. The displacements are integrated in time.
using a trapezoidal rule which is combined with a Lagrange multiplier minimisation procedure to ensure the conservation of angular momentum. An additional correction of the numerical dissipation to ensure the conservation of the linear momentum, whilst preserving the order of accuracy, is also presented.

For the above purposes, the thesis is broken down in the following chapters:

- Chapter 2: introduces the classical Lagrangian conservation laws in physics (conservation of linear momentum, conservation of energy and conservation of angular momentum) and the additional conservation laws (conservation of deformation gradient, conservation of the Jacobian of the deformation and conservation of the cofactor of the deformation gradient) used in this thesis.

- Chapter 3: presents constitutive models for isothermal elastic solids, elastic-plastic solids and thermo-elastic solids.

- Chapter 4: introduces the mixed system of conservation laws based in the equations presented in chapter 2. The boundary and initial conditions of the system are also introduced in this chapter. With the objective of discretising this system of equations using CFD techniques, the hyperbolicity of this system combined with the constitutive models (presented in chapter 3) is analysed using an eigenvalue analysis.

- Chapter 5: in this chapter the different types of Finite Volume schemes are introduced and classified according to the discretisation of the fluxes and the control volume definition. Next, the JST scheme is introduced, first for one dimensional structured grids and then, for two and three dimensional unstructured grids. Finally, the JST scheme is used for the semi-discretisation of the mixed system of conservation laws.

- Chapter 6: presents the time discretisation of the governing equations, by using a two stage Total Variation Diminishing (TVD) Runge-Kutta scheme. Next, the chapter explains the numerical corrections necessary for the preservation of the angular and linear momenta. The chapter concludes with a flux summarising the numerical algorithm.

- Chapter 7: the chapter presents a linear analysis of the order of accuracy and numerical stability of the numerical scheme.

- Chapter 8: a set of numerical examples are presented and discussed. These examples are in one, two and three dimensions, and prove the convergence, robustness and conservation properties of the formulation.

- Chapter 9: provides an overall discussion and conclusions of the work done. The chapter also discusses the potential future lines of work.
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Chapter 2

Conservation laws in solid dynamics

2.1 Preliminaries

The current chapter will introduce the formulation and governing equations used for the problem at hand. Firstly, some preliminaries regarding the kinematical description of the motion will be introduced in section 2.2. Next, in section 2.3 the general concept of a conservation law in physics will be explained. Section 2.4 and 2.5 will give a brief review of the standard balance laws and thermodynamics of solids. This will be complemented with the additional balance laws presented in section 2.6.

2.2 Kinematics

Consider the motion of a continuum body between a reference domain $V$ and a spatial or deformed configuration $v$. The deformation is defined by a mapping $x = x(X, t)$, where $X$ denotes the material position of a particle and $x$ its position at the deformed configuration (see figure 2.1).

The Jacobian of the transformation is the deformation gradient tensor, $F$ and is given by

$$ F = \frac{\partial x(X, t)}{\partial X}, \quad \text{or} \quad F_{ij} = \frac{\partial x_i}{\partial X_j}, \quad (2.1) $$

which is a two point tensor that maps an elemental material vector $dX$ into the corresponding spatial vector $dx$ as

$$ dx = FdX. \quad (2.2) $$

The volume elements in the reference and current configurations are related through the determinant of $F$, denoted as $J$. That is,
2.3 Conservation laws

Given a variable $\mathcal{U}$ which may be, in general, a scalar, a vector or a tensor and which is a function of a position $\xi = (\xi_1, \xi_2, \xi_3)^T$ in a general reference space, and time $t$, a conservation law is an equation expressing the variation of such quantity within an enclosed region in that reference space, $V_\xi$, known as the control volume [39], given by

$$\frac{d}{dt} \int_{V_\xi} \mathcal{U}(\xi, t) \, dV + \int_{\partial V_\xi} \mathcal{F}_{N_\xi}(\mathcal{U}(\xi, t)) \, dA = \int_{V_\xi} s \, dV_\xi, \quad (2.6)$$

where $\partial V_\xi$ denotes the boundary of the control volume, $s$ is the source term and $\mathcal{F}_{N_\xi}$ is the normal flux vector along this boundary, which can be expressed as
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\[ \mathbf{F}_{N_\xi} = \mathbf{F}N_\xi, \]  
\[ (2.7) \]

where \( N_\xi \) is the normal vector along the boundary of the control volume and \( \mathbf{F} = \mathbf{F}(\mathbf{U}(\xi, t)) \) is the flux matrix. Equation (2.6) can be understood more intuitively for a scalar variable \( \phi \) in a one dimensional case with no source term,

\[ \frac{d}{dt} \int_{x_a}^{x_b} \phi(x, t) \, dx = f(\phi(x_b, t)) - f(\phi(x_a, t)), \]  
\[ (2.8) \]

where the control volume is the region \( V = \{ x : x \in [x_a, x_b] \} \) and \( f \) is the flux function. It can be seen that the variation in time of the variable inside the control volume is equal to the flux "entering" the control volume minus the flux "leaving" the control volume.

2.3.1 Conservation laws in Lagrangian form

This thesis presents the solution of solid dynamics problems using a Lagrangian description of the motion, which implies that the variables are expressed in the reference or material configuration. Specifically, a total Lagrangian description will be used, which implies that all the fluxes are also referred to the initial configuration. This is a very attractive approach in solid mechanics since the evolution of any particle (and all the physical quantities related to it) can be followed at any instant of the deformation, which can be critical when modelling history dependent materials. Furthermore, the use of Lagrangian meshes eases the treatment of geometrically complex boundaries (see [72]). For this reason, only this approach will be considered in what follows. Two other approaches, namely the Eulerian or Updated Lagrangian description of the motion are explained in Appendix B and applied to the conservation laws used in the thesis.

Defining a general variable, \( \mathbf{U} \), which is a function of the material particles \( \mathbf{X} \) and time \( t \), that is \( \mathbf{U} = \mathbf{U}(\mathbf{X}, t) \), a flux \( \mathbf{F} \) depending on such variable, \( \mathbf{F} = \mathbf{F}(\mathbf{U}) \), a source term (which in general may depend on the position and time), \( \mathbf{S}(\mathbf{X}, t) \), and a control volume placed in the reference domain, \( V \), a Lagrangian conservation law reads

\[ \frac{d}{dt} \int_V \mathbf{U}(\mathbf{X}, t) \, dV + \int_{\partial V} \mathbf{F}_N(\mathbf{U}(\mathbf{X}, t)) \, dA = \int_V \mathbf{S}(\mathbf{X}, t) \, dV. \]  
\[ (2.9) \]

By assuming a smooth solution and absence of discontinuities, the divergence theorem can be applied to the equation above (see Figure 2.2). Since \( V \) is a fixed region in the reference domain, the following is obtained

\[ \int_V \left( \frac{\partial \mathbf{U}}{\partial t} + \text{DIV} \mathbf{F} - \mathbf{S} \right) \, dV = 0 \]  
\[ (2.10) \]

where the dependence on \( \mathbf{X} \) and \( t \) has been omitted for simplicity. Since the above equation has to be satisfied for any control volume, \( V \), it can be rewritten as (see Appendix A for notation)
\[
\frac{\partial \mathbf{U}}{\partial t} + \text{DIV } \mathbf{F} = \mathbf{S},
\]  
(2.11)

which is the local form of the conservation law (2.9).

![Figure 2.2: Divergence theorem](image)

2.3.2 Hyperbolicity

The system given by the conservation law (2.11) is considered *hyperbolic* if, in the absence of source terms, there exist plane wave solutions of the form \[^{[38,39]}\]

\[ \mathbf{U} = \mathbf{U}_\alpha^R f(\mathbf{X} \cdot \mathbf{N} - c_\alpha t), \]  
(2.12)

with both \( c_\alpha \) and \( \mathbf{U}_\alpha^R \) reals. The vectors \( \mathbf{U}_\alpha^R \) are the right eigenvectors of the system whereas \( c_\alpha \) are the eigenvalues or wave speed associated to those eigenvectors. Replacing (2.12) in (2.11) and setting \( \mathbf{S} = 0 \) gives

\[ - c_\alpha \mathbf{U}_\alpha^R f'(\mathbf{X} \cdot \mathbf{N} - c_\alpha t) + N_f \frac{\partial \mathbf{F}_f}{\partial \mathbf{U}} \mathbf{U}_\alpha^R f'(\mathbf{X} \cdot \mathbf{N} - c_\alpha t) = 0, \]  
(2.13)

therefore,

\[ \frac{\partial \mathbf{F}_N}{\partial \mathbf{U}} \mathbf{U}_\alpha^R = c_\alpha \mathbf{U}_\alpha^R. \]  
(2.14)

Using the definition of directional derivative this can be rewritten as

\[ D \mathbf{F}_N [\mathbf{U}_\alpha^R] = c_\alpha \mathbf{U}_\alpha^R, \]  
(2.15)

which is the characteristic equation of the system.
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A general conservation law in integral form as in equation (2.9) can accept discontinuities of the solution. For linear hyperbolic equations, these discontinuities may arise due to the presence of discontinuities on the variables, due to geometric discontinuities or due to the use of a discontinuous numerical approximation. For nonlinear hyperbolic equations, these discontinuities can also appear due to the physics of the problem and are known as shocks [38,39]. When such discontinuities arise, an additional equation needs to be solved on top of the integral form (2.9). These equations are the Rankine-Hugoniot jump conditions and give the propagation speed of the discontinuity $U$ in terms of the variables and fluxes at both sides of it.

Take a fixed region in space (control volume) $V$ with a discontinuity within it of the variables $[U] = U^R - U^L$ given by a surface $\Gamma$ with normal vector $N^T$ traveling at speed $v$. The surface divides the control volume $V$ into two material volumes $V^L$ and $V^R$, such that

$$V = V^L \cup V^R; \quad V^L \cap V^R = \emptyset,$$

$$\partial V = (\partial V^L | \Gamma) \cup (\partial V^R | \Gamma); \quad \partial V^L \cap \partial V^R = \Gamma.$$  \hspace{1cm} (2.16a)

Using the Reynold’s Transport Theorem (see equation (B.1) in appendix B) for the left material volume yields

$$\frac{d}{dt} \int_{V^L} U \, dV = \int_{V^L} \frac{\partial U}{\partial t} \, dV + \int_{(\partial V^L \setminus \Gamma)} U v \cdot N \, dA + \int_{\Gamma} U^L v \cdot (N^T) \, dA$$

$$= \int_{V^L} \frac{\partial U}{\partial t} \, dV + \int_{\Gamma} U U^L \, dA,$$  \hspace{1cm} (2.17)

where $U = v \cdot N^T$. Proceeding in the same fashion for the right one and adding up the two equations gives,

$$\frac{d}{dt} \int_{V} U \, dV = \int_{V} \frac{\partial U}{\partial t} \, dV - \int_{\Gamma} U [U] \, dA.$$  \hspace{1cm} (2.18)

The jump in variables will in general produce a jump in the fluxes $[\mathcal{F}_N] = \mathcal{F}_N^R - \mathcal{F}_N^L$. The boundary integral of these fluxes for the left material volume is written as

$$\int_{V^L} \frac{\partial \mathcal{F}_I}{\partial X^I} \, dV = \int_{(\partial V^L \setminus \Gamma)} \mathcal{F}_N \, dA + \int_{\Gamma} \mathcal{F}_N^L \, dA.$$  \hspace{1cm} (2.19)

Proceeding in the same manner for the right material volume and adding up these two expressions gives
\[
\int_V \frac{\partial \mathbf{F}_I}{\partial X_I} dV = \int_{\partial V} \mathbf{F}_N dA - \int_\Gamma [\mathbf{F}_N] dA. \tag{2.20}
\]

Finally, replacing equations (2.18) and (2.20) in equation (2.9) renders

\[
\int_V \left( \frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}_I}{\partial X_I} \right) dV - \int_\Gamma (\mathbf{U}[\mathbf{U}] - [\mathbf{F}_N]) dA = 0. \tag{2.21}
\]

A sufficient condition for the equation above to hold is turning both terms to zero, that is

\[
\int_V \left( \frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}_I}{\partial X_I} \right) dV = 0, \tag{2.22a}
\]

\[
\int_\Gamma (\mathbf{U}[\mathbf{U}] - [\mathbf{F}_N]) dA = 0. \tag{2.22b}
\]

Since the equations above hold for any control volume \(V\) and any surface \(\Gamma\) containing the discontinuity, they can be rewritten in strong form as

\[
\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}_I}{\partial X_I} = 0, \tag{2.23a}
\]

\[
\mathbf{U}[\mathbf{U}] = [\mathbf{F}_N], \tag{2.23b}
\]

and both equations constitute a more general form of equation (2.11) when discontinuities arise.

### 2.4 Standard balance laws in Lagrangian solid dynamics

In this section, the standard equations for the total Lagrangian description of the solid motion are summarized. These are the conservation of mass, conservation of linear momentum and conservation of angular momentum. They can be found in more detail in standard text books such as [10–12, 72–77].

#### 2.4.1 Conservation of mass

The conservation of mass in material form is written, in integral form, as

\[
\int_V \rho_0 dV = \int_V \rho dV, \tag{2.24}
\]
which can be transformed using equation (2.3) into

$$
\int_V \rho_0 \, dV = \int_V \rho J \, dV,
$$

(2.25)

with the following equivalent local form

$$
\rho_0 = \rho J.
$$

(2.26)

### 2.4.2 Conservation of linear momentum

The conservation of linear momentum for an arbitrary reference volume $V$ is expressed in integral form as:

$$
\frac{d}{dt} \int_V p \, dV = \int_V \rho_0 b \, dV + \int_{\partial V} t \, dA,
$$

(2.27)

where $b$ denotes external volume forces per unit mass and $t$ denotes the traction vector in the current configuration. The stress tensor that relates this traction vector to the unit normal $N$ in the reference configuration is the first Piola-Kirchhoff stress tensor $P$ which verifies

$$
t = P N.
$$

(2.28)

Replacing equation (2.28) into (2.27) and using the divergence theorem, leads to the following expression

$$
\int_V \left( \frac{\partial p}{\partial t} - \text{DIV} P - \rho_0 b \right) \, dV = 0
$$

(2.29)

and, since the above integral holds for any volume $V$, the following strong form can be obtained

$$
\frac{\partial p}{\partial t} - \text{DIV} P = \rho_0 b.
$$

(2.30)

### 2.4.3 Conservation of angular momentum

The conservation of angular momentum about a fixed point $x_0$ is written as

$$
\int_V r \times \frac{\partial p}{\partial t} \, dV = \int_V r \times \rho_0 b \, dV + \int_{\partial V} r \times t \, dA,
$$

(2.31)

where $r = x - x_0$, and the right hand side of the equation corresponds to the moments generated by the surface tractions, $t$, and the body forces, $b$. The surface integral on the right hand side can be rewritten as
\[
\int_{\partial V} \mathbf{r} \times \mathbf{t} \, dA = \int_{\partial V} \mathbf{E} : (\mathbf{r} \otimes \mathbf{t}) \, dA = \int_{\partial V} \mathbf{E} : (\mathbf{r} \otimes \mathbf{PN}) \, dA \\
= \int_V (\mathbf{E} : (\mathbf{F} \mathbf{P}^T) + \mathbf{r} \times \text{DIV} \, \mathbf{P}) \, dV,
\]

where \( \mathbf{E} \) is the alternating tensor\(^1\). Replacing the above result into equation (2.31) renders

\[
\int_V \mathbf{r} \times \left( \frac{\partial \mathbf{p}}{\partial t} - \rho_0 \mathbf{b} - \text{DIV} \, \mathbf{P} \right) \, dV - \int_V \mathbf{E} : (\mathbf{F} \mathbf{P}^T) \, dV = 0
\]

and using the conservation of linear momentum (equation 2.30), the following equation is obtained

\[
\int_V \mathbf{E} : (\mathbf{F} \mathbf{P}^T) \, dV = 0.
\]

Equation (2.34) has to be fulfilled for any control volume \( V \), therefore

\[
\mathbf{E} : (\mathbf{F} \mathbf{P}^T) = 0,
\]

which in turn requires

\[
\mathbf{F} \mathbf{P}^T = \mathbf{P} \mathbf{F}^T
\]

and which is the local form of the equation of conservation of angular momentum. Using the relation between the first and the second Piola-Kirchhoff stress tensors

\[
\mathbf{P} = \mathbf{F} \mathbf{S},
\]

it can be concluded that the conservation of angular momentum requires the symmetry of the second Piola-Kirchhoff stress tensor

\[
\mathbf{S} = \mathbf{S}^T.
\]

**Angular momentum conservation law**

A first order conservation law can be obtained for the angular momentum. Defining

\[
\mathbf{w} = \mathbf{r} \times \mathbf{p},
\]

and considering

\[
\int_{\partial V} [\mathbf{r} \times \mathbf{t}]_i \, dA = \int_{\partial V} \mathbf{E}_{ijk} r_j P_{kM} N_M \, dA = \int_V \frac{\partial}{\partial X_M} (\mathbf{E}_{ijk} r_j P_{kM}) \, dV,
\]

\(^1\)The components of the alternating tensor are defined as \( \mathbf{E}_{ijk} = e_i \cdot (e_j \times e_k) \)}
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Together with equation (2.31), the following integral form is obtained

\[
\frac{d}{dt} \int_V \mathbf{w} \, dV = \int_V \text{DIV} (\mathbf{r} \times \mathbf{P}) \, dV + \int_V \mathbf{r} \times \rho_0 \mathbf{b} \, dV,
\]

(2.41)

where the product \( \times \) is defined in Appendix A. The above expression can be rewritten in local form as

\[
\frac{\partial \mathbf{w}}{\partial t} = \text{DIV} (\mathbf{r} \times \mathbf{P}) + \mathbf{r} \times \rho_0 \mathbf{b}.
\]

(2.42)

Despite being a first order conservation law, this equation will not be useful for the problem formulation, since the numerical fluxes require the use of the position \( \mathbf{r} \), a variable that cannot be directly solved using another conservation law.

2.5 Thermodynamics

The balance equations provided in the previous section, complemented with an adequate constitutive model, can describe the motion of a reversible process. However, when irreversible processes are taken into account, additional relations and variables are needed. These relations are given by the first law of thermodynamics, which describes the evolution of the total energy, and the second law of thermodynamics, which gives a measure of the irreversibility of the process through the production of entropy.

2.5.1 Conservation of Energy (First Law of Thermodynamics)

Assuming absence of electromagnetic fields or chemical reactions, the evolution of the total energy per unit of undeformed volume of a continuum, \( E \), is due to the rate of work exerted on that body (through body forces \( \mathbf{b} \) and tractions \( \mathbf{t} \)) plus the rate of increase of heat energy (through the heat source \( s \) and heat flux \( Q \))

\[
\frac{d}{dt} \int_V E \, dV = \int_{\partial V} \mathbf{t} \cdot \mathbf{v} \, dA + \int_V \rho_0 \mathbf{b} \cdot \mathbf{v} \, dV - \int_{\partial V} \mathbf{Q} \cdot \mathbf{N} \, dA + \int_V s \, dV,
\]

(2.43)

where the heat flux \( \mathbf{Q} \) is normally defined using the Fourier’s law (see for example reference [76]), which, for the isotropic case reads

\[
\mathbf{Q} = -h \nabla \theta,
\]

(2.44)

where \( \theta \) is the temperature and \( h \) a material constant defined as the thermal conductivity\(^2\). The corresponding local balance law is the first law of thermodynamics given by

\(^2\)In the more general case (anisotropic material) the thermal conductivity is defined through a positive semidefinite tensor \( h \).
\[
\frac{\partial E}{\partial t} - \text{DIV} \left( \frac{1}{\rho_0} P^T \mathbf{p} - \mathbf{Q} \right) = s + \rho_0 \mathbf{b} \cdot \mathbf{v}. \tag{2.45}
\]

The energy of a body that is not associated with kinetic energy is named internal energy. The internal energy per unit initial volume, \(e\), is defined as,

\[
e = E - \frac{1}{2} \rho_0 \mathbf{v} \cdot \mathbf{v}, \tag{2.46}
\]

and by combining this definition with the first law of thermodynamics and the conservation of linear momentum, equation (2.30), an equation for the conservation of the internal energy per unit initial volume can be written as

\[
\frac{\partial e}{\partial t} = \mathbf{P} : \frac{\partial \mathbf{F}}{\partial t} - \text{DIV} \mathbf{Q} + s. \tag{2.47}
\]

### 2.5.2 Second Law of Thermodynamics

The second law of thermodynamics, or Clausius-Duhem inequality, states that the rate of the total entropy of a system must be greater than or equal to the transfer of entropy into the system. In Lagrangian form that reads,

\[
\frac{d}{dt} \int_V \eta \, dV + \int_{\partial V} \frac{1}{\theta} \mathbf{Q} \cdot \mathbf{n} \, dA - \int_V \frac{s}{\theta} \, dV \geq 0, \tag{2.48}
\]

where \(\eta\) is the entropy and \(\theta\) the temperature. The entropy is defined as the work conjugate to the temperature, that is,

\[
\theta = \frac{\partial e(F, \eta)}{\partial \eta}. \tag{2.49}
\]

By using the divergence theorem, equation (2.48) can be rewritten as

\[
\int_V \left( \frac{\partial \eta}{\partial t} + \text{DIV} \left( \frac{\mathbf{Q}}{\theta} - \frac{s}{\theta} \right) \right) dV \geq 0 \tag{2.50}
\]

and, since it is valid for any volume \(V\), the local form of equation (2.48) is

\[
\frac{\partial \eta}{\partial t} + \text{DIV} \left( \frac{\mathbf{Q}}{\theta} \right) - \frac{s}{\theta} \geq 0, \tag{2.51}
\]

which is the local form of the Clausius-Duhem inequality or second law of thermodynamics. Substituting equation (2.47) into equation (2.51), the following alternative inequality is obtained

\[
\theta \frac{\partial \eta}{\partial t} - \frac{1}{\theta} \mathbf{Q} \cdot \nabla \theta + \mathbf{P} : \frac{\partial \mathbf{F}}{\partial t} - \frac{\partial e}{\partial t} \geq 0. \tag{2.52}
\]

In addition, the definition of \(\eta\) as work conjugate of the temperature (equation (2.49)), makes it possible to define the Helmholtz free energy potential, \(\psi(F, \theta)\), using the Legendre transform as:
\[ \psi(F, \theta) = e(F, \eta) - \eta \theta, \quad (2.53) \]

where "free energy" is the portion of internal energy available for performing work at constant temperature (see, for example, [74,75]). It is clear that \( \psi \) does not depend on the entropy since

\[ \frac{\partial \psi}{\partial \eta} = \frac{\partial e}{\partial \eta} - \theta = \theta - \theta = 0. \quad (2.54) \]

The Clausius-Duhem inequality (equation (2.51)) can now be rewritten using the Helmholtz free energy potential as

\[ - \frac{\partial \psi}{\partial t} - \eta \frac{\partial \theta}{\partial t} - \frac{1}{\theta} Q \cdot \nabla \theta + P : \dot{F} \geq 0. \quad (2.55) \]

### 2.6 Additional balance laws in Lagrangian solid dynamics

The system of conservation laws presented so far, complemented with the adequate constitutive models describes the motion of a continuum. However, the use of this system of equations entails a series of shortcomings when resolved numerically, specially with low order methods. First of all, the constitutive models depend on kinematic variables not resolved directly in the system, such as \( F, J \) or even \( H \) when polyconvex materials are used. Therefore, the deformation gradient \( F \) has to be obtained as a "numerical" gradient of the displacements \( x \), with the resulting loss of order of accuracy both for the strains and the stresses. This implies difficulties in bending dominated situations, or locking phenomena (see for example [8]). This issue is more accentuated in nearly-incompressible situations, where an accurate representation of the determinant of \( F, J \), is required.

Secondly, the use of the conservation law (2.30) together with the kinematic relation (2.5) form a second order system of hyperbolic equations. The numerical solution of such systems presents oscillations in the vicinity of sharp gradients.

An interesting solution was presented in [1] and later implemented in [2,4,31]. In [1], a mixed system of conservation laws is proposed, where the conservation of linear momentum (equation (2.30) or equation (2.27) in its integral form) together with the conservation of energy (equation (2.45) or equation (2.43) in its integral form) are solved alongside a conservation law for the deformation gradient, \( F \). This allows obtaining the same order of accuracy for both strains and stresses, and therefore alleviating the bending difficulties. Furthermore, treating \( F \) as a separate variable, results in not needing to solve the conservation of linear momentum in terms of displacements \(^3\). This leads to a first order hyperbolic system, which can be solved using standard Computational Fluid Dynamics (CFD) techniques [56,78].

\(^3\)Displacements are solved only for post-process purposes and for the angular momentum correction algorithm as it will be explained in chapter 6.
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In the current section, the evolution law for the deformation gradient, $F$ will be presented. Additionally, two more evolution laws will be presented for the determinant of $F$, $J$, and for the cofactor of $F$, $H$. These additional variables will not be used in the thesis, but an interesting application for polyconvex materials was presented in references [79,80] and briefly summarised in Appendix C.

### 2.6.1 Conservation of deformation gradient

Expressing the evolution of the deformation gradient as

$$\frac{\partial F}{\partial t} = \frac{\partial}{\partial t} \left( \frac{\partial x}{\partial X} \right) = \frac{\partial v}{\partial X} = \nabla_0 v$$

and noting that

$$\nabla_0 v = \text{DIV} \left( \frac{1}{\rho_0} p \otimes I \right),$$

the following local conservation law is obtained

$$\frac{\partial F}{\partial t} - \text{DIV} \left( \frac{1}{\rho_0} p \otimes I \right) = 0,$$

which, by using the divergence theorem, can be written in integral form as

$$\frac{d}{dt} \int_V F \, dV = \int_{\partial V} \frac{1}{\rho_0} p \otimes N \, dA.$$

When solving the deformation gradient as a separate variable, a series of compatibility conditions have to be fulfilled [17,65]. These conditions ensure that the deformation gradient corresponds to the gradient of a real mapping and are written as

$$\text{CURL}(F) = 0.$$

### 2.6.2 Conservation of $J$

By using the Reynolds Transport Theorem (see Appendix B) for a constant scalar variable $u = 1$, the rate of change of a spatial volume $v$ is obtained as

$$\frac{d}{dt} \int_v dv = \int_{\partial v} v \cdot n \, da$$

and this can be pulled back into the reference domain by using relations (2.3) and (2.4) as

$$\frac{d}{dt} \int_V J \, dV = \int_{\partial V} v \cdot (HN) \, dA,$$

which is the conservation law for $J$ in integral form. The correspondent local conservation law is written as
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\[ \frac{\partial J}{\partial t} - \text{DIV}(H^T \mathbf{u}) = 0. \]  \hspace{1cm} (2.63)

2.6.3 Conservation of \( H \)

The cofactor of \( F, H \), can be rewritten as (see appendix A)

\[ H = \frac{1}{2} F \times F, \]  \hspace{1cm} (2.64)

and its time derivative,

\[ \dot{H} = F \times \nabla_0 \mathbf{v}. \]  \hspace{1cm} (2.65)

Using the definition of CURL of a second order tensor (see Appendix A), the following identity is derived

\[ [\text{CURL}(\mathbf{v} \times F)]_{il} = \epsilon_{JKL} \frac{\partial [\mathbf{v} \times F]_{JK}}{\partial x_l} = \epsilon_{JKL} \frac{\partial}{\partial x_l} (\epsilon_{ijk} v_j F_{kK}) \]

\[ = \epsilon_{JKL} \epsilon_{ijk} \frac{\partial v_j}{\partial x_J} F_{kK} + \epsilon_{JKL} \epsilon_{ijk} v_j \frac{\partial F_{kK}}{\partial x_J} \]

\[ = [\nabla_0 \mathbf{v} \times F]_{il} = [F \times \nabla_0 \mathbf{v}]_{il}, \]  \hspace{1cm} (2.66)

where the involution given by equation (2.60) has been taken into account. Replacing the result above into equation (2.65), a conservation law for \( H \) is obtained as

\[ \frac{\partial H}{\partial t} = \text{CURL}(\mathbf{v} \times F). \]  \hspace{1cm} (2.67)

On the other hand

\[ \int_V [\text{CURL}(\mathbf{v} \times F)]_{il} dV = \int_V \epsilon_{JKL} \frac{\partial [\mathbf{v} \times F]_{JK}}{\partial x_l} dV = \int_{\partial V} \epsilon_{JKL} [\mathbf{v} \times F]_{JK} N_J dA \]

\[ = - \int_{\partial V} \epsilon_{IKL} [\mathbf{v} \times F]_{IK} N_J dA = - \int_{\partial V} [\mathbf{v} \times F \times N]_{il} dA \]  \hspace{1cm} (2.68)

integrating (2.67) within a control volume \( V \) and replacing the above result gives finally the integral form of the conservation law (2.67)

\[ \frac{d}{dt} \int_V H dV = - \int_{\partial V} (\mathbf{v} \times F \times N) dA. \]  \hspace{1cm} (2.69)

As in the case for the deformation gradient, if \( H \) is solved separately, certain compatibility conditions need to be fulfilled. In this particular case, these are given by the following equation

\[ \text{DIV}(H) = 0. \]  \hspace{1cm} (2.70)
Chapter 2. Conservation laws in solid dynamics
Chapter 3

Constitutive models

3.1 Preliminaries

The balance laws presented thus far represent a system of equations with more unknowns than equations. Therefore, additional relationships need to be provided. These relationships stem from the constitutive model, relating stresses to strains and to internal variables in the case of thermo-mechanical materials. This constitutive model has to satisfy the objectivity requirements which state that the stress components do not fundamentally change due to rigid body motions (rotations and translations). A further consequence of the objectivity requirement for thermoelastic materials is the symmetry of the second Piola-Kirchhoff stress tensor \([75, 81]\). Furthermore, the constitutive model has to satisfy the second law of thermodynamics through the dissipation inequality (2.55) \([10, 12, 75, 76]\). This chapter will present constitutive models for three different cases: isothermal elastic solids (section 3.2), elasto-plastic solids (section 3.3) and thermo-elastic solids (section 3.4).

3.2 Isothermal elastic solids

In the case of reversible isothermal elasticity, the first Piola-Kirchhoff tensor is defined as a function of the deformation gradient derived from an elastic energy potential \(\psi(F)\) as (see for example \([10, 11, 75]\))

\[
P(F) = \frac{\partial \psi}{\partial F}.
\]  

(3.1)

For instance, the compressible neo-Hookean constitutive model is defined by the following strain energy function

\[
\psi(F) = \frac{1}{2}(F : F - 3) - \mu \ln J + \frac{1}{2}\lambda(\ln J)^2,
\]  

(3.2)

where \(\lambda\) and \(\mu\) are positive material constants with a similar interpretation to the
classical Lamé coefficients of the linear case. The first Piola-Kirchhoff stress tensor is then given as

$$P = \mu(F - F^{-T}) + \lambda \ln(J)F^{-T}. \quad (3.3)$$

For nearly incompressible applications, it is often convenient to split this strain energy $\psi(F)$ into isochoric and volumetric components $\psi(F) = \psi_{iso}(\hat{F}) + \psi_{vol}(J)$, with $\hat{F} = J^{-1/3}F$, which in turn leads to the deviatoric and pressure components of $P$ as,

$$P = P_{dev} + P_{vol}; \quad P_{dev} = \frac{\partial \psi_{iso}}{\partial F}, \quad P_{vol} = \frac{\partial \psi_{vol}}{\partial F}. \quad (3.4)$$

In particular, the volumetric term can be further developed by introducing the pressure $p$ as

$$P_{vol} = pJF^{-T}; \quad p = \frac{d\psi_{vol}(J)}{dJ}. \quad (3.5)$$

Note that the sign convention used here is $p$ positive in tension and negative in compression. The simplest example of a constitutive model which satisfies the above form is given by the nearly incompressible extension of the neo-Hookean model (3.3) defined by

$$\psi_{dev} = \frac{\mu}{2} \left[ J^{-2/3}(F : F) - 3 \right]; \quad \psi_{vol} = \frac{1}{2} \kappa (J - 1)^2, \quad (3.6)$$

where $\mu$ and $\kappa$ are the shear and bulk modulus, respectively. The resulting components of the first Piola-Kirchhoff stress tensor read

$$P = \mu J^{-2/3} \left[ F - \frac{1}{3} (F : F) F^{-T} \right] + pJF^{-T}; \quad p = \kappa (J - 1). \quad (3.7)$$

### 3.3 Elastic-plastic solids

In order to model plastic behaviour, a rate-independent von Mises plasticity model with isotropic hardening, such as that presented in [10, 82], is used. The deformation gradient tensor $F$ is multiplicatively decomposed into an elastic component $F_e$ and a plastic component $F_p$ as

$$F = F_e F_p; \quad b_e = FC_p^{-1}F^T; \quad C_p = F_p^T F_p. \quad (3.8)$$

In addition, a strain energy functional in terms of the elastic principal stretches $(\lambda_{e,1}, \lambda_{e,2}, \lambda_{e,3})$ is defined as

$$\psi(\lambda_{e,1}, \lambda_{e,2}, \lambda_{e,3}, J) = \psi_{dev}(J^{-1/3}\lambda_{e,1}, J^{-1/3}\lambda_{e,2}, J^{-1/3}\lambda_{e,3}) + \psi_{vol}(J), \quad (3.9)$$

\[1\text{In specific cases such as plane strain, the deformation gradient $F$ is defined as $F = \begin{pmatrix} F_{11} & F_{12} & 0 \\ F_{21} & F_{22} & 0 \\ 0 & 0 & 1 \end{pmatrix}$}
where

\[ \psi_{\text{dev}} = \mu \left[ (\ln \lambda_{e,1})^2 + (\ln \lambda_{e,2})^2 + (\ln \lambda_{e,3})^2 \right] - \frac{1}{3} \mu (\ln J)^2 \quad (3.10) \]

and

\[ \psi_{\text{vol}} = \frac{1}{2} \kappa (\ln J)^2; \quad \ln J = \ln \lambda_{e,1} + \ln \lambda_{e,2} + \ln \lambda_{e,3}. \quad (3.11) \]

The algorithm to update the plastic strain \( C_p \) is summarised in Algorithm 3.3.1 [10].

**Algorithm 3.3.1: Evaluation of \( P_{n+1}(F_{n+1}, C_{p,n}, \bar{e}_{p,n}) \)**

1. Given \( F_{n+1}, C_{p,n}^{-1} \) and \( \bar{e}_{p,n} \)
2. Initiate \( \Delta \gamma = \nu_{n+1}^0 = 0 \)
3. Evaluate \( J_{n+1} = \det F_{n+1} \)
4. Solve pressure \( p = \kappa \ln J_{n+1} \)
5. Compute trial left strain tensor \( b_{e,n+1}^{\text{trial}} = F_{n+1} C_{p,n}^{-1} F_{n+1}^T \)
6. Spectral decomposition: \( b_{e,n+1}^{\text{trial}} = \sum_{\alpha=1}^3 (\lambda_{e,\alpha}^{\text{trial}})^2 n_{\alpha}^{\text{trial}} \otimes n_{\alpha}^{\text{trial}} \)
7. Set \( n_{\alpha}^{n+1} = n_{\alpha}^{\text{trial}} \)
8. Trial Kirchhoff stress: \( \tau_{\alpha}^{\text{trial}} = 2\mu \ln \lambda_{e,\alpha}^{\text{trial}} - \frac{2}{3} \mu \ln J_{n+1} \)
   if \( f(\tau_{\alpha}^{\text{trial}}, \bar{e}_{p,n}) > 0 \)
   then
   \begin{align*}
   (9) \text{Direction vector: } & \quad \nu_{\alpha}^{n+1} = \frac{\tau_{\alpha}^{\text{trial}}}{\sqrt{2/3} \| \tau_{\alpha}^{\text{trial}} \|} \\
   (10) \text{Incremental plastic multiplier: } & \quad \Delta \gamma = \frac{f(\tau_{\alpha}^{\text{trial}}, \bar{e}_{p,n})}{3\mu + H} \\
   (11) \text{Elastic stretch: } & \quad \lambda_{e,\alpha}^{n+1} = \exp \left( \ln \lambda_{e,\alpha}^{\text{trial}} - \Delta \gamma \nu_{\alpha}^{n+1} \right) \\
   (12) \text{Return map: } & \quad \tau_{\alpha}^{\prime} = \left( 1 - \frac{2\mu \Delta \gamma}{\sqrt{2/3} \| \tau_{\alpha}^{\text{trial}} \|} \right) \tau_{\alpha}^{\text{trial}} \\
   (13) \text{Update stress: } & \quad \tau_{\alpha}^{\prime} = \tau_{\alpha}^{\prime} + J_p; \quad \tau = \sum_{\alpha=1}^3 \tau_{\alpha}^{\prime} n_{\alpha}^{n+1} \otimes n_{\alpha}^{n+1} \\
   (14) \text{First Piola-Kirchhoff stress tensor: } & \quad P = \tau F^{-T} \\
   (15) \text{Update } & \quad b_{e,n+1} = \sum_{\alpha=1}^3 (\lambda_{e,\alpha}^{n+1})^2 n_{\alpha}^{n+1} \otimes n_{\alpha}^{n+1} \\
   (16) \text{Update } & \quad C_{p,n+1}^{-1} = F_{n+1} b_{e,n+1} F_{n+1}^{-T}, \quad \bar{e}_{p,n+1} = \bar{e}_{p,n} + \Delta \gamma
   \end{align*}
   return \( (P_{n+1}) \)

### 3.4 Thermo-elastic solids

There are many applications in engineering where thermal effects need to be taken into account. In these processes the constitutive equations are more complex than the ones for isothermal elasticity, since the stress tensor is not only related to the deformation but as well to some internal variable, such as the temperature or the internal energy. For these applications, the first law of thermodynamics (equation (2.43)) needs to be solved, while the second law of thermodynamics (equation (2.48)) needs to be satisfied by the constitutive relationship. In order to give a detailed...
explanation of the thermo-mechanical constitutive relationships, new relations need to be provided. The internal energy $e$ is related to the temperature $\theta$ through the heat coefficient at constant deformation, $C_F$ as

$$\rho_0 C_F = \frac{\partial e}{\partial \theta} \bigg|_F,$$

therefore, the internal energy can be expressed as

$$e(F, \theta) = e_0(F) + \int_{\theta_0}^{\theta} \rho_0 C_F(\theta) \, d\theta,$$

where $e_0$ is the internal energy at the reference temperature, that is

$$e_0(F) = e(F, \theta_0).$$

Alternatively, using the definition of entropy as work conjugate of the temperature (equation (2.49)), equation (3.12) can be rewritten as

$$\rho_0 C_F = \frac{\partial e(F, \theta)}{\partial \theta} \bigg|_F = \frac{\partial e(F, \eta)}{\partial \eta} \bigg|_F \frac{\partial \eta(F, \theta)}{\partial \theta} \bigg|_F = \frac{\theta}{\partial \theta} \frac{\partial \eta(F, \theta)}{\partial \theta} \bigg|_F,$$

which gives

$$\eta(F, \theta) = \eta_0(F) + \int_{\theta_0}^{\theta} \frac{\rho_0 C_F(\theta)}{\theta} \, d\theta,$$

where $\eta_0$ is the entropy at the reference temperature

$$\eta_0(F) = \eta(F, \theta_0).$$

Expressing the internal energy as a function of $F$ and $\eta$ can lead to additional relations, for example

$$\frac{\partial e(F, \eta)}{\partial t} = \frac{\partial e(F, \eta)}{\partial F} \cdot \frac{\partial F}{\partial t} + \frac{\partial e(F, \eta)}{\partial \eta} \frac{\partial \eta}{\partial t},$$

which compared to the balance of internal energy in the absence of heat sources (see equation (2.47)) and considering $\theta = \partial e(F, \eta)/\partial \eta$ gives

$$\mathbf{P} = \frac{\partial e(F, \eta)}{\partial F} \bigg|_F,$$

$$\frac{\partial \eta}{\partial t} = -\frac{1}{\theta} \text{DIV} \mathbf{Q}.$$
\[
\frac{\partial \psi(F, \theta)}{\partial F} = \frac{\partial e(F, \eta)}{\partial F} = P, \\
\frac{\partial \psi(F, \theta)}{\partial \theta} = -\eta.
\]  
(3.21)

(3.22)

Using equations (2.53), (3.13) and (3.16) and supposing that \( C_F \) does not change with temperature, the Helmholtz free energy can be written, for a particular deformation \( F \) and temperature \( \theta \) as

\[
\psi(F, \theta) = e(F, \theta) - \theta \eta(F, \theta) = \psi_0(F) - \eta_0(F)\Delta \theta + T(\theta),
\]

(3.23)

where

\[
T(\theta) = \rho_0 C_F \left( \Delta \theta - \theta \ln \frac{\theta}{\theta_0} \right),
\]

(3.24)

\[
\psi_0(F) = \psi(F, \theta_0).
\]

(3.25)

Finally, the constitutive equation is now expressed as

\[
P = P_0 - \frac{\partial \eta_0}{\partial F} \left( e - e_0(F) \right) \rho_0 C_F, \quad P_0 = \frac{\partial \psi_0}{\partial F}
\]

(3.26)

It is clear from the above equation that the term \( \eta_0(F) \) couples the thermal and mechanical effects. In its simplest form it can be assumed to depend only on the Jacobian of the motion \( J \), that is \( \eta_0(F) = \eta_0(J) \), which will be the case for the Mie-Grüneisen equation of state explained in the next section. The stress tensor would then be computed as,

\[
P = P_0 - \frac{\partial \eta_0(J)}{\partial J} \frac{\partial J}{\partial F} \left( e - e_0(F) \right) \rho_0 C_F = P_0 - \eta_0'(J) J F^{-T} \left( e - e_0(F) \right) \rho_0 C_F
\]

(3.27)

or, by virtue of equation (3.13),

\[
P = P_{0, dev} + (p_0 - \eta_0'(J)\Delta \theta) J F^{-T}
\]

(3.28)

Mie-Grüneisen equation of state

According to Grüneisen theory, the total internal energy of a solid state or a dense fluid regime is comprised by a cold component, emerging from the intermolecular repulsive and attractive forces, \( e_{0K} \), (at temperature \( \theta = 0 \) K), and a thermal component, associated with the random motion of atoms and molecules, \( e_{th} \), (see [83–86]). This is

\[
e = e_{0K}(J) + e_{th}(J, \theta).
\]

(3.29)
Furthermore, also according to the Grüneisen theory, the related pressure is again comprised of a cold component \( p_{0K} \) and a thermal component \( p_{\text{th}} \), that is

\[
p(J, \theta) = p_{0K}(J) + p_{\text{th}}(J, \theta)
\]  

(3.30)

and the thermal component can be written as

\[
p_{\text{th}}(J, \theta) = -\frac{\Gamma(J)}{J} e_{\text{th}}(J, \theta)
\]  

(3.31)

where \( \Gamma(J) \) is the dimensionless Grüneisen coefficient that takes into account the random vibration of the atoms. Combining equations (3.29), (3.30) and (3.31) results into a linear relation between the pressure and the internal energy,

\[
p(e, J) = p_{0K}(J) - \frac{\Gamma(J)}{J}(e - e_{0K}(J)),
\]  

(3.32)

From the macroscopic point of view, the Grüneisen coefficient can be defined from thermodynamic considerations as (see reference [86] and equations (3.12) and (3.15))

\[
\Gamma = -J \left. \frac{\partial p}{\partial e} \right|_J = -\frac{J}{\rho_0 C_F} \left. \frac{\partial p}{\partial \theta} \right|_J = \frac{J \eta_0}{\rho_0 C_F}.
\]  

(3.33)

In general, it is assumed that \( \Gamma \) varies according to the equation

\[
\Gamma = \Gamma_0 J^q,
\]  

(3.34)

where \( \Gamma_0 \) is a material parameter and the coefficient \( q \) is usually taken to be 1 for solids and 0 for fluids. This parameter has to be obtained from physical experiments or molecular dynamics simulations [84].

The Mie-Grüneisen equation (3.35) can be extended to other reference states, as for example a general reference temperature \( \theta_0 \) (which can be different to \( \theta = 0 \) K) to give

\[
p(e, J) = p_0(J) - \frac{\Gamma(J)}{J}(e - e_0(J)),
\]  

(3.35)

which can now be combined with equation (3.27) to give the stress tensor as

\[
P = P_0 - \rho_0 C_F \Gamma_0 J^q \Delta \theta F^{-T},
\]  

(3.36)

with (see equation (3.13))

\[
\Delta \theta = \frac{1}{\rho_0 C_F} (e - e_0(F)),
\]  

(3.37)

where it has been considered that \( C_F \) does not change with temperature.

Instead of a reference temperature \( \theta_0 \), a reference entropy (normally \( \eta = 0 \)) could have been chosen. Another possible reference state is the locus of states behind a shock, named the *Hugoniot* locus. This locus is obtained by taking the conservation
of mass, linear momentum and energy in Eulerian form (see Appendix B) and using the Rankine-Hugoniot jump conditions (see section 2.3.3) in the direction of the shock (see [66,83–85])², which yields

\[ v_S(\rho_0 - \rho_H) = \rho_0 v_0 - \rho_H v_H \]  
\[ v_S(\rho_0 v_0 - \rho_H v_H) = \rho_0 v_0^2 - \rho_H v_H^2 + p_0 - p_H \]  
\[ v_S(J_0^{-1}E_0 - J_H^{-1}E_H) = v_0(J_0^{-1}E_0 + p_0) - v_H(J_H^{-1}E_H + p_H) \]

where \( v_S \) is the shock velocity, the subscript 0 stands for the reference state and the subscript \( H \) for the state behind the shock. The reference state is usually considered as uncompressed and at rest, therefore it has null internal energy, velocity and pressure \( v_0 = 0, e_0 = 0 \) and \( p_0 = 0 \). After some algebra it is found that,

\[ v_H = v_S (1 - J), \]
\[ p_H = -\rho_0 v_S v_H, \]
\[ e_H = \frac{1}{2} \frac{\rho_0}{J} v_H^2. \]

These equations are usually complemented with experimental data that relates the shock velocity \( v_S \) to the particle velocity \( v_H \) behind the shock in the form \( v_S = v_S(v_H) \). For metals in the absence of phase transitions, it is proved that this relation is linear [66,83] and given by

\[ v_S = c_{p,0} + sv_H, \]

where \( s \) is a material parameter (to be found in experiments) and \( c_{p,0} \) is the bulk sound speed of the uncompressed material. Combining this equation with equations (3.41), (3.42) and (3.43) gives

\[ p_H(J) = \frac{\rho_0 c_{p,0}^2 (J - 1)}{(1 - s(1 - J))^2}, \]
\[ e_H(J) = \frac{1}{2} \frac{\rho_0 c_{p,0}^2 (J - 1)^2}{(1 - s(1 - J))^2}. \]

Using \( p_H \) and \( e_H \) as reference pressure and energy, the Mie-Grüneisen formalism (equation (3.35)) can now be used to describe states off the Hugoniot as

\[ p(e, J) = \frac{\rho_0 c_{p,0}^2 (J - 1)}{(1 - s(1 - J))^2} - \frac{\Gamma(J)}{J} \left[ e - \frac{1}{2} \frac{\rho_0 c_{p,0}^2}{J} \left( \frac{(J - 1)}{1 - s(1 - J)} \right)^2 \right], \]

²The Eulerian form is used because in the physical experiments the spatial velocity is measured.
which is an equation of state valid for those solids satisfying the relation given by equation (3.44). In such cases, an equation of state as the one given by equation (3.47) can be obtained by uniquely using shock wave data. In these particular cases, the first Piola-Kirchhoff stress tensor would be obtained as,

$$P = P_{0,\text{dev}} + p(e, J) JF^{-T},$$  \hspace{1cm} (3.48)

with $p(e, J)$ obtained using equation (3.47).
Chapter 4

Combined conservation law formulation for solid dynamics

4.1 Preliminaries

The combination of the balance laws provided in section 2.4, the first and second laws of thermodynamics presented in section 2.5 and an adequate constitutive model as presented in chapter 3, together with adequate initial conditions and boundary conditions, can establish a well-posed problem. Specifically, in Lagrangian dynamics, the solution of the conservation of linear momentum and total energy equations (2.30) and (2.45) is enough given that the constitutive model satisfies the production of entropy and symmetry of the second Piola-Kirchhoff stress tensor (the conservation of mass is not necessary since the spatial density is an escalation of the material density trough the Jacobian of the deformation $J$). From a discrete point of view, this solution would traditionally be obtained on displacements $\mathbf{x} = \mathbf{x}(\mathbf{X}, t)$ using a kinematic relation of the type $\mathbf{v}(\mathbf{X}, t) = \frac{d}{dt}(\mathbf{x}(\mathbf{X}, t))$. The constitutive model would be evaluated using the gradient of the displacements, $\nabla_0 \mathbf{x}$, and, if a thermomechanical constitutive model is used, an internal variable such as the entropy $\eta$, i.e. $\mathbf{P} = \mathbf{P}(\nabla_0 \mathbf{x}, \eta)$.

In the current thesis, instead, a mixed system of conservation laws is presented as in [1,2,17,31]. The conservation of linear momentum, equation (2.30) will be solved along with the conservation of deformation gradient, equation (2.58) and the first law of thermodynamics, equation (2.45). In this case, the discrete solution will be in terms of linear momentum, $\mathbf{p}$, deformation gradient, $\mathbf{F}$ and total energy, $E$. The constitutive model will be evaluated using the deformation gradient as a variable, i.e. $\mathbf{P} = \mathbf{P}(\mathbf{F}, \eta)$. The displacements, $\mathbf{x}$ will be obtained integrating the velocity in time $\mathbf{v} = \mathbf{p}/\rho_0$. As a result, the discrete deformation gradient will not be linked to the discrete displacements, i.e. $\mathbf{F} \neq \nabla_0 \mathbf{x}$. Therefore, despite the constitutive model satisfying the symmetry of the discrete second Piola-Kirchhoff stress tensor, the conservation of angular momentum is not fulfilled (see proof in section 2.4.3). This issue will be addressed in detail in section 6.3.
The current chapter will introduce this new mixed system of conservation laws (section 4.2) and the boundary conditions and initial conditions necessary to close the system (sections 4.3 and 4.4). The chapter will be closed with an analysis of the eigenvalue structure of the problem (section 4.5).

### 4.2 Mixed system of conservation laws

The problem formulation is given using equations (2.30), (2.58) and (2.45) which form a mixed system of equations as follows

\[
\begin{align*}
\frac{\partial p}{\partial t} - \text{DIV } P &= \rho_0 b, \\
\frac{\partial F}{\partial t} - \text{DIV } (v \otimes I) &= 0, \\
\frac{\partial E_T}{\partial t} - \text{DIV } (P^T v - Q) &= s.
\end{align*}
\] (4.1a, 4.1b, 4.1c)

The above system of equations can be rewritten in a more compact form, describing a first order hyperbolic system as

\[
\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}_I}{\partial X_I} = \mathbf{S},
\] (4.2)

where \( \mathbf{U} \), \( \mathbf{F}_I \) and \( \mathbf{S} \) are written in indicial notation as

\[
\mathbf{U} = \begin{pmatrix} p_1 \\ p_2 \\ p_3 \\ F_{11} \\ F_{12} \\ F_{13} \\ F_{21} \\ F_{22} \\ F_{23} \\ F_{31} \\ F_{32} \\ F_{33} \\ \mathbf{E}_T \end{pmatrix}, \quad \mathbf{F}_I = \begin{pmatrix} -P_{1I}(F) \\ -P_{2I}(F) \\ -P_{3I}(F) \\ -\delta_{1I}v_1 \\ -\delta_{12}v_1 \\ -\delta_{13}v_1 \\ -\delta_{11}v_2 \\ -\delta_{12}v_2 \\ -\delta_{13}v_2 \\ -\delta_{11}v_3 \\ -\delta_{12}v_3 \\ -\delta_{13}v_3 \\ Q_I - P_{ii}v_i \end{pmatrix}, \quad \mathbf{S} = \begin{pmatrix} \rho_0 b_1 \\ \rho_0 b_2 \\ \rho_0 b_3 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \forall I = 1, 2, 3. \] (4.3)

The equivalent integral form of the system of equations (4.1a), (4.1b) and (4.1c)
is given by

\[
\frac{d}{dt} \int_V p \, dV = \int_{\partial V} t \, dA + \int_V \rho_0 b \, dV, \quad (4.4a)
\]

\[
\frac{d}{dt} \int_V F \, dV = \int_{\partial V} \frac{1}{\rho_0} p \otimes N \, dA, \quad (4.4b)
\]

\[
\frac{d}{dt} \int_V E \, dV = \int_{\partial V} t \cdot v \, dA - \int_{\partial V} Q \cdot N \, dA + \int_V s \, dV, \quad (4.4c)
\]

with the equivalent compact form

\[
\frac{d}{dt} \int_V U \, dV = -\int_{\partial V} F_N \, dA + \int_V S \, dV, \quad (4.5)
\]

where

\[
U = \begin{pmatrix} p \\ F \\ E_T \end{pmatrix}, \quad F_N = \begin{pmatrix} -t \\ -v \otimes N \\ -t \cdot v + Q \cdot N \end{pmatrix}, \quad S = \begin{pmatrix} \rho_0 b \\ 0 \\ s \end{pmatrix}. \quad (4.6)
\]

### 4.3 Boundary conditions

The boundary conditions will have to be imposed on each of the equations of the mixed system of conservation laws (4.5). For clarity purposes, only the case where no heat fluxes are present (adiabatic process) will be considered. In this particular case, the fluxes of the three equations can be uniquely defined using the traction, \( t \), and the linear momentum, \( p \) (see equation (4.6)). It is important to notice that the linear momentum, \( p \), acts as a variable in equation (4.1a) and as a flux in equations (4.1b) and (4.1c). On the other hand, the traction, \( t \), acts as a flux in equations (4.1a) and (4.1c). This means that the linear momentum will be used as a weak or Neumann boundary condition (for equations (4.1b) and (4.1c)) and also as a strong or Dirichlet boundary condition (for equation (4.1a)). The traction will only be used as a Neumann boundary condition for equations (4.1a) and (4.1c).

Four different types of boundary conditions have been considered: clamped boundary (displacement not allowed in any direction), free boundary (displacement allowed in all directions and imposed traction), symmetric boundary (displacement restricted to the normal direction and imposed normal traction) and skew-symmetric boundary (displacement restricted to the tangential direction and imposed tangential traction). Figure 4.1 represents these boundary conditions. Table 4.1 shows the set of weak boundary conditions, where the notation \( a_n \) represents the normal component of a given spatial vector \( a \), that is \( a_n = a \cdot n \), and where \( n \) is the mapping of the normal vector \( N \) from the material to the deformed configuration, given by the following push forward operation
\[ n = \frac{F^{-T}N}{\|F^{-T}N\|}. \] (4.7)

Table 4.2 shows the strong boundary conditions as imposed to the linear momentum, \( p \).\(^{1}\)

Figure 4.1: The boundary conditions are imposed at the reference configuration. The continuous line represents the body at the reference (undeformed) configuration, while the discontinuous line the body at the spatial (deformed) configuration. Four different types of boundary conditions are considered: clamped boundary (condition 1), free boundary (condition 2), normally sliding boundary (condition 3) and tangentially sliding boundary (condition 4).

### 4.4 Initial conditions

The dynamic equations proposed in this thesis require establishing a set of initial conditions. These can be imposed either setting an initial linear momentum, \( p(X, t = 0) = p_0(X) \) and/or an initial deformation gradient \( F(X, t = 0) = F_0(X) \) such that they are compatible with the prescribed boundary conditions. If an initial deformation gradient, \( F_0 \) is prescribed, this has to be obtained from an initial deformed configuration, that is

\(^{1}\)It is important to notice that no rotations are allowed for the two sliding boundary conditions. Therefore, in these cases the normal vector, \( n \), remains unchanged from the material configuration, that is \( n = N \).
Table 4.1: Continuum weak boundary conditions on traction and velocity for a material particle $X \in \partial \Omega$.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Traction</th>
<th>Linear momentum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clamped</td>
<td>$p(X) = 0$</td>
<td></td>
</tr>
<tr>
<td>Free</td>
<td>$t(X) = t^B(X,t)$</td>
<td>-</td>
</tr>
<tr>
<td>Normally sliding</td>
<td>$t_n(X) = t^B_n(X,t)$</td>
<td>$p(X) - p_n(X)n = 0$</td>
</tr>
<tr>
<td>Tangentially sliding</td>
<td>$t(X) - t_n(X)n = t^B_t(X,t)$</td>
<td>$p_n(X) = 0$</td>
</tr>
</tbody>
</table>

Table 4.2: Continuum strong boundary conditions on linear momentum for a material particle $X \in \partial \Omega$.

\[
\mathbf{F}_0 = \frac{\partial x_0}{\partial X}, \quad x_0 = X + u_0
\]  
\hspace*{1cm} (4.8)

ensuring therefore that the compatibility conditions (2.60) are satisfied at the initial state.

### 4.5 Eigenvalue structure

In order to solve the system of equations (4.5) by using standard CFD techniques (as the Finite Volume Method), a necessary step is to prove its hyperbolicity. In this section, the hyperbolicity of the system (4.5) will be proved for two different cases. First, the isothermal processes will be analysed. In this case the energy equation will be omitted and an isothermal constitutive model similar to those presented in section 3.2 will be used. Next, the thermo-elastic processes will be taken into account, using the energy equation in the system (4.6) and considering a thermo-elastic constitutive relationship as presented in section 3.4.

#### 4.5.1 Isothermal processes

Omitting thermal effects (and therefore the energy equation) and replacing $\mathbf{U}$ and $\mathbf{F}_N$ from equation (4.6) into equation (2.15) gives...
\begin{equation}
\begin{pmatrix}
\frac{D}{D t} [F^R] \\
v^R \otimes N
\end{pmatrix} = c_\alpha \begin{pmatrix}
-\rho_0 v^R \\
-F^R
\end{pmatrix}.
\tag{4.9}
\end{equation}

Considering only the cases where $c_\alpha \neq 0$, the second equation of the system (4.9) results in

\begin{equation}
F^R = -\frac{1}{c_\alpha} v^R \otimes N,
\tag{4.10}
\end{equation}

which used in the first equation of (4.9) renders

\begin{equation}
\frac{D}{D t} [v^R \otimes N] = \rho_0 c^2_\alpha v^R.
\tag{4.11}
\end{equation}

The above equation can be rewritten in a scalar manner premultiplying it by a generic virtual velocity $\delta v$ to obtain

\begin{equation}
(\delta v \otimes N) : \frac{D}{D t} [v^R \otimes N] = \rho_0 c^2_\alpha \delta v \cdot v^R,
\tag{4.12}
\end{equation}

which has to be fulfilled for any value of $\delta v$. By using the relation between $P$, $F$ and the strain function $\psi$ (see equation (3.1)), the above equation is reassembled as

\begin{equation}
(\delta v \otimes N) : \frac{\partial^2 \psi}{\partial F \partial F} : (v^R \otimes N) = \rho_0 c^2_\alpha \delta v \cdot v^R,
\tag{4.13}
\end{equation}

or

\begin{equation}
(\delta v \otimes N) : C : (v^R \otimes N) = \rho_0 c^2_\alpha \delta v \cdot v^R.
\tag{4.14}
\end{equation}

By taking the particular case $\delta v = v^R$ the above equation shows that the existence of real eigenvalues is ensured by the ellipticity of the elasticity tensor (see [75])\textsuperscript{2}. Equation (4.14) can be rewritten as

\begin{equation}
\delta v \cdot (C_{NN} v^R_{\alpha}) = \rho_0 c^2_\alpha \delta v \cdot v^R_{\alpha},
\tag{4.15}
\end{equation}

where $[C_{NN}]_{ij} = [C_{NN}]_{ij\alpha\alpha} N_i N_j$. Since the above equation has to hold for any $\delta v$, the following is obtained

\begin{equation}
C_{NN} v^R_{\alpha} = \rho_0 c^2_\alpha v^R_{\alpha}.
\tag{4.16}
\end{equation}

\textsuperscript{2}The ellipticity of the elastic tensor implies that

\begin{equation}
(a \otimes N) : C : (a \otimes N) \geq 0 \ \forall a, N
\end{equation}
Compressible Neo-Hookean material

For the compressible neo-Hookean model, the strain function is written as (see section 3.2),

$$\psi(F) = \frac{\mu}{2} (F : F - 3) - \mu \ln J + \frac{\lambda}{2} (\ln J)^2.$$  \hfill (4.17)

The corresponding elasticity tensor is

$$\mathbf{C} = \mu \mathbf{I} + (\mu - \lambda \ln J) \mathbf{H} + \lambda \mathbf{F}^{-T} \otimes \mathbf{F}^{-T},$$  \hfill (4.18)

with $[\mathbf{I}]_{iiJ} = \delta_{ij} \delta_{JJ}$, $[\mathbf{H}]_{iiJ} = [\mathbf{F}^{-T}]_{ij} [\mathbf{F}^{-T}]_{jj}$ and $[\mathbf{F}^{-T} \otimes \mathbf{F}^{-T}]_{iiJ} = [\mathbf{F}^{-T}]_{ij} [\mathbf{F}^{-T}]_{jj}$. Replacing the elasticity tensor in equation (4.14) the following is obtained,

$$\mu \delta \mathbf{v} \cdot \mathbf{v}_\alpha^R + (\mu + \lambda (1 - \ln J)) (\delta \mathbf{v} \cdot \mathbf{F}^{-T} \mathbf{N}) (\mathbf{v}_\alpha^R \cdot \mathbf{F}^{-T} \mathbf{N}) = \rho_0 c_\alpha^2 \delta \mathbf{v} \cdot \mathbf{v}_\alpha^R.$$  \hfill (4.19)

The first two eigenvalues (and corresponding eigenvectors) are obtained using $\mathbf{v}_\alpha^R = \mathbf{n}$. Replacing in the above equation gives

$$\rho_0 c_\alpha^2 = \mu + \frac{h^2}{J^2} (\mu + \lambda (1 - \ln J)),$$  \hfill (4.20)

where $h = J \| \mathbf{F}^{-T} \mathbf{N} \|$. Therefore, the 1 and 2 waves are given by

$$c_{1,2} = \pm c_p, \quad c_p = \sqrt{\frac{\mu (1 + \frac{h^2}{J^2}) + \frac{h^2}{J^2} \lambda (1 - \ln J)}{\rho_0}}$$  \hfill (4.21)

where $c_p$ is known as the pressure wave speed. By taking the particular, and extremest case, $\mu = 0$ it can be seen that the 1 and 2 waves will be real if

$$\ln J < 1.$$  \hfill (4.22)

The remaining set of eigenvalues and eigenvectors will be obtained using two arbitrary vectors $\mathbf{t}_1, \mathbf{t}_2$ orthogonal to $\mathbf{n}$. For a general vector $\mathbf{t}_i$, with $i \in \{1, 2\}$, the following is obtained

$$\mu \delta \mathbf{v} \cdot \mathbf{t}_i + \frac{h^2}{J^2} (\mu + \lambda (1 - \ln J)) (\delta \mathbf{v} \cdot \mathbf{n}) (\mathbf{t}_i \cdot \mathbf{n}) = \rho_0 c_\alpha^2 \delta \mathbf{v} \cdot \mathbf{t}_i, \quad \hfill (4.23)$$

which gives the 3, 4, 5 and 6 waves as

$$c_{3,4} = c_{5,6} = \pm c_s, \quad c_s = \sqrt{\frac{\mu}{\rho_0}}$$  \hfill (4.24)

and $c_s$ is the shear wave speed. In this case, since $\mu \geq 0$, the 3, 4, 5 and 6 waves will always be real and, therefore, the hyperbolicity of the problem will be limited by the condition (4.22).
Finally, the non-zero eigenvectors are given by
\[ \mathbf{U}^{R}_{1,2} = \left( \mp \frac{1}{c_p} \mathbf{n} \otimes \mathbf{N} \right), \quad \mathbf{U}^{R}_{3,4} = \left( \mp \frac{1}{c_s} \mathbf{t}_1 \otimes \mathbf{N} \right), \quad \mathbf{U}^{R}_{5,6} = \left( \mp \frac{1}{c_s} \mathbf{t}_2 \otimes \mathbf{N} \right). \] (4.25)

**Nearly incompressible Neo-Hookean material**

For nearly incompressible materials the strain energy functional is written as a sum of the volumetric and deviatoric parts as (see section 3.2)

\[ \psi = \frac{\mu}{2} \left[ J^{-2/3}(\mathbf{F} : \mathbf{F}) - 3 \right] + \frac{1}{2} \kappa (J - 1)^2, \] (4.26)

with the corresponding elasticity tensor

\[ \mathcal{C} = -\frac{2}{3} \mu J^{-2/3} \mathbf{F} \otimes \mathbf{F}^T + \frac{2}{9} \mu J^{-2/3}(\mathbf{F} : \mathbf{F}) \mathbf{F}^T \otimes \mathbf{F}^T \] (4.27)

\[ + \mu J^{-2/3} \mathbf{I} - \frac{2}{3} \mu J^{-2/3} \mathbf{F}^T \otimes \mathbf{F} - \frac{1}{3} \mu J^{-2/3}(\mathbf{F} : \mathbf{F}) \mathcal{H} \] (4.28)

\[ + \kappa J (2J - 1) \mathbf{F}^T \otimes \mathbf{F}^T + \kappa J (J - 1) \mathcal{H}. \] (4.29)

Using this result in equation (4.14) gives

\[ -\frac{2}{3} h \mu J^{-5/3} (\delta \mathbf{v} \cdot \mathbf{m}) (\mathbf{v}^R_\alpha \cdot \mathbf{n}) + \frac{2}{9} h^2 \mu J^{-8/3} (\mathbf{F} : \mathbf{F}) (\delta \mathbf{v} \cdot \mathbf{n}) (\mathbf{v}^R_\alpha \cdot \mathbf{n}) \]

\[ + \mu J^{-2/3} (\delta \mathbf{v} \cdot \mathbf{v}^R_\alpha) - \frac{2}{3} h \mu J^{-5/3} (\delta \mathbf{v} \cdot \mathbf{n}) (\mathbf{v}^R_\alpha \cdot \mathbf{m}) + \frac{1}{3} h^2 \mu J^{-8/3} (\mathbf{F} : \mathbf{F}) (\delta \mathbf{v} \cdot \mathbf{n}) (\mathbf{v}^R_\alpha \cdot \mathbf{n}) \]

\[ + \kappa h^2 (\delta \mathbf{v} \cdot \mathbf{n}) (\mathbf{v}^R_\alpha \cdot \mathbf{n}) = \rho_0 c^2 \mathbf{v}_\alpha \cdot \mathbf{v}^R_\alpha, \] (4.30)

where \( \mathbf{m} = \mathbf{F} \mathbf{N} \). Proceeding identically as before, the first two eigenvalues are obtained setting \( \mathbf{v}^R_\alpha = \mathbf{n} \) to give

\[ \delta \mathbf{v} \cdot \left( -\frac{2}{3} h \mu J^{-5/3} \mathbf{m} + \frac{2}{9} h^2 \mu J^{-8/3} (\mathbf{F} : \mathbf{F}) \mathbf{n} \right. \]

\[ + \mu J^{-2/3} \mathbf{n} - \frac{2}{3} h \mu J^{-5/3} (\mathbf{n} \cdot \mathbf{m}) \mathbf{n} + \frac{1}{3} h^2 \mu J^{-8/3} (\mathbf{F} : \mathbf{F}) \mathbf{n} \] (4.32)

\[ + \kappa h^2 \mathbf{n} - \rho_0 c^2 \mathbf{n} \right) = 0, \] (4.33)

therefore,

\[ -\frac{2}{3} h \mu J^{-5/3} \mathbf{m} + \frac{2}{9} h^2 \mu J^{-8/3} (\mathbf{F} : \mathbf{F}) \mathbf{n} \] (4.34)

\[ + \mu J^{-2/3} \mathbf{n} - \frac{2}{3} h \mu J^{-5/3} (\mathbf{n} \cdot \mathbf{m}) \mathbf{n} + \frac{1}{3} h^2 \mu J^{-8/3} (\mathbf{F} : \mathbf{F}) \mathbf{n} \] (4.35)

\[ + \kappa h^2 \mathbf{n} = \rho_0 c^2 \mathbf{n}. \] (4.36)
Multiplying the above result by \( n \) renders

\[
- \frac{4}{3} h \mu J^{-5/3} \mathbf{m} \cdot \mathbf{n} + \frac{5}{9} h^2 \mu J^{-8/3} (\mathbf{F} : \mathbf{F}) + \mu J^{-2/3} + \kappa h^2 = \rho_0 c_s^2, \tag{4.37}
\]

and this can be reorganized as

\[
c_s^2 = \frac{1}{\rho_0} \left( - \frac{4}{3} \mu J^{-2/3} + \frac{5}{9} \frac{1}{\Lambda^2} \mu J^{-2/3} (\mathbf{F} : \mathbf{F}) + \mu J^{-2/3} + \kappa \frac{J^2}{\Lambda^2} \right), \tag{4.38}
\]

with \( \Lambda = (\| \mathbf{F}^{-T} \mathbf{N} \|)^{-1} \). Consequently, the 1 and 2 eigenvalues are

\[
c_{1,2} = \pm c_p; \quad c_p = \sqrt{\frac{\alpha + \beta + 2\gamma}{\rho_0}}, \tag{4.39}
\]

where

\[
\alpha = \frac{5}{9} \mu J^{-2/3} (\mathbf{F} : \mathbf{F}), \tag{4.40}
\]
\[
\beta = \mu J^{-2/3}, \tag{4.41}
\]
\[
\gamma = -\frac{2}{3} \mu J^{-2/3} \tag{4.42}
\]

and \( c_p \) will be real if

\[
\frac{5}{9} \mu (\mathbf{F} : \mathbf{F}) + \kappa J^{8/3} - \frac{1}{3} \mu \Lambda^2 \geq 0. \tag{4.43}
\]

The 3 to 6 eigenvalues are obtained using two arbitrary vectors orthogonal to \( n \) and given by \( \mathbf{v}_i^R = \mathbf{t}_i \), with \( i \in \{1, 2\} \). Replacing in equation 4.30 gives

\[
\mu J^{-2/3} (\delta \mathbf{v} \cdot \mathbf{t}_i) - \frac{2}{3} h \mu J^{-5/3} (\delta \mathbf{v} \cdot \mathbf{n}) (\mathbf{t}_i \cdot \mathbf{m}) = \rho_0 c_s^2 \delta \mathbf{v} \cdot \mathbf{t}_i. \tag{4.44}
\]

In order to solve the above equation, it will be assumed that \( \mathbf{N} \) is a principal direction of the deformation, which will give an upper bound of the shear waves speed. With such assumption, \( \mathbf{m} \) and \( \mathbf{n} \) are collinear and the following holds

\[
\mathbf{t}_i \cdot \mathbf{m} = 0, \tag{4.45}
\]

which gives the 3, 4, 5 and 6 waves speeds are given as

\[
c_{3,4} = c_{5,6} = \pm c_s; \quad c_s = \sqrt{\frac{\beta}{\rho_0}} \tag{4.46}
\]

where \( c_s \) is always real and, therefore, the hyperbolicity of the system is conditioned to the fulfilment of the inequality (4.43).

Finally, the set of 6 eigenvectors is

\[
\mathcal{U}_{1,2}^R = \begin{pmatrix} \frac{1}{c_p} \mathbf{n} \\ \pm \frac{1}{c_p} \mathbf{n} \otimes \mathbf{N} \end{pmatrix}, \quad \mathcal{U}_{3,4}^R = \begin{pmatrix} \frac{1}{c_s} \mathbf{t}_1 \\ \pm \frac{1}{c_s} \mathbf{t}_1 \otimes \mathbf{N} \end{pmatrix}, \quad \mathcal{U}_{5,6}^R = \begin{pmatrix} \frac{1}{c_s} \mathbf{t}_2 \\ \pm \frac{1}{c_s} \mathbf{t}_2 \otimes \mathbf{N} \end{pmatrix}. \tag{4.47}
\]
4.5.2 Thermo-mechanical processes

According to equation (3.26), the constitutive equation for a thermo-elastic solid is expressed as a function of the deformation gradient, $F$, and the temperature, $\theta$. Rewriting the equation for clarity

$$P = P_0 - \frac{\partial \eta_0(F)}{\partial F} \Delta \theta; \quad P_0 = \frac{\partial \psi_0}{\partial F}, \quad \Delta \theta = \frac{(e - e_0(F))}{\rho_0 C_F},$$

(4.48)

where

$$e_0(F) = \psi_0(F) + \theta_0 \eta_0(F); \quad \psi_0(F) = \psi(F, \theta_0); \quad \eta_0(F) = \eta(F, \theta_0),$$

(4.49)

and

$$\Delta \theta = \frac{1}{\rho_0 C_F} (e - e_0(F)) = \frac{1}{\rho_0 C_F} \left( E - \frac{1}{2} \rho_0 v \cdot v - \psi_0(F) - \theta_0 \eta_0(F) \right),$$

(4.50)

where, in the absence of heat sources and body forces, the internal energy is a function of the total energy $E$ and the kinetic velocity $\frac{1}{2} \rho_0 v \cdot v$, therefore

$$e = e(v, E).$$

(4.51)

Consequently, the stress tensor can be written as a function of the three conserved variables, i.e.

$$P(v, F, E) = P_0(F) - \frac{\partial \eta_0(F)}{\partial F} \Delta \theta(v, F, E)$$

(4.52)

and a linearisation of the stress tensor in a specific direction of the variables $[v^*, F^*, E^*]$ can be expressed as

$$DP[v^*, F^*, E^*] = \frac{1}{C_F} \frac{\partial \eta_0(F)}{\partial F} (v \cdot v^*)$$

$$+ C : F^* - \Delta \theta \frac{\partial^2 \eta_0(F)}{\partial F \partial F} : F^* + \frac{1}{\rho_0 C_F} \left( \frac{\partial \eta_0(F)}{\partial F} \otimes P_0 \right) : F^*$$

$$+ \theta_0 \left( \frac{\partial \eta_0(F)}{\partial F} \otimes \frac{\partial \eta_0(F)}{\partial F} \right) : F^* - \frac{1}{\rho_0 C_F} \frac{\partial \eta_0(F)}{\partial F} E^*.$$  

(4.53)

On the other hand, the characteristic system will be given combining the system of equations (4.1a), (4.1b) and (4.1c) with the characteristic equation (2.15). Omitting heat fluxes, the characteristic system is

$$\begin{pmatrix}
Dt [v^R_\alpha, F^R_\alpha, E^R_\alpha] \\
v^R_\alpha \otimes N
\end{pmatrix} = c_\alpha \begin{pmatrix}
-\rho_0 v^R_\alpha \\
F^R_\alpha \\
-t \cdot v^R_\alpha
\end{pmatrix}. $$

(4.54)
Considering only the cases when \( c_\alpha \neq 0 \), the second equation gives,

\[
F_\alpha^R = -\frac{1}{c_\alpha} v_\alpha^R \otimes N \tag{4.55}
\]

and substituting into the first equation of the system (4.54) renders

\[
Dt \left[ c_\alpha v_\alpha^R, -v_\alpha^R \otimes N, c_\alpha E_\alpha^R \right] = -\rho_0 c_\alpha^2 v_\alpha^R, \tag{4.56}
\]

which can be rewritten in a scalar form premultiplying by a virtual velocity \( \delta v \),

\[
\delta v \otimes N : DP \left[ c_\alpha v_\alpha^R, -v_\alpha^R \otimes N, c_\alpha E_\alpha^R \right] = -\rho_0 c_\alpha^2 \delta v \cdot v_\alpha^R. \tag{4.57}
\]

The last equation of (4.54) can be rewritten as

\[
v \otimes N : DP \left[ c_\alpha v_\alpha^R, -v_\alpha^R \otimes N, c_\alpha E_\alpha^R \right] \\
+ c_\alpha p_0 : (v_\alpha^R \otimes N) - c_\alpha \Delta \theta \frac{\partial \eta_0(F)}{\partial F} : (v_\alpha^R \otimes N) = -c_\alpha^2 E_\alpha^R \tag{4.58}
\]

and equations (4.57) and (4.58) are the ones that need to be solved in order to obtain the eigenvalues and corresponding eigenvectors.

Considering the Mie-Griineisen model, the entropy at the reference temperature, \( \eta_0 \), is only a function of \( J \) (see section 3.4) in the following form

\[
\eta_0(J) = \rho_0 C_F \Gamma_0 \frac{J^q - 1}{q}, \tag{4.59}
\]

\[
\eta_0'(J) = \rho_0 C_F \Gamma_0 J^{q-1}, \tag{4.60}
\]

therefore

\[
\frac{\partial \eta_0(F)}{\partial F} = \frac{\partial \eta_0(J)}{\partial J} \frac{\partial J}{\partial F} = \rho_0 C_F \Gamma_0 J^{q-1} J F^{-T} = \rho_0 C_F \Gamma_0 J^q F^{-T}, \tag{4.61}
\]

\[
\frac{\partial^2 \eta_0(F)}{\partial F \partial F} = q \rho_0 C_F \Gamma_0 J^q F^{-T} \otimes F^{-T} + \rho_0 C_F \Gamma_0 J^q \mathcal{H} \tag{4.62}
\]

and these results are now combined with the linearisation of the stress tensor, \( P \), given by equation (4.53) and with equation (4.57). After some algebra this gives

\[
c_\alpha \rho_0 \Gamma_0 J^{q-1} h(\delta v \cdot n) (v \cdot v_\alpha^R) - \delta v \cdot \mathcal{C}_{NN} v_\alpha^R + \Delta \theta \rho_0 C_F \Gamma_0 J^{q-2} h^2 (\delta v \cdot n) (v_\alpha^R \cdot n) (q - 1) \\
- \Gamma_0 J^{q-1} h(\delta v \cdot n) (v_\alpha^R \cdot P_0 N) - \theta_0 \rho_0 C_F \Gamma_0 J^{2q-2} h^2 (\delta v \cdot n) (v_\alpha^R \cdot n) \\
- c_\alpha \Gamma_0 J^{q-1} h(\delta v \cdot n) E_\alpha^R = -\rho_0 c_\alpha^2 \delta v \cdot v_\alpha^R \tag{4.63}
\]

and, since it is valid for any \( \delta v \), this can be rewritten as
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\[ c_\alpha \rho_0 \Gamma_0 J^{q-1} h(v \cdot v_\alpha^R) n - C_{NN} v_\alpha^R + \Delta \theta \rho_0 C_F \Gamma_0 J^{q-2} h^2 (v_\alpha^R \cdot n)(q-1) n \]
\[- \Gamma_0 J^{q-1} h(v_\alpha^R \cdot P_0 N) n - \theta_0 \rho_0 C_F \Gamma_0^2 J^{2q-2} h^2 (v_\alpha^R \cdot n) n \]
\[- c_\alpha \Gamma_0 J^{q-1} h E_\alpha^R n + \rho_0 c_\alpha^2 v_\alpha^R = 0. \] (4.64)

Proceeding equivalently for the linearised third equation (4.58) gives

\[ c_\alpha \rho_0 \Gamma_0 J^{q-1} h(v \cdot n)(v \cdot v_\alpha^R) - v \cdot C_{NN} v_\alpha^R + \Delta \theta \rho_0 C_F \Gamma_0 J^{q-2} h^2 (v \cdot n)(v_\alpha^R \cdot n)(q-1) \]
\[- \Gamma_0 J^{q-1} h(v \cdot n)(v_\alpha^R \cdot P_0 N) - \theta_0 \rho_0 C_F \Gamma_0^2 J^{2q-2} h^2 (v \cdot n)(v_\alpha^R \cdot n) \]
\[- c_\alpha \Gamma_0 J^{q-1} h(v \cdot n) E_\alpha^R + c_\alpha v_\alpha^R \cdot P_0 N - c_\alpha \Delta \theta \rho_0 C_F \Gamma_0 J^{q-1} h(v_\alpha^R \cdot n) = -c_\alpha^2 E_\alpha^R. \] (4.65)

As before, the first two waves are obtained using \( v_\alpha^R = n \). Replacing in equation (4.64) gives

\[ c_\alpha \rho_0 \Gamma_0 J^{q-1} h(v \cdot n)(v \cdot n)n - \rho_0 c_{p,0}^2 n + \Delta \theta \rho_0 C_F \Gamma_0 J^{q-2} h^2 (q-1) n \]
\[- \Gamma_0 J^{q-1} h(n \cdot P_0 N) n - \theta_0 \rho_0 C_F \Gamma_0^2 J^{2q-2} h^2 n \]
\[- c_\alpha \Gamma_0 J^{q-1} h E_\alpha^R n + \rho_0 c_\alpha^2 n = 0, \] (4.66)

where, in order to simplify the algebra, the following result from the previous section has been used (see equation (4.16))

\[ C_{NN} n = \rho_0 c_{p,0}^2 n \] (4.67)

and the sub-index 0 denotes that the wave speed corresponds to the material at the reference temperature. Multiplying equation (4.66) by \( n \) and after some algebra, the following is obtained

\[ \frac{1}{\Gamma_0 J^{q-1} h} c_\alpha^2 = \frac{1}{\Gamma_0 J^{q-1} h} c_{p,0}^2 + (\Delta \theta + \theta_0) C_F (\Gamma_0 J^{q-1} h - \Delta \theta C_F \frac{h}{J}(q-1)). \] (4.68)

Finally, the 1 and 2 waves are

\[ c_{1,2} = \pm c_p, \quad c_p = \sqrt{c_{p,0}^2 + (\Delta \theta + \theta_0) C_F (\Gamma_0 J^{q-1} h^2 - \Delta \theta C_F \Gamma_0 J^{q-2} h^2(q-1))}. \] (4.69)

In the case that \( \theta_0 = 0 \), then \( \Delta \theta \geq 0 \) and the 1 and 2 wave speeds are real. If \( \theta_0 \neq 0 \), then the speeds are real if

\[ \theta > \frac{1}{\Gamma_0 J^q + (1-q)} \left[ \theta_0 (1-q) - \frac{c_{p,0}^2}{C_F \Gamma_0 J^{q-2} h^2} \right], \] (4.70)
4.5. Eigenvalue structure

In the specific case of \( q = 0 \), this condition is given by

\[
\theta > \frac{1}{\Gamma_0 + 1} \left[ \theta_0 - \frac{c_{p,0}^2}{C_F \Gamma_0 J^{-2} h^2} \right].
\] (4.71)

which, in the case of gas dynamics, there is no elastic constitutive model and \( c_{p,0} = 0 \) and, therefore, the condition is always fulfilled. If, otherwise \( q = 1 \), the eigenvalues \( c_{1,2} \) will be real if

\[
\theta > \frac{1}{\Gamma_0 J} \left[ -\frac{c_{p,0}^2}{C_F \Gamma_0 J^{-1} h} \right],
\] (4.72)

which is always fulfilled since the right hand side is always negative and the temperature \( \theta \) always positive by definition.

In order to obtain the shear waves, \( u^R_\alpha = t_i, i \in \{1, 2\} \) is replaced in equation (4.64) to give

\[
c_{\alpha \rho_0 \Gamma_0} J^{q-1} h (v \cdot t_i) n - \rho_0 c_{s,0}^2 t_i - \Gamma_0 J^{q-1} h (t_i \cdot P_0 N) n - c_{\alpha \rho_0 \Gamma_0} J^{q-1} h E^R_\alpha n + \rho_0 c_{s}^2 t_i = 0.
\]

Multiplying by \( t_i \) the above equation the following is obtained

\[
- \rho_0 c_{s,0}^2 = - \rho_0 c_{s}^2,
\]

which ends up giving the 3 to 6 eigenvalues as

\[
c_{3,4} = c_{5,6} = \pm c_s, \quad c_s = c_{s,0}
\] (4.73)

and therefore the 3 to 6 waves speeds are equal to the elastic shear wave at the reference temperature. The corresponding eigenvectors of the 1 to 6 waves are given by,

\[
U^R_{1,2} = \left( \begin{array}{c} n \\ - \frac{1}{c_s} n \otimes N \\ \frac{E^R_\alpha}{C_F} \end{array} \right),
\] (4.74)

where

\[
E^R_\alpha = \rho_0 (v \cdot n) - \frac{1}{c_s} \left( (n \cdot P_0 N) - \frac{\rho_0}{\Gamma_0 J^{q-1} h} (c_s^2 - c_{p,0}^2) \right) - \rho_0 C_F \frac{h}{J} (\Delta \theta (q - 1) - \theta_0 \Gamma_0 J^{q})
\] (4.75)

\[
U^R_{3,4} = \left( \begin{array}{c} t_1 \\ \rho_0 (v \cdot t_1) - \frac{1}{c_s} (t_1 \cdot P_0 N) \\ \frac{1}{c_s} t_1 \otimes N \end{array} \right), \quad U^R_{5,6} = \left( \begin{array}{c} t_2 \\ \rho_0 (v \cdot t_2) - \frac{1}{c_s} (t_2 \cdot P_0 N) \\ \frac{1}{c_s} t_2 \otimes N \end{array} \right).
\] (4.77)
Perfect gases

In order to verify the results, the particular case of perfect gases will be analysed. It can be seen that the Mie-Grüneisen equation of state with \( q = 0 \) and \( \theta_0 = 0 \) is equivalent to the equation of state for perfect gases. Then

\[
p = -\rho_0 c_p \Gamma_0 J^{-1} \theta,
\]

where the reference temperature is set to \( \theta_0 = 0 \). Furthermore, there is no elastic constitutive relationship at the reference temperature. This results in

\[
c_{p,0} = 0
\]

and the deformation is reduced to volumetric deformation. Therefore

\[
F = JI \Rightarrow h = J\|F^{-T}N\| = J\|J^{-1}N\| = 1.
\]

The 1 and 2 eigenvalues are reduced to (see equation (4.69))

\[
c_{1,2} = \pm c_p, \quad c_p = \sqrt{\theta C_F \Gamma_0 (\Gamma_0 + 1) J^{-2}} = \frac{1}{J} \sqrt{-\frac{1}{\rho_0} p J \gamma},
\]

which is the isentropic wave speed for a perfect gas divided by the stretch in the reference undeformed domain. The corresponding eigenvectors are

\[
U_{1,2}^R = \begin{pmatrix}
\frac{\mathbf{n}}{c_p} \\
-\frac{1}{c_a} \mathbf{n} \otimes \mathbf{N} \\
E_{a}^R
\end{pmatrix},
\]

\[
E_{a}^R = \rho_0 v_n + \frac{\rho_0 J}{\Gamma_0 c_a} - \frac{1}{J c_a} e.
\]
Chapter 5
Spatial semidiscretisation

5.1 Preliminaries

In the last two chapters the problem formulation was presented as a mixed system of conservation laws (section 4.2) complemented with an adequate constitutive model (chapter 3), boundary conditions (section 4.3) and initial conditions (section 4.4). Furthermore, the hyperbolicity of the system of equations was proved in section 4.5. Therefore, the problem can now be discretised using standard CFD techniques.

The current chapter will present the spatial semidiscretisation of this system of equations. To do so, a Finite Volume Method using central differences and JST type of dissipation will be used. The chapter is organised as follows. Section 5.2 introduces the Finite Volume Method. Section 5.3 explains the construction of the dual mesh. Section 5.4 presents the central differences stencil used in combination with the JST artificial dissipation, which is presented in section 5.5. In section 5.6, the spatial semidiscretisation is used for discretising the governing equations. Finally, section 5.7 presents the discretisation of the boundary conditions.

5.2 The Finite Volume Method

The Finite Volume Method (FVM) is the technique by which the integral formulation of the conservation laws is discretised directly in the physical space [52]. It is a very popular technique among the CFD community due to its flexibility, the easiness of implementation in structured or unstructured grids and its conservative properties [39, 52, 56, 87]. In the FVM, the discretisation of a conservation law is carried out using its integral form (see equation (2.6)). In contrast to the Finite Element Method (FEM), where the stored numerical quantities are the local function values at each mesh point, in the FVM these quantities are cell-averaged values. As a consequence, the FVM can be regarded as a FEM with piecewise constant approximation [52, 56]. The FVM is usually classified according to the discretisation of the fluxes (convective fluxes in fluids) and the control volume definition. This will be summarised in what follows.
5.2.1 Discretisation of the fluxes

The main idea behind the FVM is the division of a given computational domain into a finite number of control volumes where the discretised integral conservation law is going to be solved.

Given a domain \( \Omega \), this can be divided into smaller non overlapping control volumes \( V_a \) with boundary \( \partial V_a \), where a conservation law can be applied. Specifically, using a Lagrangian conservation law of the form (2.9) and omitting source terms for simplicity, the integral conservation law at the control volume \( V_a \) reads

\[
\frac{d}{dt} \int_{V_a} \mathbf{u} \, dV = - \int_{\partial V_a} \mathbf{F}_N \, dA, \tag{5.1}
\]

and it can be noted that if all the contributions of the control volumes are added up, the conservation law for the whole domain \( \Omega \) is recovered (see Figure 5.1), this is

\[
\sum_a \frac{d}{dt} \int_{V_a} \mathbf{u} \, dV = - \sum_a \int_{\partial V_a} \mathbf{F}_N \, dA, \tag{5.2}
\]

which leads to

\[
\frac{d}{dt} \int_{\Omega} \mathbf{u} \, dV = - \int_{\partial \Omega} \mathbf{F}_N \, dA, \tag{5.3}
\]

where it has been taken into account that the normal flux contribution of two adjacent cells cancel each other (\( \mathbf{F}_N = - \mathbf{F}_{-N} \)), which is the necessary local conservative property of the FVM. The spatial discretisation chosen will have to satisfy such conservative property. A general spatial discretisation of equation (5.1) is given by (see Figure 5.2)

\[
V_a \frac{dU_a}{dt} = - \sum_k (\mathbf{F}_N^C)_k A_k, \tag{5.4}
\]

where the summation is done over all the facets \( k \) that conform the boundary of the discrete control volume, \( (\mathbf{F}_N^C)_k \) is the contact flux at the midpoint of facet \( k \), \( A_k \) is the area (or length in the 2D case) of the facet \( k \) and \( U_a \) is the cell averaged value of the variable \( \mathbf{u} \) at node \( a \) defined as

\[
U_a = \frac{1}{V_a} \int_{V_a} \mathbf{u} \, dV. \tag{5.5}
\]

Since a unique contact flux \( (\mathbf{F}_N^C)_k \) is used per facet and \( (\mathbf{F}_N^C)_k = - (\mathbf{F}_{-N}^C)_k \) (see Figure 5.3), the spatial discretisation will be conservative. The definition of this

\footnote{A unique Gauss point at the midpoint of the facet is enough for integrating the contact fluxes since, at the most, a linear reconstruction of the fluxes is used in the context of FVM.}
Figure 5.1: Subdivision of a domain $\Omega$ in several control volumes in the continuum.
contact flux will be given by the type of FVM used. For this purpose, two main approaches are usually chosen: central fluxes with added artificial dissipation or upwinding techniques.

The added artificial dissipation schemes use a centred stencil in order to discretise the numerical fluxes. As it is known [5, 51, 52, 56], the use of central differences in hyperbolic equations leads to solution instability. This is circumvented by adding an artificial dissipation term which prevents the appearance of numerical modes. The method is second order in space which is provided by the central differences.
stencil, while the artificial dissipation is designed in order to provide enough diffusion while keeping the accuracy of the method. These schemes are relatively inexpensive though sometimes too dissipative, since the information related to the eigenstructure of the problem is not used in order to propagate the information in time [50].

On the other hand, upwind schemes use the eigenstructure information through approximate Riemann solvers in order to better capture the wave propagation phenomenon. As a result, these methods provide less diffusive solutions. Popular approximated Riemann solvers are those of Roe [88] and Osher [89]. Since the solution is approximated as piecewise constant, a linear reconstruction of the fluxes is required in order to increase the spatial accuracy to second order. Furthermore, when shocks are present, the use of limiters is required in order to reduce the numerical oscillations.

The upwinding schemes are known to be less diffusive than the artificial dissipation schemes [52,56,87]. On the other hand, the use of linear reconstruction and limiters makes the upwinding schemes computationally more expensive. Since the scope of this thesis is the implementation of a fast Finite Volume solver for solid dynamics, the central differences schemes with added dissipation are preferred. A very popular and successful approach in the CFD industry is the Jameson-Schmidt-Turkel scheme (JST), which will be explained in detail in sections 5.4 and 5.5.

5.2.2 Control volume definition

Regarding the type of control volume used, two different approaches can be followed: cell centred discretisations and vertex centred discretisations [50,52,56,90]. In the first approach, each element of the initial mesh corresponds to the control volume of the Finite Volume discretisation (see Figure 5.4a). The variable is then stored at the barycentre of this cell and the edges of the mesh correspond to the edges of the control volumes. In the vertex-centred discretisations (see Figure 5.4b), the mesh vertices are used for storing the numerical values. To do so, a dual mesh is built, such that a control volume is associated with each of the nodes.

Comparing between the two, the cell-centred scheme does not require the construction of a dual mesh and therefore no pre-processing is required. Furthermore, for CFD applications, the dual mesh can become quite distorted in boundary layers, making the cell-centred approximation more suitable. On the other hand, the vertex centred scheme allows for a better treatment of the boundary conditions, since the stored variables are placed directly at the boundary and these can be corrected strongly. Furthermore, and perhaps more importantly, the ratio of elements to nodes is between 5 and 7 in a tetrahedral mesh. Therefore, the use of a vertex-centred approach can become significantly cheaper [50,56] specially in the context of solid mechanics (where there is a significant cost in the evaluation of the stresses via an often complex constitutive model). A cell-centred Finite Volume discretisation of the current formulation was presented in [1]. In contrast, and for the reasons stated above, a vertex-centred approach will be used in the current thesis.
Figure 5.4: Cell centred (a) and vertex centred (b) control volumes for the same triangular mesh. The red lines are the control volumes of the mesh, while the blue dots represent the point where the problem variables are stored.

5.3 Dual mesh construction

As explained in section 5.2.2, a vertex centred scheme requires the use of a dual mesh. In this thesis, the dual mesh is built using the median dual approach for triangular and tetrahedral meshes, as presented in [55] or [56]. This approach constructs the dual mesh by connecting edge midpoints with element centroids in two dimensions (see Figure 5.5) and edge midpoints with face centroids and element centroids in three dimensions (see Figure 5.6). Such a configuration ensures no overlapping of the control volumes.

For clarity purposes, a notation as the one followed by [55] will be used throughout the thesis. For a given node $a$, the set of nodes connected to it through an edge is denoted by $\Lambda_a$ and the subset of nodes connected to $a$ through a boundary edge is written as $\Lambda^B_a$ (see Figure 5.5). For a given edge connecting nodes $a$ and $b$, an area vector is defined as

$$C^{ab} = \sum_{k \in \Gamma_{ab}} A_k N_k,$$

(5.6)

where $\Gamma_{ab}$ is the set of facets belonging to edge $ab$, $A_k$ is the area of a given facet $k$ and $N_k$ its normal. Due to the definition of the dual mesh, the area vectors satisfy $C^{ab} = -C^{ba}$. These area vectors enable a substantial reduction in the computational cost when computing the boundary integral used in the Green-Gauss divergence theorem, since they save an additional loop over facets. In the case of a boundary edge, the contribution of the boundary faces to which it belongs, has to be taken
into account as well. This set of faces will be defined as $\Gamma_a^B$ (see Figures 5.5b and 5.6b).

\[ \sum_{b \in \Lambda_a} \mathcal{F}_a + \mathcal{F}_b C_{ab} + \sum_{\gamma \in \Gamma_a^B} \mathcal{F}_a^\gamma N_\gamma A_\gamma^\gamma \frac{1}{3}, \]  

(5.7)

where it can be seen that the evaluation is composed of a summation over edges (first term in the parenthesis) and a summation over boundary faces (second term in the parenthesis). In this second term, the weighted average stencil proposed by [91] is employed which gives the the flux over a face $\gamma$ in three dimensions as (see details in Appendix D),

\[ \mathcal{F}_a^\gamma = \frac{6\mathcal{F}_a + \mathcal{F}_b + \mathcal{F}_c}{8}, \]  

(5.8)

where $b, c$ are the two nodes that together with node $a$ define face $\gamma$. For the two dimensional case the above expression reads

5.4 Central differences

The central differences term is computed using the area vectors (5.6) as presented in the previous section. Taking this into consideration, equation (5.4) can be written using central differences as

Figure 5.5: Control volume for an interior node (a) and boundary node (b) using the median dual approach in a triangular mesh. The red shaded area is the control volume associated to node $a$. The blue lines are the edges connecting node $a$ to its neighbouring nodes $b_i$, that is, the set $\Lambda_a$. The magenta lines in (b) are the boundary edges connecting node $a$ to its neighbouring nodes $b_i$, that is, the set $\Lambda_a^B$. 
Figure 5.6: Set of facets related to an interior edge (a) and boundary edge (b) in three dimensions. The green surfaces correspond to the interior faces to which the edge belongs, whereas the dark yellow surfaces correspond to the boundary faces $\gamma_1 = abc_1$ and $\gamma_2 = abc_2$. The red surfaces are the set of interior facets $\Gamma_{ab}$ corresponding to edge $ab$. The bright yellow zone is the tributary area of faces $\gamma_1$ and $\gamma_2$ to node $a$.

\[ F_a = \frac{5F_a + F_b}{6}. \] (5.9)

As explained in [45, 49–52], the expression (5.7) is equivalent to a Finite Element Galerkin approximation using linear interpolation of fluxes and lumped mass matrix (see prove in Appendix D). Therefore, the central differences term is second order in space but inherently unstable, as explained in the next section.

### 5.5 Artificial dissipation

The central differences scheme requires of an artificial dissipation term in order to stabilise the solution. Here, the JST artificial dissipation term is chosen, which is a combination of dissipation terms that allow both stabilising the solution and, at the same time, shock capturing in the presence of discontinuities. In order to clarify how this artificial dissipation term is built, firstly, the addition of dissipation into a central differences scheme will be introduced for one dimensional regular meshes (section 5.5.1). Next, the JST scheme will be explained for these same one dimensional regular meshes (section 5.5.2). Finally, the JST artificial dissipation will be extended to triangular (two dimensions) and tetrahedral (three dimensions) unstructured meshes (section 5.5.3).
5.5.1 Explicit addition of diffusion

Consider a one-dimensional conservation law of the form

$$\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} = 0, \quad (5.10)$$

which, for an interior node, can be discretised using equation (5.7) in a regular mesh of nodes $i \in \{1, 2, \ldots, N\}$ spaced at an equal distance $h$ as

$$h \frac{dU_i}{dt} = -(F_{i+1/2} - F_{i-1/2}), \quad (5.11)$$

where $i+1/2$ stands for the midpoint of the edge connecting node $i$ and $i+1$. Using $F_{i+1/2} = \frac{1}{2}(F(U_i) + F(U_{i+1}))$ the scheme can be written as

$$h \frac{dU_i}{dt} = -\frac{1}{2} (F(U_{i+1}) - F(U_{i-1})). \quad (5.12)$$

To start with, the particular case of the linear advection equation will be considered, which is given by a linear form of the fluxes as,

$$\mathcal{F} = aU, \quad (5.13)$$

where $a$ is the wave speed. Discretising as in (5.12) gives

$$h \frac{dU_i}{dt} = -\frac{a}{2} (U_{i+1} - U_{i-1}). \quad (5.14)$$

It can be seen that (5.14) admits solutions of alternate value +1 and −1 at successive nodes without altering the left hand side [50,92]. These are numerical modes, which lead to the phenomenon known as odd-even decoupling. The appearance of these modes can be circumvented by the addition of artificial diffusion, which has to be added in a consistent manner, such that it vanishes when $h \to 0$. Furthermore, the order of the original scheme has to be maintained [50–52]. This is accomplished by adding a dissipative contribution to the scheme with a truncation error lower than the truncation error of the discretisation. A straightforward way to achieve that for a second order method (such as the central differences) is using a fourth order differences term of the form

$$h^4 \left( \frac{\partial^4 U}{\partial x^4} \right)_i \approx U_{i+2} - 4U_{i+1} + 6U_i - 4U_{i-1} + U_{i-2}, \quad (5.15)$$

where $\left( \frac{\partial^4 U}{\partial x^4} \right)_i$ stands for $\frac{\partial^4 U}{\partial x^4}$ evaluated at point $x = x_i$. Equation (5.15) can be added to the right hand side of equation (5.14) in the following manner

$$\frac{dU_i}{dt} = -\frac{a}{2h} (U_{i+1} - U_{i-1}) - \frac{1}{h} |a| \kappa^{(4)}(U_{i+2} - 4U_{i+1} + 6U_i - 4U_{i-1} + U_{i-2}), \quad (5.16)$$
where $\kappa^{(4)}$ is a user defined dissipation factor. This form stabilises the solution and maintains the second order of the central differences scheme (5.14). It can be seen that equation (5.16) is the discrete version of

$$\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} = -\kappa^{(4)} h^3 |a| \left( \frac{\partial^4 U}{\partial x^4} \right),$$

(5.17)

which is the vanishing viscosity equivalent of the homogeneous equation (5.10) and therefore stable by construction [52]. This artificial diffusion scheme can be extended to a general conservation law adding third order differences to the average numerical flux as,

$$S_{i/2} = k r m + r(u_i + 1) + k \Delta x^3 |d_{i/2}| U_{i + 1/2} + 3 U_i - U_{i - 1},$$

(5.18)

where $A = \frac{\partial F}{\partial U}$. Finally, the contact flux (5.18) replaces the average flux $F_{i+1/2}$ in (5.11) to give a stable scheme. Due to the differences between the fluxes at $i + 1/2$ and $i - 1/2$, a fourth order differences approximation is again achieved, and therefore the scheme discretises a vanishing viscosity equation similar to (5.17).

### 5.5.2 JST artificial dissipation for structured grids

The JST scheme was first introduced in reference [5] for the solution of the Euler equations for rectangular structured meshes. The idea of the JST dissipation term is to provide background dissipation in the smooth regions (in order to stabilise the central differences equation) and, at the same time, act as a shock capturing operator close to discontinuities. To do so, a blend of fourth order differences, as in equation (5.18), and second order differences is used in combination with a discontinuity switch. As explained before, the fourth order differences avoid the appearance of the odd-even decoupling resulting from the central scheme, while keeping the scheme second order. The second order differences are activated in the vicinity of a sharp gradient in order to smear out the solution while reducing the accuracy to first order locally. For a one dimensional conservation law as (5.10) the JST dissipative flux reads

$$J_{i+1/2} = \frac{1}{2} (F(U_i) + F(U_{i+1})) + \kappa^{(4)} |A_{i+1/2}| \left( \frac{\partial^3 U}{\partial x^3} \right)_{i+1/2}$$

$$= \frac{1}{2} (F(U_i) + F(U_{i+1})) + \kappa^{(4)} |A_{i+1/2}| (U_{i+2} - 3U_{i+1} + 3U_i - U_{i-1}),$$

(5.19)

where $A = \frac{\partial F}{\partial U}$. Finally, the contact flux (5.18) replaces the average flux $F_{i+1/2}$ in (5.11) to give a stable scheme. Due to the differences between the fluxes at $i + 1/2$ and $i - 1/2$, a fourth order differences approximation is again achieved, and therefore the scheme discretises a vanishing viscosity equation similar to (5.17).

### 5.5.2 JST artificial dissipation for structured grids

The JST scheme was first introduced in reference [5] for the solution of the Euler equations for rectangular structured meshes. The idea of the JST dissipation term is to provide background dissipation in the smooth regions (in order to stabilise the central differences equation) and, at the same time, act as a shock capturing operator close to discontinuities. To do so, a blend of fourth order differences, as in equation (5.18), and second order differences is used in combination with a discontinuity switch. As explained before, the fourth order differences avoid the appearance of the odd-even decoupling resulting from the central scheme, while keeping the scheme second order. The second order differences are activated in the vicinity of a sharp gradient in order to smear out the solution while reducing the accuracy to first order locally. For a one dimensional conservation law as (5.10) the JST dissipative flux reads

$$J_{i+1/2} = \frac{1}{2} (F(U_i) + F(U_{i+1})) - \varepsilon^{(2)}_{i+1/2} |A_{i+1/2}| (U_{i+1} - U_i)$$

$$+ \varepsilon^{(4)}_{i+1/2} |A_{i+1/2}| (U_{i+2} - 3U_{i+1} + 3U_i - U_{i-1}),$$

(5.19)

where the second term corresponds to the second order differences and $\varepsilon^{(2)}_{i+1/2}$ and $\varepsilon^{(4)}_{i+1/2}$ are the discontinuity switches. These are defined as
\[ \varepsilon_{i+1/2}^{(2)} = \kappa^{(2)} \max(\Upsilon_i, \Upsilon_{i+1}), \quad (5.20) \]
\[ \varepsilon_{i+1/2}^{(4)} = \max \left[ 0, (\kappa^{(4)} - \varepsilon_{i+1/2}^{(2)}) \right], \quad (5.21) \]

where \( \kappa^{(2)} \) and \( \kappa^{(4)} \) are user defined coefficients. The coefficients \( \Upsilon_i \) are normalised second order differences of the variable written as

\[ \Upsilon_i = \frac{|U_{i+1} - 2U_i + U_{i-1}|}{|U_{i+1}| + 2|U_i| + |U_{i-1}|}, \quad (5.22) \]

which is a normalised second order difference and, therefore, an approximation to a normalised second order derivative. Therefore, in smooth regions, the coefficients \( \Upsilon_i \) and \( \Upsilon_{i+1} \) are kept small, which in turn makes the coefficient \( \varepsilon_{i+1/2}^{(2)} \) small, and therefore keeps the second order differences deactivated (second term in equation (5.19)). This ensures that the second order accuracy of the method is preserved in smooth regions. Conversely, in the vicinity of sharp gradients the second order derivative of a function grows (curvature), which will activate the second order differences and therefore smear the solution. It can also be seen from the definition of the \( \varepsilon_{i+1/2}^{(4)} \) discontinuity switch (equation (5.21)), that the fourth order differences are deactivated near sharp gradients. This is due to the fact that the fourth order differences may produce oscillations in the solution when activated close to discontinuities [45].

The extension of this scheme to two dimensional structured grids is straightforward and will not be described. Instead, the JST for unstructured triangular and tetrahedral unstructured grids will be introduced in the next section.

### 5.5.3 JST for triangular and tetrahedral unstructured grids

The extension of the JST artificial dissipation term to unstructured grids was firstly presented in [45] for the simulation of inviscid flow over a complete aircraft, where the Euler equations were implemented using a tetrahedral mesh. Later on, it has been implemented by many authors as for example [46–48, 93].

The complex stencils resulting from the use of an unstructured grid make impossible the use of a contact JST flux as in equation (5.19). Instead, the dissipation is added at the node in the following manner

\[ V_a \frac{dU_a}{dt} = - \sum_{b \in \Lambda_a} \frac{\mathcal{F}_a + \mathcal{F}_b}{2} C^{ab} - \sum_{\gamma \in \Gamma^{\gamma}_a} \mathcal{F}_a N^{\gamma} A^{\gamma}_a \frac{1}{3} + \mathcal{D}(U_a), \quad (5.23) \]

where the first term are the central differences defined in equation (5.7) and \( \mathcal{D}(U_a) \) is the dissipation added at node \( a \). This dissipation term is defined as

\[ \mathcal{D}(U_a) = \sum_{b \in \Lambda_a} \varepsilon_{ab}^{(2)} \Psi_{ab} \theta_{ab}(U_b - U_a) - \sum_{b \in \Lambda_a} \varepsilon_{ab}^{(4)} \Psi_{ab} \theta_{ab}(L(U_b) - L(U_a)), \quad (5.24) \]
where the second order differences are written as a difference between the value at a given node and its nearest neighbours [45]. The term $\Psi_{ab}$ is the spectral radius which gives the adequate dimension to the dissipation (and replaces $|A_{t+1/2}|$ in one dimensional problems) and $\theta_{ab}$ are geometrical weights that allow maintaining the second order in distorted grids. The fourth order differences are written using a non divided Laplacian, $L$, as

$$L(U_a) = \sum_{b \in \Lambda_a} \theta_{ab}(U_b - U_a). \quad (5.25)$$

The geometrical weights $\theta_{ab}$ were proposed by [48] and are constructed in such a way that the non divided Laplacian, $L$, cancels for a linear field (see Appendix E). These are given by

$$\theta_{ab} = 1 - \lambda_a \cdot (X_b - X_a), \quad (5.26)$$

where $\lambda_a$ is the solution to the following system of equations

$$K_a \lambda_a = b_a, \quad (5.27)$$

and

$$K_a = \sum_{b \in \Lambda_a} (X_b - X_a) \otimes (X_b - X_a), \quad (5.28)$$

$$b_a = \sum_{b \in \Lambda_a} (X_b - X_a). \quad (5.29)$$

It is clear from (5.26) that $\theta_{ab} \neq \theta_{ba}$ and, therefore, this will affect the conservation of the variables when adding the artificial dissipation. This issue will be addressed later in the thesis, by using a modified dissipation term such that the satisfaction of the conservation of the primary variables is ensured (see section 6.3). Similar to the one dimensional case, the pressure switches evaluate the jump difference between the two nodes $a$ and $b$ connected by an edge as

$$\gamma_{ab}^{(2)} = \kappa^{(2)} \max(\gamma_a, \gamma_b),$$

$$\gamma_{ab}^{(4)} = \max[0, (\kappa^{(4)} - \varepsilon_{ab}^{(2)})]. \quad (5.30)$$

In this case, $\gamma$ is the second order difference of some conserved variable. For the discretisation of the Euler equations as in [5, 45], these differences are computed using the fluid pressure, $p$, as

$$\gamma_a = \frac{|\sum_{b \in \Lambda_a} \theta_{ab}(p_b - p_a)|}{\sum_{b \in \Lambda_a}(p_b + p_a)}. \quad (5.32)$$

Finally, the artificial dissipation requires a scaling, which is obtained by using the spectral radius. The spectral radius is defined as
\[ \Psi_{ab} = \frac{1}{2} [\Psi_a + \Psi_b], \quad \Psi_a = \sum_{k \in \partial \Omega_a} |\lambda| A_k, \]  

(5.33)

where \( |\lambda| \) is the maximum eigenvalue of the flux Jacobian matrix of the system of conservation equations to be solved. In the particular case of this thesis, this is simply \( c_p \), the speed of the pressure wave.

### 5.6 Discretisation of the governing equations

The central differences scheme (5.23) and JST artificial dissipation term (5.24) will now be used for the discretisation of the governing equations (4.1a, 4.1b, 4.1c). It transpires that dissipation only needs to be added to the first equation in order to stabilise the system. The discretised equations read

\[
V_a \frac{dp_a}{dt} = \sum_{\alpha \in \Lambda_a} \frac{1}{2} (P_a + P_b) C^{ab} + \sum_{\gamma \in \Gamma^\alpha} \hat{t}_a^\gamma A^\gamma + \frac{1}{V_a} D(p_a) \tag{5.34}
\]

\[
V_a \frac{dF_a}{dt} = \sum_{\alpha \in \Lambda_a} \frac{v_a + v_b}{2} \otimes C^{ab} + \sum_{\gamma \in \Gamma^\alpha} (\hat{\psi}_a^\gamma \otimes N^\gamma) \frac{A^\gamma}{3} \tag{5.35}
\]

\[
V_a \frac{dE_{Ta}}{dt} = \sum_{\alpha \in \Lambda_a} \frac{1}{2} (P_a^T v_a + P_b^T v_b) \cdot C^{ab} + \sum_{\gamma \in \Gamma^\alpha} (\hat{\psi}_a^\gamma \cdot \hat{t}_a^\gamma) \frac{A^\gamma}{3} \tag{5.36}
\]

where \( \hat{t}_a^\gamma \) and \( \hat{\psi}_a^\gamma \) are the corrected face tractions and velocities that will lead to the imposition of the weak boundary conditions.

The time evolution of the deformation gradient \( F \) in equation (5.35) is carried out without the introduction of numerical dissipation. This discrete space-time evolution equation yields a discrete update of \( F \) which is curl-free at a discrete level, as the right hand side of equation (5.35) represents a central difference stencil (see equation (2.60)). With this update and provided that the initial conditions are curl free, it is then possible to guarantee the existence of a discrete deformation gradient tensor which satisfies the necessary involutions [1, 65, 94].

As mentioned above, artificial dissipation is only added in the first equation. Therefore, the artificial dissipation term reads (see equation (5.24))

\[
D(p_a) = \sum_{b \in \Lambda_a} \varepsilon^{(2)}_{ab} \theta_{ab} (p_b - p_a) - \sum_{b \in \Lambda_a} \varepsilon^{(4)}_{ab} \theta_{ab} (L(p_b) - L(p_a)). \tag{5.37}
\]

Since, in most of the numerical tests, there will be an absence of physical shocks, this dissipation operator will be reduced to the fourth order dissipation term, that is

\[
D(p_a) = - \sum_{b \in \Lambda_a} \kappa^{(4)}_{ab} \theta_{ab} (L(p_b) - L(p_a)). \tag{5.38}
\]
Table 5.1: Discretised weak boundary conditions on traction and velocity for a boundary node $a$.

<table>
<thead>
<tr>
<th>Traction</th>
<th>Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clamped</td>
<td>$\hat{t}_a^\gamma = t_a^\gamma$</td>
</tr>
<tr>
<td>Free</td>
<td>$\hat{t}_a^\gamma = t^B$</td>
</tr>
<tr>
<td>Normally sliding</td>
<td>$\hat{t}_a^\gamma = (I - N \otimes N)t_a^\gamma + (N \otimes N)t^B$</td>
</tr>
<tr>
<td>Tangentially sliding</td>
<td>$\hat{t}_a^\gamma = (N \otimes N)t_a^\gamma + (I - N \otimes N)t^B$</td>
</tr>
</tbody>
</table>

Table 5.2: Discretised strong boundary conditions on traction and velocity for a boundary node $a$.

<table>
<thead>
<tr>
<th>Linear momentum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clamped</td>
</tr>
<tr>
<td>Free</td>
</tr>
<tr>
<td>Normally sliding</td>
</tr>
<tr>
<td>Tangentially sliding</td>
</tr>
</tbody>
</table>

5.7 Boundary conditions

Finally, only the discretisation of the boundary conditions (see section 4.3) remains in order to obtain the spatial semidiscretisation. Given the spatial discretisation used, the boundary conditions can be imposed both weakly, using the fluxes of the discretised equations (5.34), (5.35) and (5.36), and strongly, once the value at a specific boundary node has been obtained.

In order to impose the weak boundary conditions, the traction, $t_a^\gamma$, and velocity, $v_a^\gamma$, corresponding to the contribution of face $\gamma$ to node $a$ and defined as (see equations (5.9) and (5.8))

$$t_a^\gamma = \frac{6P_a + P_b + P_c}{8}N^\gamma,$$

$$v_a^\gamma = \frac{6v_a + v_b + v_c}{8},$$

will be corrected depending on the type of boundary conditions. Table 5.1 summarises these weak boundary conditions, where the symbol "\(^\wedge\)" indicates a corrected flux.\(^2\) On the other hand, the strong boundary conditions will be imposed, when possible on the linear momentum. This is shown in table 5.2.

\(^2\)The fact that $n = N$ for the sliding boundary conditions has been used (see section 4.3)
Chapter 6

Time integration of the semidiscrete system of equations

6.1 Preliminaries

Once the system of equations has been discretised in space, it is necessary to implement a temporal discretisation in order to obtain the complete numerical algorithm. This chapter will present the time integration of both the governing equations and the displacements (section 6.2), a numerical correction in order to satisfy the exact conservation of linear and angular momentum (section 6.3) and the solution procedure that defines the full numerical algorithm (section 6.4).

6.2 Time integration

The spatial semidiscretisation leaves a system of Ordinary Differential Equations (ODE's) in time for each node \( a \) written as,

\[ V_a \frac{dU_a}{dt} = -R_a(U_a, t) \]

where \( R_a(U_a, t) \) stands for the complete spatial discretisation at node \( a \) and time \( t \). This procedure of separating the spatial and time discretisations is known as the method of lines [39,52,87].

In order to integrate (6.1) in time, the time scale is divided in a sequence of time steps \( n \in \{0, 1, 2, \ldots, N_{\text{steps}}\} \) with associated time instants \( t^n \in \{t^0, t^1, t^2, \ldots, t^{\text{end}}\} \). At each time step \( n \), the time step size is defined as \( \Delta t^n = t^{n+1} - t^n \). A general time integrator will give the solution at time step \( n+1 \) as

\[ V_a \frac{U_a^{n+1} - U_a^n}{\Delta t^n} = - \sum_j a_j R(U_a^j) \]

where the number of residuals used on the right hand side will define the type of time integrator used. In general, time integration techniques are classified as explicit or
implicit (see extensive discussion in [50,52,56,77]). In explicit time integrators, only known information, from time steps \( n, n - 1, n - 2, \ldots \), is used on the right hand side of equation (6.2). In implicit methods, information from time step \( n + 1 \) (yet unknown) is also included in the temporal stencil. Therefore, a system of equations needs to be solved when using implicit time integrators and, consequentially, they have a higher computational cost per time step than the explicit ones. In explicit time integrators, the time step size is always limited due to stability reasons which results in a larger number of time steps to be computed for the same final time. Depending on the case, for example very fine meshes, this may counterbalance the added cost of the implicit methods, making explicit methods less competitive.

The decision on choosing either a implicit or a explicit scheme is usually driven by the physics of the problem. In the current thesis, the objective is the simulation of fast dynamics phenomena, which implies that small time steps will be required in order to accurately capture the deformation process. This will be specially critical when time dependent constitutive models are used (e.g. plasticity). Therefore, the small time step size required by an explicit numerical algorithm will be in good agreement with the time scale of the problem. As a consequence, an explicit time integration scheme will be used.

### 6.2.1 Integration of the problem variables, TVD Runge-Kutta scheme

A very popular family of explicit schemes are the multistage Runge-Kutta time-stepping schemes. In these schemes, the residual of the spatial discretisation is evaluated at different intermediate stages before reaching the time increment [95]. These schemes can be optimised in order to improve the stability properties of the scheme or, alternatively, in order to increase the accuracy of the temporal discretisation. Furthermore, multistage schemes have been traditionally used alongside the JST spatial discretisation [5,96,97]. A convenient choice is the two stages Total Variation Diminishing (TVD) Runge-Kutta time integrator as proposed by Shu and Osher [44,71]. This time integrator is second order in time and, at the same time, ensures the satisfaction of the TVD condition which requires that the monotonicity of the scheme is preserved at each time step [39]. Equation (6.1) is discretised using the two stages TVD Runge-Kutta scheme, from time step \( t^n \) to time step \( t^{n+1} \), as

\[
\begin{align*}
U^*_a &= U^n_a - \Delta t R_a(U^n_a, t^n), \\
U^{**}_a &= U^*_a - \Delta t R_a(U^*_a, t^{n+1}), \\
U^{a+1}_a &= \frac{1}{2}(U^n_a + U^{**}_a),
\end{align*}
\]

(6.3)

where the time step is governed by a standard Courant–Friedrichs–Lewy (CFL) condition [98] given as
\[ \Delta t \leq \alpha_{CFL} \min_a \left( \frac{h_a}{(c_p)_a^n} \right), \quad (6.4) \]

where \( h_a \) is the minimum length across the control volume of node \( a \) at the reference domain, \((c_p)_a^n\) is the volumetric wave speed as presented in equations (4.21, 4.39, 4.69) and \( \alpha_{CFL} \) is the CFL stability number, which depends on the specific time and spatial discretisation used (as it will be explained later in the thesis).

### 6.2.2 Integration of the displacements, trapezoidal rule

The displacements \( \mathbf{x} \) are not in the set of equations (4.1a, 4.1b, 4.1c) of the problem formulation, but still, they are needed for post-processing purposes and in order to compute external magnitudes as the angular momentum (see next section). In principle, any type of temporal integration could be used, such that it has second order accuracy. Here, the trapezoidal rule is chosen, which is written as

\[ x_a^{n+1} = x_a^n + \frac{\Delta t}{2} (v_a^n + v_a^{n+1}). \quad (6.5) \]

This particular choice will ease certain algebraic manipulations in the next section.

### 6.3 Discrete angular and linear momentum conserving algorithm

Since the conservation variables are linear momentum, deformation gradient and total energy, the proposed scheme does not necessarily preserve the angular momentum of the system. Furthermore, as stated in section 5.5, the artificial dissipation term prevents the exact conservation of linear momentum due to the lack of symmetry of the geometrical weights. The current section presents an adaptation of the angular momentum conservation algorithm presented in [1] that will modify the internal tractions and dissipation in order to preserve both linear and angular momentum.

In the absence of external tractions, the conservation of the discrete angular momentum after a time step can be written as

\[ \sum_{a=1}^{N_{nodes}} x_a^{n+1} \times m_a v_a^{n+1} - \sum_{a=1}^{N_{nodes}} x_a^n \times m_a v_a^n = 0. \quad (6.6) \]

By taking into account the trapezoidal rule for the time integration of the positions (see equation (6.5)), the above equation can be rewritten as

\[ \sum_{a=1}^{N_{nodes}} a_a^{n+1/2} \times m_a \Delta a = 0; \quad \Delta a = v_a^{n+1} - v_a^n; \quad x_a^{n+1/2} = x_a^n + \frac{\Delta t}{2} v_a^n \quad (6.7) \]
Considering the TVD Runge-Kutta time integration as presented in the previous section, the velocity reads

$$
\Delta v_a = -\frac{\Delta t}{2\rho_0} (\mathcal{R}_a^n(p_a^n, t^n) + \mathcal{R}_a^*(p_a^*, t^*))
$$

(6.8)

where $\mathcal{R}_a(p_a, t)$ corresponds to the right hand side of equation (5.34). Substituting equation (6.8) into (6.7), the following equation is obtained

$$
\sum_{e=1}^{N_{\text{nodes}}} x_{a,e}^{n+1/2} \times m_a \left(-\frac{\Delta t}{2\rho_0} (\mathcal{R}_a^n(p_a^n, t^n) + \mathcal{R}_a^*(p_a^*, t^*))\right) = 0.
$$

(6.9)

A sufficient condition to satisfy the above equation is given when the following equation

$$
\sum_{a=1}^{N_{\text{nodes}}} x_{a}^{n+1/2} \times m_a \mathcal{R}_a^\alpha(p_a^\alpha, t^\alpha) = 0
$$

(6.10)

is satisfied at the two time stages of the Runge-Kutta time integrator (i.e., $\forall \alpha \in \{n, *\}$). Substituting the right hand side of equation (5.34) into (6.10) and omitting the time superindex for simplicity, the following equation is obtained

$$
\sum_{a=1}^{N_{\text{nodes}}} x_a \times \frac{m_a}{\rho_0 V_a} \left( \sum_{\alpha \in \Lambda_a} \frac{1}{2} (P_a + P_b) C_{ab} + \sum_{\gamma \in \Gamma_a^b} \frac{\hat{\gamma}_a A^\gamma}{3} + \mathcal{D}(p_a) \right) = 0.
$$

(6.11)

Assuming a free boundary traction (that could otherwise contribute to an external torque) and rearranging the first term into a summation over edges, the equation above is simplified to

$$
\sum_{k=1}^{N_{\text{edint}}} f_k \times (x_b - x_a) + \sum_{a=1}^{N_{\text{nodes}}} \mathcal{D}(p_a) \times x_a = 0,
$$

(6.12)

where the fact that $C_{ab} = -C_{ba}$ has been considered and where $f_k = \frac{1}{2} (P_a + P_b) C_{ab}$ is the force related to edge $k$. A sufficient condition for fulfilling the above equation is satisfied when both terms separately vanish. For the internal forces, this reads

$$
\sum_{k=1}^{N_{\text{edint}}} f_k \times \Delta x = 0,
$$

(6.13)

where $\Delta x = x_{b}^{n+1/2} - x_{a}^{n+1/2}$. As explained in section 5.5 the geometrical weights are not symmetric and, therefore, the conservation of linear momentum would not be
satisfied. An extra condition has to be added for the satisfaction of such condition which, together with the angular momentum preservation condition, reads

\[
\sum_{a=1}^{N_{\text{nodes}}} \mathcal{D}(p_a) \times x_a = 0, \\
\sum_{e=1}^{N_{\text{nodes}}} \mathcal{D}(p_a) = 0.
\] (6.14a, 6.14b)

A Lagrangian minimisation procedure has to be used to obtain a minimally modified set of internal forces, \( \hat{f}_k \), that satisfy equation (6.13) and a set of minimally modified dissipation \( \hat{\mathcal{D}}(p_e) \) that satisfy both equations (6.14a) and (6.14b). This is achieved by minimising the following two functionals

\[
\Pi_f(\hat{f}_k, \lambda_f) = \left( \frac{1}{2} \sum_{k=1}^{N_{\text{ed int}}} (\hat{f}_k - f_k) \cdot (\hat{f}_k - f_k) \right) + \lambda_f \cdot \sum_{k=1}^{N_{\text{ed int}}} \hat{f}_k \times \Delta x_k,
\] (6.15)

\[
\Pi_D(\hat{\mathcal{D}}(p_e), \lambda_D, \mu_D) = \left( \frac{1}{2} \sum_{a=1}^{N_{\text{nodes}}} (\hat{\mathcal{D}}(p_a) - \mathcal{D}(p_a)) \cdot (\hat{\mathcal{D}}(p_a) - \mathcal{D}(p_a)) \right) \\
+ \lambda_D \cdot \sum_{a=1}^{N_{\text{nodes}}} \hat{\mathcal{D}}(p_a) \times x_a + \mu_D \cdot \sum_{a=1}^{N_{\text{nodes}}} \hat{\mathcal{D}}(p_a).
\] (6.16)

After some algebra a modified set of internal forces \( \hat{f}_k \) is obtained as

\[
\hat{f}_k = f_k + \lambda_f \times \Delta x_k,
\] (6.17)

where \( \lambda_f \) is the solution to the following system of 3 x 3 equations

\[
K_f \lambda_f = b_f
\] (6.18)

and where

\[
K_f = \sum_{k=1}^{N_{\text{ed int}}} (\Delta x_k \cdot \Delta x_k) I - \Delta x_k \otimes \Delta x_k,
\] (6.19a)

\[
b_f = \sum_{k=1}^{N_{\text{ed int}}} f_k \times \Delta x_k.
\] (6.19b)

In a similar fashion, the minimisation of the functional described on equation (6.16) gives a modified set of dissipation at nodes

\[
\hat{\mathcal{D}}(p_a) = \mathcal{D}(p_a) + \lambda_D \times x_a - \mu_D.
\] (6.20)
where \( \lambda_D \) is the solution to

\[
K_D \lambda_D = b_D
\]  

(6.21)

and

\[
K_D = \sum_{a=1}^{N_{\text{nodes}}} \left( (x_a \cdot x_a) I - x_a \otimes x_a \right) - \frac{1}{N_{\text{nodes}}} ((\mathbf{a} \cdot \mathbf{a}) I - \mathbf{a} \otimes \mathbf{a}),
\]

(6.22a)

\[
b_D = \sum_{a=1}^{N_{\text{nodes}}} D(p_a) \times x_a - \frac{1}{N_{\text{nodes}}} c \times \mathbf{a},
\]

(6.22b)

where the notation \( \mathbf{a} = \sum_{a=1}^{N_{\text{nodes}}} x_a \) and \( c = \sum_{a=1}^{N_{\text{nodes}}} D(p_a) \) has been used. Finally \( \mu_D \) is obtained as

\[
\mu_D = \frac{1}{N_{\text{nodes}}} \left( \sum_{a=1}^{N_{\text{nodes}}} D(p_a) + \lambda_D \times \mathbf{a} \right).
\]

(6.23)

This correction requires the computation of three global parameters \( \lambda_f, \lambda_D \) and \( \mu_D \), during the spatial discretisation routines.
6.4 Solution procedure

The algorithm 6.4.1 presents the solution procedure used for the update of the primary variables after a time step. The algorithm requires a preprocessing step for the computation of the geometrical variables \((\theta_{ab}, C_{ab})\) related to the dual mesh. Once this is obtained, the algorithm only requires two loops over edges and one loop over boundary faces per time stage.
Algorithm 6.4.1: Evaluation of $\mathbf{U}_{n+1}(\mathbf{U}_n)$

(1) GIVEN $\mathbf{U}_a = (p_a^n, F_a^n)^T$, $x_a^n$

(2) LOOP over Runge-Kutta stages (to compute $\mathbf{U}_a^*$, $\mathbf{U}_a^{**}$)

(2.1) LOOP over edges $k(ab)$

$L(p_a^n) := L(p_a^n) + \theta_{ab} (p_b^n - p_a^n)$
$L(p_b^n) := L(p_b^n) + \theta_{ba} (p_a^n - p_b^n)$
$b_f := b_f + f_k^n \times \Delta x_k^{n+1/2}$
$K_f := K_f + (\Delta x_k^{n+1/2} \cdot \Delta x_k^{n+1/2}) I - \Delta x_k^{n+1/2} \otimes \Delta x_k^{n+1/2}$

(2.2) COMPUTE $\lambda_f = K_f^{-1} b_f$

(2.3) LOOP over edges $k(ab)$

$\hat{f}_k^n = f_k^n + \lambda_f \times \Delta x_k^{n+1/2}$
$\hat{R}_{p,a}^n := \hat{R}_{p,a}^n + \hat{f}_k^n$
$\hat{R}_{F,a}^n := \hat{R}_{F,a}^n + \frac{1}{2}(v_a + v_b) \otimes C^{ab}$
$\hat{D}(p_a) := D(p_a) - \kappa^{(4)} \Psi_{ab} \theta_{ab} (L(p_b) - L(p_a))$

(repeat for node $b$)

(2.4) LOOP over boundary faces $\gamma(abc)$

$t_a^n, t_b^n, t_c^n, \hat{v}_a^n, \hat{v}_b^n, \hat{v}_c^n$ according to B.C.

$\hat{R}_{p,a}^n := \hat{R}_{p,a}^n + \hat{v}_a^n A_{3}^\gamma$
$\hat{R}_{F,a}^n := \hat{R}_{F,a}^n + (\hat{v}_a^n \otimes N^\gamma) A_{3}^\gamma$

(repeat for nodes $b, c$)

(2.5) COMPUTE $\lambda_D, \mu_D$ and modified dissipation

$\hat{D}(p_a) = D(p_a) + \lambda_D x_a^{n+1} - \mu_D$

(2.6) UPDATE conservation variables at stage

$p_a^* = p_a^n + \frac{1}{v_a} (\hat{R}_{p,a}^n + \hat{D}(p_a))$
$F_a^* = F_a^n + \frac{1}{v_a} \hat{R}_{F,a}^n$

(2.7) EVALUATE $P_a^* = P(F_a^*)$ (only after stage 1)

(2.8) APPLY strong BC

(repeat for stage **)

(3) UPDATE conservation variables and positions

$\mathbf{U}_a^{n+1} = \frac{1}{2} (\mathbf{U}_a^n + \mathbf{U}_a^{**})$
$x_a^{n+1} = x_a^n + \frac{\Delta t}{2} (v_a^n + v_a^{n+1})$

(4) EVALUATE $P_a^{n+1} = P(F_a^{n+1})$

(5) APPLY strong BC
Chapter 7

Stability and accuracy analysis

7.1 Preliminaries

This section is devoted to an analytical analysis of the convergence of the numerical scheme (spatial discretisation together with the temporal integration). To do so, a very important theorem in numerical analysis will be used. This is the *Lax equivalence theorem* [99], which states that for a well-posed problem, a consistent scheme is convergent if and only if it is stable (see [39,52,87,100,101] for a detailed discussion in the topic).

A drawback of this type of analysis, is that they are limited to simple, linear cases. Still, they are widely used since they can provide a good insight into the behaviour of the numerical algorithm [39]. The one dimension linear advection equation will be used for this purpose. This is written as

\[
\frac{\partial U}{\partial t} + a \frac{\partial U}{\partial x} = 0, \tag{7.1}
\]

where \( U \) is the (scalar) problem variable and \( a \) is the wave speed, which will be assumed to be positive. This equation will be discretised using central differences and JST artificial dissipation in space, as presented in chapter 5, and the two stages TVD Runge-Kutta time integrator in time, as presented in chapter 6.

Nevertheless, this type of convergence study entails the use of smooth linear solutions. Therefore, the second order differences of the JST artificial dissipation (5.24) will not be needed, and equation (7.1) will be discretised using only central differences and fourth order dissipation. Considering only the discretisation in space for a one dimensional regular mesh (and using the same notation as in section 5.5), this reads

\[
\left( \frac{\partial U}{\partial t} \right)_i = -a \frac{U_{i+1} - U_{i-1}}{2h} - \frac{1}{h} a \kappa^{(4)} (U_{i+2} - 4U_{i+1} + 6U_i - 4U_{i-1} + U_{i-2}). \tag{7.2}
\]

The results obtained using the artificial dissipation will be compared to those obtained using only the central differences term, written as
The chapter will be organised as follows. In section 7.2, the consistency of the numerical algorithms will be proved through the truncation error. In section 7.3, the stability will be analysed by means of an eigenvalue analysis and Fourier decomposition of the spatial and temporal discretisations. It will be proved, as required by the Lax equivalence theorem, that the JST algorithm is both consistent (it maintains the second order of the central differences) and stable (the artificial dissipation stabilises the unstable central differences stencil).

### 7.2 Consistency

In order to prove consistency of the numerical method, the truncation error will be used, which is defined as the numerical error introduced by the method to the exact solution after one time step (see [39, 52, 100]). This is normally written as

\[
\tau^n = \frac{1}{\Delta t} (N(\tilde{U}^n) - \tilde{U}^{n+1})
\]

where \(\tilde{U}\) denotes the exact solution of the partial differential equation (7.1) and \(N\) is the numerical operator that advances the solution from time step \(n\) to time step \(n+1\) (gathering spatial and temporal discretisations). A spatial discretisation is said to be consistent with the differential equations and boundary conditions if (see [100])

\[
\tau^n \to 0 \quad \text{as} \quad h \to 0 \quad \text{and} \quad \Delta t \to 0.
\]

Typically, the truncation error can be written as \(\tau^n = O(h^p, \Delta t^q)\), which ensures the consistency of the method. Furthermore, if this is satisfied, the discretisation is said to be of order \(p\) in space and \(q\) in time. In our case, we want to ensure that the method is second order both in space and in time, that is \(p = q = 2\).

#### 7.2.1 Central differences

In order to obtain the truncation error, each term of the stencil of \(N(\tilde{U}^n)\) will be expanded using Taylor series around \(\tilde{U}^n\). Due to the fact that two stages of the Runge-Kutta time integrator are involved, this will be carried out stage by stage. By using the central differences spatial discretisation (7.3), the first stage of the Runge-Kutta time integrator can be written as

\[
\dot{U}_i^n = \dot{U}_i^n - \Delta t a \frac{U_{i+1}^n - U_{i-1}^n}{2h}.
\]

expanding each of the terms around \(\dot{U}_i^n\) and substituting,
\[ \tilde{U}_i^n = \tilde{U}_i^n - \Delta t \left( \frac{\partial \tilde{U}}{\partial x} \right)_i^n - \frac{\Delta h^2}{6} a \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n + O(h^4). \quad (7.7) \]

The second stage has an identical structure to the first stage,

\[ \tilde{U}_i^{n+1} = \tilde{U}_i^n - \Delta t \frac{\tilde{U}_{i+1}^n - \tilde{U}_{i-1}^n}{2h}, \quad (7.8) \]

and, therefore, using equation (7.7) it can be rewritten as

\[ \tilde{U}_i^{n+1} = \tilde{U}_i^n - \Delta t \left( \frac{\partial \tilde{U}}{\partial x} \right)_i^n - \frac{\Delta h^2}{6} a \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n + O(h^4). \quad (7.9) \]

The terms \( \left( \frac{\partial \tilde{U}}{\partial x} \right)_i^n \) and \( \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n \) can be obtained deriving from equation (7.7). Substituting into (7.9) gives

\[
\begin{align*}
\tilde{U}_i^{n+1} & = \tilde{U}_i^n - 2\Delta t \left( \frac{\partial \tilde{U}}{\partial x} \right)_i^n - 2\frac{\Delta h^2}{6} a \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n + (\Delta t)^2 \left( \frac{\partial^2 \tilde{U}}{\partial x^2} \right)_i^n \\
& + 2 \frac{(\Delta t h)^2}{6} \left( \frac{\partial^4 \tilde{U}}{\partial x^4} \right)_i^n + O(h^4),
\end{align*}
\]

which yields

\[
\begin{align*}
\mathcal{N}(\tilde{U}_i^n) & = \tilde{U}_i^n - \Delta t \left( \frac{\partial \tilde{U}}{\partial x} \right)_i^n - \frac{\Delta h^2}{6} a \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n + \frac{(\Delta t)^2}{2} \left( \frac{\partial^2 \tilde{U}}{\partial x^2} \right)_i^n \\
& + \frac{(\Delta t h)^2}{6} \left( \frac{\partial^4 \tilde{U}}{\partial x^4} \right)_i^n + O(h^4).
\end{align*}
\]

Substituting the above result in equation (7.4) and expanding \( \tilde{U}_i^{n+1} \) around \( \tilde{U}_i^n \), the truncation error can be obtained as

\[
\tau^n = -a \left( \frac{\partial \tilde{U}}{\partial x} \right)_i^n - \frac{h^2}{6} a \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n + \frac{(\Delta t)^2}{2} \left( \frac{\partial^2 \tilde{U}}{\partial x^2} \right)_i^n \\
- \left( \frac{\partial \tilde{U}}{\partial t} \right)_i^n - \frac{\Delta t}{2} \left( \frac{\partial^2 \tilde{U}}{\partial t^2} \right)_i^n - \frac{\Delta t^2}{6} \left( \frac{\partial^3 \tilde{U}}{\partial t^3} \right)_i^n + O(h^3, \Delta t^3) \quad (7.12)
\]

and since \( \tilde{U} \) satisfies the exact solution, the following holds
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\[
\left( \frac{\partial^2 \tilde{U}}{\partial t^2} \right)_i^n - a^2 \left( \frac{\partial^2 \tilde{U}}{\partial x^2} \right)_i^n = 0.
\]  
(7.13)

Substituting into (7.12) gives

\[
\tau^n = -\frac{h^2}{6} a \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n - \frac{\Delta t^2}{6} \left( \frac{\partial^3 \tilde{U}}{\partial t^3} \right)_i^n + O(h^3, \Delta t^3)
\]  
(7.14)

and therefore,

\[
\tau^n = O(h^2, \Delta t^2).
\]  
(7.15)

Which proves, as expected, that the method is second order in space and time.

7.2.2 Central differences and fourth order dissipation

Proceeding in an identical fashion as before, the truncation error for the central differences scheme with added fourth order differences will be obtained. Using Taylor series expansion, the first stage of the Runge-Kutta integrator can be written as

\[
\tilde{U}_i^* = \tilde{U}_i^n - \Delta t \frac{\tilde{U}_{i+1}^n - \tilde{U}_{i-1}^n}{2h} - \frac{\Delta t}{h} a \kappa^{(4)}(\tilde{U}_{i+2}^n - 4\tilde{U}_{i+1}^n + 6\tilde{U}_i^n - 4\tilde{U}_{i-1}^n + \tilde{U}_{i-2}^n)
\]  
(7.16)

and using this result for the second stage, the following is obtained

\[
\tilde{U}_i^{**} = \tilde{U}_i^* - \Delta t \left( \frac{\partial \tilde{U}}{\partial x} \right)_i^n - \frac{\Delta t h^2}{6} a \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n - \Delta t h^3 \kappa^{(4)} \left( \frac{\partial^4 \tilde{U}}{\partial x^4} \right)_i^n + O(h^4)
\]  
(7.17)

which renders the numerical operator \( N \) as

\[
N(\tilde{U}_i^n) = \tilde{U}_i^n - \Delta t \left( \frac{\partial \tilde{U}}{\partial x} \right)_i^n + \frac{(\Delta t a)^2}{2} \left( \frac{\partial^2 \tilde{U}}{\partial x^2} \right)_i^n - \frac{\Delta t h^2}{6} a \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n - \Delta t h^3 \kappa^{(4)} \left( \frac{\partial^4 \tilde{U}}{\partial x^4} \right)_i^n + O(\Delta t^2 h^3).
\]  
(7.18)
Finally, using this result together with equation (7.13) and replacing into (7.4) gives the truncation error as

\[
\tau^n = -\frac{h^2}{6} a \left( \frac{\partial^3 \tilde{U}}{\partial x^3} \right)_i^n - \frac{\Delta t^2}{6} \left( \frac{\partial^3 \tilde{U}}{\partial t^3} \right)_i^n + \mathcal{O}(h^3, \Delta t^3)
\]  

(7.19)

and therefore,

\[
\tau^n = \mathcal{O}(h^2, \Delta t^2)
\]  

(7.20)

which concludes that the artificial dissipation preserves the second order of the central differences scheme.

### 7.3 Stability analysis

In order to study the stability of the numerical schemes, an eigenvalue analysis obtained through a Fourier decomposition will be used. This will allow the study in a simple manner, firstly of the stability properties of the spatial discretisation alone and, next, the stability of the spatial and temporal discretisations together. As a result, the stability limits of the numerical scheme will be obtained, which will be used for optimising the time step in the numerical simulations.

#### 7.3.1 Stability of the space semidiscretisation

A spatial discretisation as (7.2) or (7.3) can be rewritten in matrix form as (see [39,52])

\[
\frac{\partial \mathbf{U}}{\partial t} = \mathbf{S} \mathbf{U} + \mathbf{Q},
\]  

(7.21)

where \( \mathbf{U} \) is a vector gathering all the nodal values\(^1\) written as

\[
\mathbf{U} = (U_1, U_2, \ldots, U_N),
\]  

(7.22)

\( \mathbf{S} \) is a \( N \times N \) matrix representing the spatial discretisation and \( \mathbf{Q} \) a vector containing the boundary contributions. In general, \( \mathbf{Q} \) and \( \mathbf{S} \) will depend on the boundary conditions, making the eigenvalue analysis somewhat troublesome. If periodic boundary conditions are used, the term \( \mathbf{Q} \) vanishes and the matrix \( \mathbf{S} \) can be written, for a central differences scheme (7.3) as

\(^1\)It should not be confused with the conserved variable in equation (4.2)
and for the central differences and artificial dissipation (7.2) as

\[
\mathbf{S} = \frac{a}{2h} \begin{pmatrix}
0 & -1 & 1 \\
1 & 0 & -1 \\
\vdots & \vdots & \vdots \\
1 & 0 & -1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{pmatrix}
\]

(7.23)

The matrix \( \mathbf{S} \) can be analysed using its eigenvalues \( \Omega_j \) and associated eigenvectors \( \mathbf{v}^j \) obtained from

\[
\det(\mathbf{S} - \Omega_j \mathbf{I}) = 0, \quad \forall j = 1, \ldots, N
\]

\[
\mathbf{S} \mathbf{v}^j = \Omega_j \mathbf{v}^j, \quad \mathbf{v}^j = (v^j_1, v^j_2, \ldots, v^j_N)^T.
\]

(7.25)

Since the matrix \( \mathbf{S} \) is of rank \( N \), the vectors \( \mathbf{v}^j \) form a complete set of basis vectors in the space of the mesh-point functions. Therefore, the exact solution vector of the space discretisation\(^2\), denoted as \( \mathbf{u} \), can be expressed as a linear combination of them in the following manner

\[
\mathbf{u}(t, x) = \sum_{j=1}^{N} \mathbf{v}^j(t) \mathbf{v}^j(x)
\]

(7.26)

which is a modal decomposition of \( \mathbf{u} \) and where \( \mathbf{v}^j(t) \) are time-dependent components yet to be determined. Substituting equation (7.26) into (7.21) gives

\[
\sum_{j=1}^{N} \frac{d\mathbf{v}^j}{dt}(x) = \sum_{j=1}^{N} \Omega_j \mathbf{v}^j,
\]

(7.27)

which results in what is known as the modal equation

\[
\frac{d\mathbf{v}^j}{dt} = \Omega_j \mathbf{v}^j.
\]

(7.28)

\(^2\)This is the solution satisfying exactly the discrete system of equations which should not be confused with the analytical solution, \( \mathbf{u} \), of the partial differential equation.
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Equation (7.28) has the following exact solution

\[ W_j(t) = W_j^0 e^{\Omega_j t} \]  

(7.29)

where \( W_j^0 \) are the initial conditions, which will not be needed for the stability analysis. In order to ensure that the system (7.21) is stable, its exact solution (7.26) has to remain bounded, which in turn implies that all the components have also to remain bounded. Therefore, the exponential term cannot grow indefinitely. This can only be achieved through the following requirement

\[ \text{Re}(\Omega_j) \leq 0, \quad \forall j = 1, \ldots, n. \]  

(7.30)

Once the temporal components \( \tilde{W}_j(t) \) have been found, the eigenvectors are now needed. Given the fact that periodic boundary conditions are used, the solution at a specific time instant can be decomposed using Fourier series. Consequently, the Fourier modes make up a valid set of eigenvectors of the spatial discretisation, this is

\[ V_j^i = e^{I k_j x_i} = e^{I \phi_j}, \]  

(7.31)

where \( I = \sqrt{-1} \), \( k_j \) is the wave number given by

\[ k_j = \frac{j \pi}{Nh}, \quad j = 0, \ldots, N, \]  

(7.32)

and \( \phi_j \) is the phase angle defined as

\[ \phi_j = k_j h, \quad j = 0, \ldots, N, \]  

(7.33)

which ranges from \(-\pi\) to \(\pi\). It can be seen that there are as many wave numbers as mesh points, since the maximum number of wavelengths representable in a given mesh is limited to the number of nodes. The eigenvalues can be now obtained using the Fourier modes and the characteristic equation (7.25)

\[ S_{ij} e^{I k_j x_i} = \Omega(\phi_j) e^{I k_j x_i}, \]  

(7.34)

where \( \Omega(\phi_j) \) is the eigenvalue, also known as the Fourier symbol, of the space discretisation matrix \( S \). Applying equation (7.34) to the central differences scheme gives

\[ S_{ij} e^{I \phi_j} = -\frac{a}{2h} \left[ e^{I(i+1)\phi_j} - e^{I(i-1)\phi_j} \right] = -\frac{a}{2h} \left[ e^{I\phi_j} - e^{-I\phi_j} \right] e^{I\phi_j} \]  

(7.35)

\(^3\)In order to use the Fourier decomposition, the domain needs to be mirrored from a domain \((0, L)\) to a new domain \((-L, L)\). This allows having a periodic function of length \(2L\), which can now be decomposed by Fourier series (see [52] or standard mathematics textbooks as [102]).
and therefore the Fourier symbol is given by

\[ \Omega(\phi_j) = -\frac{a}{2h} \left[ e^{i\phi_j} - e^{-i\phi_j} \right], \]  

(7.36)

which has the following real and imaginary parts\(^4\)

\[
\begin{align*}
\text{Re}(\Omega(\phi_j)) &= -\frac{a}{2h} \left[ \cos(\phi_j) - \cos(\phi_j) \right] = 0, \quad (7.37) \\
\text{Im}(\Omega(\phi_j)) &= -\frac{a}{h} \sin(\phi_j). \quad (7.38)
\end{align*}
\]

Consequently, the central differences satisfy the stability condition for the space discretisation (7.30) \(^5\). The Fourier symbol for the central differences scheme with artificial dissipation can be found in an identical manner. Table 7.1 summarises the real and imaginary parts of Fourier symbol for both schemes. It can be seen that the central differences scheme with artificial dissipation is stable if \(\kappa^{(4)} \geq 0\).

<table>
<thead>
<tr>
<th>Method</th>
<th>Re(\Omega(\phi_j))</th>
<th>Im(\Omega(\phi_j))</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD</td>
<td>0</td>
<td>(-\frac{a}{h} \sin(\phi_j))</td>
</tr>
<tr>
<td>CD + AD</td>
<td>(-\frac{a}{h} [2\kappa^{(4)} \cos(2\phi_j) - 8\kappa^{(4)} \cos(\phi_j) + 6\kappa^{(4)}] )</td>
<td>(-\frac{a}{h} \sin(\phi_j))</td>
</tr>
</tbody>
</table>

Table 7.1: Fourier Symbols for the central differences (CD) and central differences plus artificial dissipation (CD+AD) spatial discretisations

### 7.3.2 Stability of the combined space and time discretisations

Once the space discretisation has been analysed, the stability of the time discretisation can now be studied. To do so, the time discretisation will be analysed using a general eigenvalue of the space discretisation. Therefore, the modal equation (7.28) can be used which, once dropped the subindexes for the sake of clarity, is rewritten as

\[ \frac{dW}{dt} = \Omega W. \]  

(7.39)

This equation can be discretised in time, from time step \(n\) to time step \(n + 1\), using a general time integrator defined by an operator \(\mathcal{P}\) written as

\[ e^{ \mathcal{P} I} = \cos(k) + i \sin(k), \quad e^{- \mathcal{P} I} = \cos(k) - i \sin(k), \quad k \in \mathbb{N}, \quad k > 0 \]

\(^4\)\(e^{kI} = \cos(k) + i \sin(k), \quad e^{-kI} = \cos(k) - i \sin(k), \quad k \in \mathbb{N}, \quad k > 0\)

\(^5\)The central differences scheme, as such, satisfies the stability requirements of the spatial discretisation. Depending on the temporal discretisation chosen it becomes unstable, as it is the case for the Forward Euler scheme or the Runge-Kutta scheme as it will be shown later in the section. Alternatively, a stable algorithm would be provided combining the central differences with the Leap-frog time integrator [52].
\[ W^{n+1} = P(\Omega \Delta t)W^n, \quad (7.40) \]

which is actually the numerical amplification factor. In order for the numerical solution to remain bounded, the following condition should be fulfilled

\[ |P(\Omega \Delta t)| \leq 1 \quad \forall \Omega. \quad (7.41) \]

Equation (7.39) can be discretised using the Forward Euler scheme as

\[
W^{n+1} = W^n + \Omega \Delta t W^n \\
= (1 + \Omega \Delta t)W^n
\]

and therefore, \( P = (1 + \Omega \Delta t) \). An identical proceeding can be performed for the Runge-Kutta scheme. Table 7.2 summarises the amplification factor for these two schemes.

<table>
<thead>
<tr>
<th>Method</th>
<th>( z_P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward Euler</td>
<td>1 + ( \Omega \Delta t )</td>
</tr>
<tr>
<td>Two stages TVD RK</td>
<td>1 + ( \Omega \Delta t + \frac{1}{2}(\Omega \Delta t)^2 )</td>
</tr>
</tbody>
</table>

Table 7.2: Amplification factor for the Forward Euler and two stages TVD Runge-Kutta time integration methods

Given the eigenvalues of the spatial discretisation, \( \Omega_j \), and the amplification factor of the temporal discretisation \( P \), it is now possible to check the compatibility between the spatial and temporal discretisations. This analysis is more clearly done graphically using a representation in the complex \( \Omega \Delta t \) space (see [52, 103, 104]). This is shown in Figures 7.1, 7.2 and 7.3. The real component of \( \Omega \Delta t \) is represented in the horizontal axis, while the imaginary component in the vertical axis. The thin blue lines correspond to the different eigenvalues of the spatial discretisation (corresponding to all the modes \( \phi_j \in [-\pi, \pi] \)). The thick red lines represent the set of eigenvalues \( \Omega_j \) in the stability limit of the numerical scheme (continuous line correspond to the Forward Euler method and discontinuous line to the two stages TVD Runge-Kutta method). A given space discretisation (for a given \( \alpha_{CFL} \) or numerical diffusion factor) will be stable if, first, all the eigenvalues lie on the left hand side of the vertical axis (\( \text{Re}(\Omega \Delta t) \leq 0 \)) and, second, if these eigenvalues lie inside the stability limit given by the numerical amplification factor (i.e., the thin blue line has to be contained inside the thick red line). Figure 7.1 shows that, as expected, the Central Differences scheme is unstable if combined with any of the presented time integrators. In Figure 7.2, the central differences scheme with added dissipation is studied for increasing values of the \( \alpha_{CFL} \) parameter and for
\(\kappa^{(4)} = 1/16\). Figure 7.3 shows the opposite procedure: given a value for \(\alpha_{CFL}\) (0.5), the eigenvalues are plotted for different \(\kappa^{(4)}\) values. It is shown that all eigenvalues have a negative real component. Furthermore, this spatial discretisation is unstable if combined with the Forward Euler time integration (the lines intersect even for small values of \(\alpha_{CFL}\) or \(\kappa^{(4)}\)). If, instead, the TVD Runge-Kutta scheme is used, the stability will be conditioned by a combination of \(\kappa^{(4)}\) and \(\alpha_{CFL}\). This relation has been computed and plotted in Figure 7.4, which illustrates that, given the \(\alpha_{CFL}\) number, a minimum and maximum amount of dissipation is required in order to ensure the stability. According to these results, the optimum value of \(\kappa^{(4)}\) is \(\kappa^{(4)} = 1/16\), which allows the largest \(\alpha_{CFL}\) and, therefore, the largest time step.

In order to verify the results above, a numerical test has been carried out. Results are shown in Figure 7.5. The linear advection equation (7.1) with \(a = 1\) is discretised using central differences and the artificial dissipation term (fourth order differences) and the TVD Runge-Kutta time integrator in time. An initial profile formed by a smooth pulse and a rectangular pulse (see discontinuous red line behind any of the plots) is advected one cycle using 6 different dissipation factors, \(\kappa^{(4)}\), for \(\alpha_{CFL} = 0.5\). It can be seen that, in accordance to the results in Figure 7.5, the solution is unstable for dissipation factors larger than \(\kappa^{(4)} = 1/8\). For \(\kappa^{(4)} = 1/64\), large wiggles appear near the discontinuity and it can be expected that they would grow and, eventually, provoke instabilities, if the dissipation factor were further reduced.

![Stability limits on the \(\Omega\Delta t\) plane](image)

Figure 7.1: Stability limits of the Central differences combined either with the Forward Euler Method or the two stages TVD Runge-Kutta method, \(\alpha_{CFL} = 1\)
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Stability limits on the $\Omega \Delta t$ plane

- CD + 4th diff, $k^{(4)}=1/16$
- Forward Euler
- 2 stages TVD Runge-Kutta

Figure 7.2: Stability limits of the Central differences and fourth order artificial dissipation, as compared to the Forward Euler Method and the two stages TVD Runge-Kutta method, for different values of $\alpha_{CFL}$, $k^{(4)} = 1/16$

Stability limits on the $\Omega \Delta t$ plane

- CD + 4th diff, $\alpha_{CFL} = 0.50$
- Forward Euler
- 2 stages TVD Runge-Kutta

Figure 7.3: Stability limits of the Central differences and fourth order artificial dissipation, as compared to the Forward Euler Method and the two stages TVD Runge-Kutta method, for different values of $k^{(4)}$, $\alpha_{CFL} = 0.5$
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Minimum and maximum values for $k^{(4)}$

Figure 7.4: Maximum and minimum $k^{(4)}$ per $\alpha_{CFL}$ that ensure the stability of the central differences with fourth order artificial dissipation with the two stages TVD Runge-Kutta time integrator

Figure 7.5: Linear advection of a smooth and rectangular pulses. Discretisation using central differences and fourth order artificial dissipation. Comparison of results as the $k^{(4)}$ factor is increased, $\alpha_{CFL} = 0.50$
Chapter 8

Numerical examples

8.1 Preliminaries

In the previous sections, the problem formulation and space and time discretisations have been presented. In this section, this discretisation will be used in order to implement a series of examples. Different problems have been chosen in one, two and three dimensions (presented in sections 8.2, 8.3 and 8.4 respectively) in order to prove the convergence, robustness and conservation properties of the algorithm.

8.2 One dimensional problems

8.2.1 1D convergence analysis

This example is designed to test the accuracy of the method in one dimensional problems. A linear elastic one dimensional cable is subjected to an initial smooth velocity profile. The linear elasticity and small deformations assumption enable an analytical solution to be obtained, which will be used for computing the error in the numerical approximation. The cable has a length $L = 10$ m and its composed of a linear elastic material with density $\rho_0 = 1$ kg/m$^3$, Young's modulus $E = 1$ Pa and $\nu = 0$. The initial velocity profile is given by

$$v_1(X_1, t = 0) = \frac{k}{2} \left(1 - \sin \left(\frac{2\pi}{10} X_1 + \frac{\pi}{2}\right)\right),$$

where the parameter $k$ is chosen to be $k = 1 \cdot 10^{-3}$ (see Figure 8.1). Assuming small deformations, the solution can be obtained by means of Fourier series and is given by,
where \( \lambda_n = \frac{c_p n \pi}{L} \) and \( c_p \) is the pressure wave speed defined in section 4.5. Since the solution is smooth, the JST scheme is used only with the fourth order dissipation term, with \( \kappa^{(4)} = 1/16 \). The error convergence analysis is shown in Figures 8.2 and 8.3 for the stress and linear momentum respectively. The error is measured in the \( L^1 \) and \( L^2 \) norms for different mesh sizes. It can be seen that the solution tends to second order convergence both for the linear momentum and stress and in both \( L^1 \) and \( L^2 \) norms.

\[
\begin{align*}
 u_1(X_1, t) &= \frac{4kL}{c_p \pi^2} \sum_{n=1}^{\infty} \frac{\cos(n\pi) - 1}{n^3 - 4n} \sin \left( \frac{n\pi}{L} X_1 \right) \sin(\lambda_n t) \\
v_1(X_1, t) &= \frac{4kL}{c_p \pi^2} \sum_{n=1}^{\infty} \frac{\lambda_n (\cos(n\pi) - 1)}{n^3 - 4n} \sin \left( \frac{n\pi}{L} X_1 \right) \cos(\lambda_n t) \\
 F_{11}(X_1, t) &= 1 + \frac{4kL}{c_p \pi^2} \sum_{n=1}^{\infty} \frac{\pi (\cos(n\pi) - 1)}{n^2 L - 4n L} \cos \left( \frac{n\pi}{L} X_1 \right) \sin(\lambda_n t)
\end{align*}
\]

Figure 8.1: 1D cable convergence analysis, initial configuration

### 8.2.2 1D cable shock

This example is designed to prove the shock capturing capabilities of the method. The configuration consists of a one dimensional cable, of length \( L = 10 \) m and material properties \( E = 2 \times 10^{11} \) Pa, \( \rho_0 = 8 \times 10^3 \) kg/m\(^3\) and \( \nu = 0 \) (see Figure 8.4). The cable is clamped at the left end and free at the right end. At time \( t = 0 \), a step function force, \( P_0 = -5 \times 10^7 \) Pa is applied at the free end of the cable and left constant from this instant on (see Figure 8.5). This triggers the propagation of a linear momentum and stress square waves along the cable.

For comparison purposes, the problem has been simulated using the averaged fluxes and fourth order differences (with \( \kappa^{(4)} = 1/16 \)), averaged fluxes and second order differences (with \( \kappa^{(2)} = 1/4 \)) and the full JST scheme (with \( \kappa^{(2)} = 1/4 \) and \( \kappa^{(4)} = 1/16 \)). Figure 8.6 shows these waves at time \( t = 1 \times 10^{-3} \) seconds. The solutions using fourth order difference (blue line), second order differences (green line) and the complete JST scheme with shock capturing (black line) are compared against the analytical solution (red discontinuous line). It can be seen that numeric
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Figure 8.2: Linear elasticity one dimensional case. Convergence error for the stress component $P_{11}$ in $L^1$ and $L^2$ norms at time $t = 15$ s as compared to the analytical solution. Linear elastic material with Poisson's ratio $\nu = 0$, Young's modulus $E = 1$ Pa and density $\rho_0 = 1$ kg/m$^3$. JST spatial discretisation using fourth order differences, with $\kappa^{(4)} = 1/16$ and $\alpha_{CFL} = 0.5$.

Figure 8.3: Linear elasticity one dimensional case. Convergence error for the linear momentum component $p_1$ in $L^1$ and $L^2$ norms at time $t = 15$ s as compared to the analytical solution. Linear elastic material with Poisson's ratio $\nu = 0$, Young's modulus $E = 1$ Pa and density $\rho_0 = 1$ kg/m$^3$. JST spatial discretisation using fourth order differences, with $\kappa^{(4)} = 1/16$ and $\alpha_{CFL} = 0.5$. 
oscillations appear behind the shock when only the fourth order differences used. If
the second order differences are used, these oscillations disappear at the expense of
a significant increase of the diffusion. Finally, if the full JST scheme is used, the
shock is well captured with absence of numerical oscillations.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure8_4.png}
\caption{1D cable shock, initial configuration.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure8_5.png}
\caption{1D cable shock, step forcing function.}
\end{figure}

\section{Two dimensional problems}

\subsection{Swinging plate}

This example is designed to prove the error convergence of the method in the two
dimensional case and it was previously presented in [1]. A linear elastic square plate
of unit side length is subjected to an initial deformation in the elastic small strains
regime. The plate is subjected to symmetric boundary conditions (restricted normal
displacement) at its south and west sides and skew symmetric boundary conditions
(restricted tangent displacement) at its north and east sides (see Figure 8.7). In the
small strain case, the combination of this set of boundary conditions and specific
initial condition gives an analytical solution of the type
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Figure 8.6: One dimensional rod of length $L = 10$ m and material properties $E = 200$ GPa, $\rho_0 = 8 \times 10^3$ kg/m$^3$ and $\nu = 0$. The rod is clamped at the left end and free at the right end with a step function force $P_0 = 5 \times 10^7$ Pa applied from time $t = 0$. The analytical solution (red discontinuous line) is compared against the numerical solution using average fluxes and fourth order differences (blue line), average fluxes and second order differences (green line) and the full JST scheme with shock capturing (black line).
\[ u = U_0 \cos \left( \frac{\sqrt{2}}{2} c_d \pi t \right) \left[ \sin \left( \frac{\pi X_1}{2} \right) \cos \left( \frac{\pi X_2}{2} \right) - \cos \left( \frac{\pi X_1}{2} \right) \sin \left( \frac{\pi X_2}{2} \right) \right], \quad c_d = \sqrt{\frac{\mu}{\rho_0}} \]

where \( U_0 \) is a user defined parameter that determines the amplitude of the oscillation. If \( U_0 \) is smaller than \( 1 \cdot 10^{-3} \), the solution is assumed to be in the linear elastic regime. In this case, it will be chosen as \( U_0 = 5 \cdot 10^{-4} \). The material parameters are Young’s modulus \( E = 1.7 \times 10^7 \) Pa, density \( \rho_0 = 1.1 \times 10^3 \) kg/m\(^3\) and Poisson’s ratio \( \nu = 0.45 \). A series of solutions are obtained at time \( t = 0.02 \) s for different mesh sizes and compared to the analytical solution using the \( L^1 \) and \( L^2 \) norms. The JST method is used only with the fourth order differences term, with \( \kappa^{(4)} = 1/64 \) and \( \alpha_{CFL} = 0.4 \). Figures 8.8 and 8.9 show the error convergence for the stress and linear momentum components in the \( L^1 \) and \( L^2 \) norms. As expected, the solution tends to quadratic convergence for both variables.

8.3.2 Elastic vibration of a Beryllium plate

This example, designed to evaluate the accuracy of the method in the elastic regime, was previously published in [64, 105]. A Beryllium plate with no supports or constraints, of 6 cm length and 1 cm width, and material properties \( \rho_0 = 1.845 \times 10^3 \) kg/m\(^3\), \( E = 3.1827 \times 10^{11} \) Pa and \( \nu = 0.05390 \) has an initial velocity of the form (see Figure 8.10),

\[ v_0 = (0, v(X_1))^T \text{ m/s} \]
\[ v(X_1) = A \omega [g_1 (\sinh(\Omega(X_1 + 0.03)) + \sin(\Omega(X_1 + 0.03))) - g_2 (\cosh(\Omega(X_1 + 0.03)) + \cos(\Omega(X_1 + 0.03)))] \]
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Figure 8.8: Linear elasticity two dimensional case. Convergence error for the stress components $P_{11}$ and $P_{22}$ in $L^1$ and $L^2$ norms at time $t = 0.02$ s as compared to the analytical solution. Solution using $U_0 = 5 \times 10^{-4}$ m. Linear elastic material with Poisson’s ratio $\nu = 0.45$, Young’s modulus $E = 1.7 \times 10^7$ Pa and density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$. JST spatial discretisation with $\kappa^{(4)} = 1/64$ and $\alpha_{CFL} = 0.4$.

Figure 8.9: Linear elasticity two dimensional case. Convergence error for the linear momentum components $p_1$ and $p_2$ in $L^1$ and $L^2$ norms at time $t = 0.02$ s as compared to the analytical solution. Solution using $U_0 = 5 \times 10^{-4}$ m. Linear elastic material with Poisson’s ratio $\nu = 0.45$, Young’s modulus $E = 1.7 \times 10^7$ Pa and density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$. JST spatial discretisation with $\kappa^{(4)} = 1/64$ and $\alpha_{CFL} = 0.4$. 
where [64,105]

\[
g_1 = 56.637, \ g_2 = 57.646, \ \omega = 2.3597 \times 10^5 \text{ s}^{-1}, \ A = 4.3369 \times 10^{-5} \text{ m} \\
\Omega = 78.834 \text{ m}^{-1}
\]

which excites its first flexural mode [105]. Figure 8.11 shows the evolution in time of the norm of the velocity vector. Results compare very well with those provided in [64].

In Figure 8.12, the evolution in time of the internal and kinetic energies are compared against the total energy (solution of equation (4.1c) for three different mesh refinements). In the absence of plasticity and heat effects, the difference between the total energy (black discontinuous line) and the summation of the internal and kinetic energies (green line) is the actual dissipation introduced by the numerical scheme. In this particular case, it corresponds to the dissipation of the first flexural mode of the plate, since it is the one predominantly excited. It can be seen that, as the mesh is refined, the dissipation is clearly reduced. The results of the 2 x (100 x 25) triangular elements mesh compare well against the solution provided in [64]. Finally, Figure 8.13 shows the evolution in time of the vertical displacement and vertical velocity at \( X = (0,0)^T \). It can be seen again the predominance of the first flexural mode, although as the mesh is refined higher modes emerge. Results compare well in terms of amplitude and frequency with the solution presented in [64].

\[
\begin{align*}
&X_2 \\
&U_0 \\
&(0.03,0.005)^T \\
&(-0.03,-0.005)^T \\
&X_1
\end{align*}
\]

Figure 8.10: Beryllium plate initial configuration.

### 8.3.3 Spinning plate

This example was previously presented in [1] and is designed to prove the ability of the method to preserve linear and angular momentum in a two dimensional case. A squared rubber plate of side length 1 m is of constraints and has an initial angular momentum of \( \omega_0 = (0,0,105)^T \text{ rad/s} \) imposed at its centre of gravity. The rubber is modelled using a neo-Hookean constitutive model with Young's modulus \( E = 1.7 \times 10^7 \text{ Pa} \), density \( \rho_0 = 1.1 \times 10^3 \text{ kg/m}^3 \) and Poisson's ratio \( \nu = 0.45 \). The
Figure 8.11: Beryllium plate. Material properties $\rho_0 = 1.845 \times 10^3$ kg/m$^3$, $E = 3.1827 \times 10^{11}$ Pa, $\nu = 0.05390s$, $Y^0 = 1 \times 10^{11}$ Pa. Evolution in time of the deformed shaped. The contour plot represents the norm of the velocity vector. Solution obtained using 2x(100x25) triangular elements and the JST method with $\kappa^{(4)} = 1/64$ and $\alpha_{CFL} = 0.4$. 
Figure 8.12: Beryllium plate. Material properties \( \rho_0 = 1.845 \times 10^3 \text{kg/m}^3, \ E = 3.1827 \times 10^{11} \text{Pa}, \ \nu = 0.05390s, \ Y^0 = 1 \times 10^{11} \text{Pa}. \) Evolution in time of the internal energy (blue lines), kinetic energy (red lines), summation of both (green lines) against the total conserved energy (black discontinuous line) for three different meshes of 2x(24x6), 2x(50x12) and 2x(100x25) triangular elements. JST method with \( \kappa^{(4)} = 1/64 \) and \( \alpha_{CFL} = 0.4 \). The difference between the total conserved energy and the summation of internal and kinetic energy is the numerical dissipation.

Figure 8.13: Beryllium plate. Material properties \( \rho_0 = 1.845 \times 10^3 \text{kg/m}^3, \ E = 3.1827 \times 10^{11} \text{Pa}, \ \nu = 0.05390s, \ Y^0 = 1 \times 10^{11} \text{Pa}. \) Evolution in time of the vertical displacement (a) and the vertical velocity (b) at \( X = (0,0)^T \) for three different meshes of 2x(24x6), 2x(50x12) and 2x(100x25) triangular elements (blue, red and green lines, respectively). JST method with \( \kappa^{(4)} = 1/64 \) and \( \alpha_{CFL} = 0.4 \).
problem is simulated using the fourth order differences dissipation with \( \kappa^{(4)} = 1/64 \), \( \alpha_{CFL} = 0.4 \) and an unstructured mesh of 121 nodes. Figure 8.15 shows the deformed configuration and pressure distribution for different time instants. In Figure 8.16 shows that, using the numerical corrections presented in section 6.3, the exact conservation of angular and linear momenta is fulfilled. It is also important to note that the corrections performed in the internal tractions are very small, as compared to the actual value of this tractions. This is proved in Figures 8.17 and 8.18. Figure 8.17 shows the distribution of the ratio between the norm of the modification of the edge forces against the norm of the actual edge forces, that is \( \frac{\|f_k - f_k\|}{\|f_k\|} \). Figure 8.18 shows the time history of the \( L^2 \) norm of the edge forces, \( \|f_k\| \), and the modification of the edge forces \( f_k - f_k \).

8.3.4 Bending column (2D)

A rubber-like column of 1 m width and 6 m height is clamped on its bottom end and subjected to an initial uniform horizontal velocity of \( V_0 = 10 \, \text{m/s} \) (see Figure 8.19). The example shows the performance of the numerical technique in bending dominated scenarios and it has been previously presented in [1, 2, 31]. The material is chosen as neo-Hookean with Young's modulus \( E = 1.7 \times 10^7 \, \text{Pa} \), density \( \rho_0 = 1.1 \times 10^3 \, \text{kg/m}^3 \) and Poisson's ratio \( \nu = 0.45 \). Figure 8.20 shows the JST solution (column (c)) at different times as compared to the PG solution (column (b)) and the cell centred Finite Volume solution (column (a)). The same mesh of \( 8 \times 48 \) quadrilateral elements \( (\Delta x_{max} = 0.125 \, \text{m}) \) was employed for comparison purposes. All three solutions exhibit very similar deformation patterns with smooth pressure distribution and absence of locking. Comparison of the resolution of the three solutions shows that the JST method offers the most dissipative solution, whereas the

Figure 8.14: Spinning plate, initial configuration.
Figure 8.15: Spinning plate, distribution of pressure during the deformation process. Results obtained with initial horizontal angular momentum $\omega_0 = 105\text{rad/s}$. The nearly incompressible neo-Hookean constitutive model is used with Poisson's ratio $\nu = 0.45$, Young's modulus $E = 1.7 \times 10^7\text{Pa}$, density $\rho_0 = 1.1 \times 10^3\text{kg/m}^3$ and $\alpha_{CFL} = 0.4$. Discretisation using the JST method with an unstructured mesh of 121 nodes and $\kappa^{(4)} = 1/64$. 
Figure 8.16: Spinning plate, conservation of the total linear momentum $\mathbf{L} = [L_1, L_2, L_3]^T$ and angular momentum $\mathbf{A} = [A_1, A_2, A_3]^T$. Results obtained with initial horizontal angular momentum $\omega_0 = 105\text{rad/s}$. The nearly incompressible neo-Hookean constitutive model is used with Poisson’s ratio $\nu = 0.45$, Young’s modulus $E = 1.7 \times 10^7 \text{ Pa}$, density $\rho_0 = 1.1 \times 10^3 \text{ kg/m}^3$ and $\alpha_{CFL} = 0.4$. Discretisation using the JST method with an unstructured mesh of 121 nodes and $\kappa^{(4)} = 1/64$. 
Figure 8.17: Spinning plate, distribution of the normalised norm of the vector resulting from the difference between the modified edge forces, and the original edge forces, \( \frac{\|f_e - f_{e0}\|}{\|f_{e0}\|} \). The plot shows the average at the nodes from its surrounding edge values. Results obtained with initial horizontal angular momentum \( \omega_0 = 105 \text{rad/s} \). The nearly incompressible neo-Hookean constitutive model is used with Poisson's ratio \( \nu = 0.45 \), Young's modulus \( E = 1.7 \times 10^7 \text{Pa} \), density \( \rho_0 = 1.1 \times 10^3 \text{kg/m}^3 \) and \( \alpha_{CFL} = 0.4 \). Discretisation using the JST method with an unstructured mesh of 121 nodes and \( \kappa^{(4)} = 1/64 \).
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Figure 8.18: Spinning plate, evolution of the $L^2$ norm of the edge forces (blue) against the $L^2$ norm of the modification of the edge forces (red). The bottom plot shows a zoomed version of the above plot. Results obtained with initial horizontal angular momentum $\omega_0 = 105$rad/s. The nearly incompressible neo-Hookean constitutive model is used with Poisson’s ratio $\nu = 0.45$, Young’s modulus $E = 1.7 \times 10^7$ Pa, density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$ and $\alpha_{CFL} = 0.4$. Discretisation using the JST method with an unstructured mesh of 121 nodes and $\kappa^{(4)} = 1/64$. 
PG method provides the most accurate solution (but at a greater computational cost).

Figure 8.21 presents the results for the JST method using a more refined unstructured mesh with $\Delta x_{\text{max}} = 0.05$ m, which naturally leads to more accurate results.

8.3.5 Collapse of a thick-walled cylindrical beryllium shell

This test problem was initially proposed by [68] and later implemented in [69, 70, 105] in order to assess the ability of a computational method to model plastic flows. A thick-walled cylindrical beryllium shell has an initial radial velocity directed towards its centre. Plane strain conditions are assumed for the shell. After a certain time, all the kinetic energy of the material should be transformed into plastic dissipation. The final interior and exterior radii of the shell are called stopping radii, and a closed form solution for both was provided in [68]. Following, the problem presented in [70] will be modelled.

The shell is centred at $X = (0,0)^T$ m and has an initial interior radius $R_i = 80 \cdot 10^{-3}$ m and an outer radius $R_o = 100 \times 10^{-3}$ m. The material is modelled using a hyperelastic-plastic constitutive model (see algorithm 3.3.1) and a Mie-Grüneisen equation of state (see equation (3.47)). The material parameters are $\rho_0 = 1.845 \times 10^3$ kg/m$^3$, $\Gamma_0 = 2$, $c_0 = 12870$ m/s and $s = 1.124$. The elastic-plastic constitutive law is characterized by the shear modulus $\mu = 151.9 \times 10^9$ Pa, yield strength $Y^0 = 330 \times 10^6$ Pa and hardening modulus $H = 0$ Pa (perfectly plastic material). The initial velocity field is defined by
Figure 8.20: Bending column: Sequence of pressure distribution of deformed shapes using: column (a) CCFVM imposing piecewise linear reconstruction; column (b) PG (consistent mass, $\tau_F = \Delta t, \tau_p = 0, \alpha = 0.05$) and column (c) JST ($\kappa^{(4)} = 1/64$). Results obtained with initial horizontal velocity $V_0 = 10$ m/s. The nearly incompressible neo-Hookean constitutive model is used with Poisson’s ratio $\nu = 0.45$, Young’s modulus $E = 1.7 \times 10^7$ Pa, density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$ and $\alpha_{CFL} \approx 0.4$. Discretisation with $8 \times 48$ quadrilateral elements with $\Delta x_{max} = 0.125$ m. Time step $\Delta t = 1 \times 10^{-4}$ s.
Figure 8.21: Bending column. Results obtained with initial horizontal velocity $V_0 = 10\text{m/s}$. The nearly incompressible neo-Hookean constitutive model is used with Poisson's ratio $\nu = 0.45$, Young's modulus $E = 1.7 \times 10^7\text{Pa}$, density $\rho_0 = 1.1 \times 10^3\text{kg/m}^3$ and $\alpha_{CFL} \approx 0.4$. Discretisation using the JST method with an unstructured mesh and $\kappa^{(4)} = 1/64$, $\Delta t = 2.5 \times 10^{-5}$, $\Delta x_{max} = 0.05\text{m}$.
and the exterior pressure is defined as \( p = 1 \times 10^{-6} \) Pa. The shell is simulated using relevant boundary conditions. A mesh of \( 2 \times (20 \times 8) \) triangular elements is used, which has 720 degrees of freedom. The dissipation parameter is set to \( \kappa^{(4)} = 1/1024 \).

In [68], a closed form solution at the stopping time was obtained considering an incompressible material and that all the energy of the system is dissipated through plasticity. This yields a relationship between the initial velocity \( v_0 \) and the inner and outer stopping radii. As in [68], the simulation has been performed for three different initial velocities \( v_0 = 417.1 \) m/s, \( v_0 = 454.7 \) m/s and \( v_0 = 490.2 \) m/s, and the analytical results, as presented in Table 8.1, are used for the benchmarking the problem.

Figure 8.23 shows the results for the three cases at the stopping time, where the plastic strain (left) and the initial and final meshes (right) are depicted. The final mesh is compared against the analytical solution. It confirms the axisymmetry of the three solutions. In Table 8.2, the inner and outer stopping radii are compared against the analytical solution. It transpires that there is a good match against the analytical solution, where the maximum error is 0.135 %. The table also shows the stopping time of the solutions. All results are in good agreement with those provided in [68], despite using a much coarser mesh in this thesis.

Next, the axisymmetry of the solutions is quantified as in [68]. Firstly, the mean radius of the 9 different circumferential rings of the mesh is computed as \( \bar{R}_i, \ i = \{1, \ldots, 9\} \). Next, the radius deviation is computed per node, comparing the nodal radius against the mean radius of its corresponding layer. This information is used as well for computing the standard deviation. Table 8.3 shows the obtained
Table 8.1: Analytical results for the Beryllium shell problem.

<table>
<thead>
<tr>
<th>$v_0$ (m/s)</th>
<th>Outer stopping radius (mm)</th>
<th>Inner stopping radius (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>417.1</td>
<td>50</td>
<td>78.10</td>
</tr>
<tr>
<td>454.7</td>
<td>45</td>
<td>75.00</td>
</tr>
<tr>
<td>490.2</td>
<td>40</td>
<td>72.12</td>
</tr>
</tbody>
</table>

Table 8.2: Numerical results for the Beryllium shell problem. Table shows the stopping time, and the error in the inner and outer radius for the three different solutions.

<table>
<thead>
<tr>
<th>Stopping radius (mm)</th>
<th>Stopping time (ms)</th>
<th>Inner radius error (%)</th>
<th>Outer radius error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>125.6</td>
<td>+0.135</td>
<td>+0.022</td>
</tr>
<tr>
<td>45</td>
<td>131.6</td>
<td>+0.106</td>
<td>-0.012</td>
</tr>
<tr>
<td>40</td>
<td>136.2</td>
<td>+0.030</td>
<td>-0.072</td>
</tr>
</tbody>
</table>

Table 8.3: Numerical results for the Beryllium shell problem. The table shows the standard deviation of the radius for each of the layers of the mesh. The minimum and maximum deviation among all the nodes is as well presented.

<table>
<thead>
<tr>
<th>Stopping radius (mm)</th>
<th>Standard deviation $\sigma$ (%)</th>
<th>Minimum deviation (%)</th>
<th>Maximum deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>$6.74 \cdot 10^{-10}$</td>
<td>$-2.61 \cdot 10^{-11}$</td>
<td>$+2.98 \cdot 10^{-11}$</td>
</tr>
<tr>
<td>45</td>
<td>$9.84 \cdot 10^{-10}$</td>
<td>$-5.10 \cdot 10^{-11}$</td>
<td>$4.12 \cdot 10^{-11}$</td>
</tr>
<tr>
<td>40</td>
<td>$1.62 \cdot 10^{-9}$</td>
<td>$-9.00 \cdot 10^{-11}$</td>
<td>$+7.98 \cdot 10^{-11}$</td>
</tr>
</tbody>
</table>

8.4 Three dimensional problems

8.4.1 Swinging cube

This example is an extension of the two dimensional swinging plate presented in the previous section. A cube of 1 m side has symmetric boundary conditions (con-
Figure 8.23: Beryllium shell problem. Hyperelastic-plastic constitutive model and Mie-Grüneisen equation of state. Material parameters: \( \rho_0 = 1.845 \times 10^3 \text{ kg/m}^3 \), \( \Gamma_0 = 2 \), \( c_0 = 12870 \text{ m/s} \), \( s = 1.124 \), \( \mu = 151.9 \times 10^9 \text{ Pa} \), \( Y^0 = 330 \times 10^6 \text{ Pa} \), \( H = 0 \text{ Pa} \). Mesh of \( 2 \times (40 \times 32) \) triangular elements and 1353 degrees of freedom. Dissipation parameter \( \kappa^{(4)} = 1/2048 \). From top to bottom rows, results are shown for initial velocities \( v_0 = 417.1 \text{ m/s} \), \( v_0 = 454.7 \text{ m/s} \) and \( v_0 = 490.2 \text{ m/s} \) at their stopping time. Plastic strain is shown in the left column. Initial mesh (green) and final mesh (red) against the analytical solution (thick blue line) are shown in the right column.
Figure 8.24: Beryllium shell problem. Hyperelastic-plastic constitutive model and Mie-Grüneisen equation of state. Material parameters: $\rho_0 = 1.845 \times 10^3$ kg/m$^3$, $\Gamma_0 = 2$, $c_0 = 12870$ m/s, $s = 1.124$, $\mu = 151.9 \times 10^9$ Pa, $Y^0 = 330 \times 10^6$ Pa, $H = 0$ Pa. Mesh of $2 \times (40 \times 32)$ triangular elements and 1353 degrees of freedom. Dissipation parameter $\kappa^{(4)} = 1/2048$. The evolution of the radius is shown for the three test cases: $v_0 = 417.1$ m/s (a), $v_0 = 454.7$ m/s (b) and $v_0 = 490.2$ m/s (c). The inner radius (continuous thick red line) and the outer radius (continuous thick blue line) are compared against the analytical solution (discontinuous lines).
strained normal displacement) at the faces $X_1 = 0$ m, $X_2 = 0$ m and $X_3 = 0$ m and skew-symmetric boundary conditions (constrained tangential displacement) at the opposite faces, $X_1 = 1$ m, $X_2 = 1$ m and $X_3 = 1$ m. For the small strain case, the problem has an analytical solution of the type

$$u = U_0 \cos \left( \frac{\sqrt{3}}{2} c_d \pi t \right) \begin{bmatrix} A \sin \left( \frac{\pi X_1}{2} \right) \cos \left( \frac{\pi X_2}{2} \right) \\ B \cos \left( \frac{\pi X_1}{2} \right) \sin \left( \frac{\pi X_2}{2} \right) \\ C \cos \left( \frac{\pi X_1}{2} \right) \cos \left( \frac{\pi X_2}{2} \right) \end{bmatrix}$$

where $A$, $B$ and $C$ are constants such that $A + B + C = 0$ and $c_d = \sqrt{\frac{\mu}{\rho_0}}$. The problem is considered linear when $U_0 < 1 \times 10^{-3}$ m and, after applying a linear elastic constitutive model and imposing compatible initial conditions, the solution both for stresses and displacements can be computed at any time $t$. For the current example, a linear elastic material is chosen with a Poisson’s ratio of $\nu = 0.45$, Young’s modulus $E = 1.7 \times 10^7$ Pa and density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$. The solution parameters are set as $A = 1$, $B = 1$ and $C = -2$ and $U_0 = 5 \times 10^{-4}$ m. Figure 8.25 shows the deformed shape of the cube as it evolves in time, and the values of the off-diagonal components of the first Piola-Kirchhoff stress tensor $P$ (which in the linear elastic case is equal to the Cauchy stress tensor, $\sigma$). The convergence error is analysed at time $t = 4 \times 10^{-3}$ s both for the stress and linear momentum components and for the $L^1$ and $L^2$ norms. Results are shown in Figure 8.26 and Figure 8.27. Crucially, it can be seen how the solution tends to asymptotic quadratic convergence for both stresses and velocities as the mesh is refined.

### 8.4.2 L-shaped block

This example was first proposed by Simo et al. in [106] and later implemented by several authors (see for example references [107–109]). In what follows, the results for the example as proposed in [109] for a neo-Hookean material will be shown. A three-dimensional L-shaped block is left free in space and subjected to time varying forces at two of its sides (see Figure 8.28). These forces are described by the equations,

$$F_1(t) = -F_2(t) = (150, 300, 450)p(t), \quad p(t) = \begin{cases} t, & 0 \leq t < 2.5, \\ 5 - t, & 2.5 \leq t < 5, \\ 0, & t \geq 5. \end{cases}$$

The block is made of a neo-Hookean material, with properties $\mu = 1.925 \times 10^4$ Pa, $\lambda = 2.885 \times 10^4$ Pa and $\rho_0 = 1.0 \times 10^3$ kg/m$^3$. Figure 8.29 shows the evolution in time of the pressure and deformed shape. Figure 8.30a demonstrates the ability of the algorithm to preserve the angular momentum (once the external forces are released) and linear momentum (the external torque is applied at the centre of mass of the block). Figure 8.30b compares the total energy of the system (red line)

---

1When $A + B + C = 0$ the volumetric deformation is zero since $\nabla^2 u = 0$
Figure 8.25: Linear elasticity three dimensional case. Snapshots at different times of the off diagonal components of the first Piola Kirchhoff stress tensor. Solution using $A = 1$, $B = 1$ and $C = -2$ and $U_0 = 5 \times 10^{-4}$ m. Linear elastic material with Poisson's ratio $\nu = 0.45$, Young's modulus $E = 1.7 \times 10^7$Pa and density $\rho_0 = 1.1 \times 10^3$kg/m$^3$. JST spatial discretisation with $h = 1/12$ m, $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$. Displacements scaled 100 times.
Figure 8.26: Linear elasticity three dimensional case. Convergence error for the stress components $P_{11}$, $P_{22}$ and $P_{33}$ in $L^1$ and $L^2$ norms at time $t = 0.004$ s as compared to the analytical solution. Solution using $A = 1$, $B = 1$ and $C = -2$ and $U_0 = 5 \times 10^{-4}$ m. Linear elastic material with Poisson's ratio $\nu = 0.45$, Young's modulus $E = 1.7 \times 10^7$ Pa and density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$. JST spatial discretisation with $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$.  

Figure 8.27: Linear elasticity three dimensional case. Convergence error for the linear momentum components $p_1$, $p_2$ and $p_3$ in $L^1$ and $L^2$ norms at time $t = 0.004$ s as compared to the analytical solution. Solution using $A = 1$, $B = 1$ and $C = -2$ and $U_0 = 5 \times 10^{-4}$ m. Linear elastic material with Poisson's ratio $\nu = 0.45$, Young’s modulus $E = 1.7 \times 10^7$ Pa and density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$. JST spatial discretisation with $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$.  

and the summation of kinetic and potential energies (blue lines) when using three
different tetrahedral meshes: 388, 1178 and 3546 nodes. It can be seen that, as the
mesh is refined, the numerical dissipation (difference between the total energy of the
system and the summation of kinetic and potential energies) is reduced, obtaining
therefore a more accurate solution. As it was done for the spinning plate test case
(section 8.3.3), Figures 8.31 and 8.32 prove that the correction of the internal forces,
necessary for the preservation of the angular momentum, are small as compared to
the actual internal forces.

Figure 8.28: L-shaped block, initial configuration

8.4.3 Bending column (3D)

This example is an extension of the two-dimensional column presented previously.
The problem is shown to demonstrate the performance of the method in three-
dimensional bending dominated scenarios. As in the two-dimensional case, a rubber-
like material column is clamped on its bottom face (X3 = 0 m). An initial uniform
velocity \( V_0 = 10 \left( \frac{\sqrt{3}}{2}, \frac{1}{2}, 0 \right)^T \) m/s is imposed and the bar is left oscillating freely in
time (see Figure 8.33). A neo-Hookean material is chosen with Young’s modulus
\( E = 1.7 \times 10^7 \) Pa, density \( \rho_0 = 1.1 \times 10^3 \) kg/m³ and Poisson’s ratio \( \nu = 0.45 \).

Figure 8.34 shows the evolution in time of the pressure distribution for the de-
formed configuration. The solution exhibits a smooth distribution of pressure and
absence of locking. In addition, Figure 8.35 compares the solution at the instant
t = 0.45 s for three different meshes, \( h = 1/3 \) m, \( h = 1/6 \) m and \( h = 1/12 \) m. It
can be seen that, as the mesh is refined, the obtained solution better captures the
deformation and pressure distribution. Figure 8.36 shows the time history of the
vertical displacement (X3 direction) at point \( X = (1, 1, 6)^T \) m and stress component
Figure 8.29: L-shaped block, evolution in time of deformation and pressure distribution. Neo-Hookean material with material properties $\mu = 1.925 \times 10^4$ Pa, $\lambda = 2.885 \times 10^4$ Pa, $\rho_0 = 1.0 \times 10^3$ kg/m$^3$. JST spatial discretisation using a tetrahedral mesh of 1178 nodes, $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$. 
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Figure 8.30: L-shaped block neo-Hookean material with material properties $\mu = 1.925 \times 10^4$ Pa, $\lambda = 2.885 \times 10^4$ Pa, $\rho_0 = 1.0 \times 10^3$ kg/m$^3$. JST spatial discretisation using $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$. (a) Conservation of the total linear momentum $L = [L_1, L_2, L_3]^T$ and angular momentum $A = [A_1, A_2, A_3]^T$ for a mesh of 1178 nodes; (b) comparison on the preservation of the total energy when using three different tetrahedral meshes: 388, 1178 and 3546 nodes.

Next, the example is extended to show the performance of the method when plasticity is involved. Figure 8.37 compares at time step $t = 0.45$ s the previous neo-Hookean solution against two solutions using Von-Mises hyperelastic-plastic material with yield stress $\bar{\sigma}_y^0 = 2 \times 10^9$ Pa and yield stress $\bar{\sigma}_y^0 = 1 \times 10^9$ Pa, respectively, and isotropic hardening modulus $H = 0.5 \times 10^9$ Pa (the rest of the material parameters are the same as those of the previous neo-Hookean example). As can be observed, the pressure distribution is smooth and the occurrence of plasticity is perfectly depicted in the clamped end of the column. As expected, the column with lowest yield stress shows a higher deflection.

8.4.4  Taylor impact case

A copper bar of initial length 0.0324 m and initial radius 0.0032 m has a velocity of 227 m/s and impacts against a rigid wall at time $t = 0$ s (see Figure 8.38). A Von-Mises hyperelastic-plastic material with isotropic hardening is chosen to simulate the material. The material parameters are Young’s modulus $E = 1.17 \times 10^{11}$ Pa, density $\rho_0 = 8.930 \times 10^3$ kg/m$^3$, Poisson’s ratio $\nu = 0.35$, yield stress $\bar{\sigma}_y^0 = 4 \times 10^8$ Pa and hardening modulus $H = 1 \times 10^8$ Pa. Figure 8.39 shows the results obtained using a discretisation of one quarter of the domain and relevant boundary conditions. The
Figure 8.31: L-shaped block, distribution of the normalised norm of the vector resulting from the difference between the modified edge forces, and the original edge forces, $\frac{\|f_1-f_o\|}{\|f_o\|}$. The plot shows the average at the nodes from its surrounding edge values. Neo-Hookean material with material properties $\mu = 1.925 \times 10^4$ Pa, $\lambda = 2.885 \times 10^4$ Pa, $\rho_0 = 1.0 \times 10^3$ kg/m$^3$. JST spatial discretisation using a tetrahedral mesh of 1178 nodes, $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$. 
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Figure 8.32: L-shaped block, evolution of the $L^2$ norm of the edge forces (blue) against the $L^2$ norm of the modification of the edge forces (red). The bottom plot shows a zoomed version of the above plot. Neo-Hookean material with material properties $\mu = 1.925 \times 10^4$ Pa, $\lambda = 2.885 \times 10^4$ Pa, $\rho_0 = 1.0 \times 10^3$ kg/m$^3$. JST spatial discretisation using a tetrahedral mesh of 1178 nodes, $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$.

Figure 8.33: Three dimensional bending column. Initial configuration.
8.4. Three dimensional problems

Figure 8.34: Three dimensional bending column. Evolution in time of the pressure distribution in the deformed configuration. Initial uniform velocity $V_0 = 10\left(\frac{\sqrt{3}}{2}, \frac{1}{2}, 0\right)^T$ m/s. Neo-hookean material with Young’s modulus $E = 1.7 \times 10^7$ Pa, density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$ and Poisson’s ratio $\nu = 0.45$. JST spatial discretisation with $h = 1/6$ m, $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$. 
Figure 8.35: Three dimensional bending column. Comparison of the deformation and pressure distribution for three different meshes: $h = 1/3$ m (a), $h = 1/6$ m (b) and $h = 1/12$ m (c). Initial uniform velocity $V_0 = 10 \left( \frac{\sqrt{3}}{2}, \frac{1}{2}, 0 \right)'$ m/s. Neo-hookean material with Young's modulus $E = 1.7 \times 10^7$ Pa, density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$ and Poisson's ratio $\nu = 0.45$. JST spatial discretisation with $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$. 
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![Figure 8.36: Three dimensional bending column. (a) Time history of the vertical displacement at node $X = (1,1,6)^T$ m; (b) time history of the stress $P_{33}$ at node $X = (1/3,1/3,3)^T$ m. Initial uniform velocity $V_0 = 10 \left( \frac{\sqrt{3}}{2}, \frac{1}{2}, 0 \right)^T$ m/s. Neo-Hookean material with Young's modulus $E = 1.7 \times 10^7 Pa$, density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$ and Poisson's ratio $\nu = 0.45$. JST spatial discretisation with $h = 1/3$ m (blue), $h = 1/6$ m (red) and $h = 1/12$ m (green), $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$.](image)

Artificial dissipation can be reduced to $\kappa^{(4)} = 1/4096$ due to the presence of physical plastic dissipation in the material. The final radius at time $t = 80 \mu s$ is shown in Table 8.4 as compared to numerical results using other methodologies [24]. As it is well known, the standard displacement based FEM solution with linear tetrahedrals suffer from volumetric locking, which is clearly seen in the first result in table 8.4. The proposed formulation is able to circumvent this issue.

As it can be seen in Figure 8.39, the solution presents certain asymmetry in the plastic strain distribution. This is due to the use of one quarter of the domain in the simulation and, specifically, due to the refinement imposed by the mesh generator at the sharp corners. A more symmetric solution is obtained in Figure 8.40 which shows the solution obtained using a discretisation of the full domain.

### 8.4.5 Twisting column

This example proves the robustness of the method when dealing with problems involving large deformations. A squared section column of 1 m side length and 6 m height is clamped on its bottom and subjected to an initial angular velocity. This angular velocity is imposed in the central vertical axis of the column (see Figure 8.41) which, combined with the clamped boundary condition of its bottom, results into a twist of the material. Figure 8.42 shows the deformed configuration and pressure distribution for different time instants, using the JST method with a regular mesh of...
Figure 8.37: Three dimensional bending column. Initial uniform velocity $V_0 = 10(\cos(30), \sin(30), 0)^T$ m/s. Comparison of the plastic strain distribution for two different materials: hyperelastic constitutive model (a), Von-Mises hyperelastic plastic constitutive models (b), (c) at time $t = 0.45$ s. Young’s modulus $E = 1.7 \times 10^7$ Pa, density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$ and Poisson’s ratio $\nu = 0.45$. Yield stress, $\sigma_y^0 = 2 \times 10^9$ Pa (b), $\sigma_y^0 = 1 \times 10^9$ Pa (c), hardening modulus $H = 0.5 \times 10^8$ Pa. JST spatial discretisation with $h = 1/6$ m, $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$.

<table>
<thead>
<tr>
<th>Method</th>
<th>final radius (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEM tetrahedrals</td>
<td>5.55</td>
</tr>
<tr>
<td>FEM hexahedras</td>
<td>6.95</td>
</tr>
<tr>
<td>FEM average nodal pressure</td>
<td>6.99</td>
</tr>
<tr>
<td>Proposed approach (JST)</td>
<td>6.98</td>
</tr>
</tbody>
</table>

Table 8.4: Taylor test. Final radius at $t = 80\mu$s of the proposed method compared to other methodologies and experimental results.
$V_0$, $L_0$, and $X_3 = 0$. It can be seen that the method is capable of capturing the deformation process very accurately, while providing a smooth distribution of pressures. This simulation can be run for long physical times without appearance of instabilities, proving therefore the robustness of the numerical method.

The same example is simulated using a Von-Misses hyperelastic-plastic material, as presented in section 3.3. The elastic material properties are kept the same while the plastic properties are given by a yield stress of $\bar{\sigma}_y^0 = 4 \times 10^6$ Pa and hardening modulus of $H = 3 \times 10^6$ Pa. Figure 8.43 shows the deformation process and plastic strain distribution. It can be seen how the column is subjected to larger strains, due to the plasticity effects, but still the method is capable of accurately capturing the deformation process.
Figure 8.39: Taylor copper bar impact test. Comparison of plastic strain distribution at different time instants. Simulation using one quarter of the domain. Initial velocity \( v = 227 \text{ m/s} \). Young's modulus \( E = 117 \text{ GPa} \), density \( \rho_0 = 8.930 \times 10^3 \text{ kg/m}^3 \), Poisson's ratio \( \nu = 0.35 \), yield stress \( \sigma_y^0 = 4 \times 10^8 \text{ Pa} \) and hardening modulus \( H = 1 \times 10^8 \text{ Pa} \). JST spatial discretisation with 1361 nodes per sector, \( \kappa^{(4)} = 1/4096 \) and \( \alpha_{CFL} = 0.4 \).
Figure 8.40: Taylor copper bar impact test. Comparison of plastic strain distribution at different time instants. Simulation using the full domain. Initial velocity \( v = 227 \text{ m/s} \). Young's modulus \( E = 117 \text{ GPa} \), density \( \rho_0 = 8.930 \times 10^3 \text{ kg/m}^3 \), Poisson's ratio \( \nu = 0.35 \), yield stress \( \sigma_y^0 = 4 \times 10^8 \text{ Pa} \) and hardening modulus \( H = 1 \times 10^8 \text{ Pa} \). JST spatial discretisation with 7347 nodes, \( \kappa^{(4)} = 1/4096 \) and \( \alpha_{CFL} = 0.4 \).
Figure 8.41: Setup of the column twist problem.
Figure 8.42: Twisting column. Evolution in time of the pressure distribution in the deformed configuration. Initial angular momentum $\omega_0 = (0, 0, 105)^T$ rad/s imposed at the vertical axis. Neo-Hookean material with Young's modulus $E = 1.7 \times 10^7$ Pa, density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$ and Poisson's ratio $\nu = 0.45$. JST spatial discretisation with $h = 1/6$ m, $\kappa^{(d)} = 1/128$ and $\alpha_{CFL} = 0.4$. 
Figure 8.43: Twisting column. Evolution in time of the plastic strain distribution. Initial angular momentum $\omega_0 = (0, 0, 105)^T$ rad/s imposed at the vertical axis. Neo-Hookean material with Von-Misses plasticity, Young's modulus $E = 1.7 \times 10^7$ Pa, density $\rho_0 = 1.1 \times 10^3$ kg/m$^3$, Poisson's ratio $\nu = 0.45$, yield stress $\tau_y^0 = 4 \times 10^6$ Pa and hardening modulus $H = 3 \times 10^6$ Pa. JST spatial discretisation with $h = 1/6$ m, $\kappa^{(4)} = 1/128$ and $\alpha_{CFL} = 0.4$. 
Chapter 9

Conclusions and future work

9.1 Conclusions

This thesis has presented a low order computationally efficient numerical algorithm for solid dynamics. To do so, the mixed conservation law presented in [1] has been discretised using an alternative Finite Volume implementation for two-dimensional triangular meshes and three-dimensional tetrahedral meshes. This mixed conservation law uses the linear momentum, \( p \), and the deformation gradient, \( F \), as the problem variables and is presented as an alternative to the displacement based formulations. The semi-discretisation in space has been carried out using a vertex centred Finite Volume with central differences and Jameson-Schmidt-Turkel (JST) type of dissipation. The combination of the central differences and artificial dissipation yields a stable second order method without the need of linear reconstruction. Furthermore, the JST dissipation term provides a built-in discontinuity sensor which preserves the monotonicity of the scheme in the presence of shocks. The definition of a dual mesh (and a set of area vectors) allows the integration of the fluxes using only two loops on edges and one loop on external faces. The combination of these facts with the use of a vertex centred discretisation makes the scheme very cheap in terms of computational cost.

The JST scheme has been adapted to the formulation at hand taking into account its characteristics. Specifically, the compatibility conditions need to be fulfilled, at least in a discrete sense, by the numerical scheme. This is achieved by not including artificial dissipation into the conservation law of the deformation gradient, \( F \), which transpires to be not necessary for stability purposes.

The above semi-discretisation in space is combined with a time discretisation using a two stages total variation diminishing (TVD) Runge-Kutta scheme. The scheme is second order in time and ensures that the TVD condition is satisfied, that is, the monotonicity of the scheme is preserved. The overall discretisation is complemented with a numerical correction of the internal tractions and numerical dissipation, which ensure the preservation of the linear and angular momenta. This is achieved through the use of a Lagrange multiplier minimisation procedure, which
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requires the computation of three unique parameters for the whole mesh. The computation of these parameters can be embedded in the two loops on edges previously mentioned, therefore with no significant added cost.

In terms of computer implementation, the whole numerical scheme has been implemented from scratch using the numerical software Matlab for one, two and three dimensional meshes. A crucial part of this implementation has been the coding of a preprocessor, which is needed for building the dual mesh and related area vectors.

In order to assess the numerical scheme, a set of benchmark problems have been tested for one, two and three dimensions. The problems have been chosen to prove the order of accuracy and robustness of the numerical method. Crucially, numerical results demonstrate second order convergence for both stresses and velocities, with excellent behaviour in bending dominated scenarios. Implementation of plasticity, or other constitutive models, proves to be straightforward. The obtained solutions compare well with other alternative methodologies, such as cell centred Finite Volume or stabilised Petrov Galerkin. Despite providing more dissipative solutions, the JST method constitutes an important alternative, as compared to other schemes, due to its computational efficiency.

9.2 Future work

Further work is needed to improve the method presented in this thesis. To start with, an alternative implementation combining the upwinding technique, as presented in [1] and the edge-based implementation presented in the current thesis can result in an improved methodology. In this scheme, Riemann solvers would be used in order to propagate the solution in time, which would result in a less dissipative scheme. This would be at the expense of a higher computational cost, since the scheme would require linear reconstruction and use of limiters in the presence of shocks. Nevertheless, the combination of the edge based methodology with the accurate Riemann solvers can provide a very competitive scheme for solid dynamics.

The presented formulation can also be enhanced by use of fractional step methods, as presented in [43] for a Petrov-Galerkin discretisation of the same solid dynamics formulation. This approach allows extending the use of the discretisation presented in this thesis to nearly or fully incompressible materials, which, otherwise would be computationally very expensive due to time step limitations. By using the fractional step methodology, the time step is then limited by the shear wave speed, therefore reducing substantially the computational cost. The approach uses a predictor-corrector algorithm, where the incompressibility constraint is solved implicitly through a Poisson type problem and which can be easily implemented within the existing framework.

So far, just few constitutive models have been used with the presented formulation, which include hyperelastic materials and elastoplastic materials with isotropic
hardening. Furthermore, thermomechanical problems have been simulated by using a Mie-Grüneisen equation of state. The library of constitutive models can be further extended by including visco-elasticity, visco-plasticity or high energy materials.

The presented scheme can also be improved in terms of the conservation of angular momentum. Alternatives approaches could be studied such that the corrections to the internal tractions (as presented in section 6.3) are no longer needed. To do so, the constitutive model could be computed by means of the symmetric second Piola-Kirchhoff stress tensor, $S$, as a function of the deformation gradient, $F$, and recover the first Piola-Kirchhoff through the gradient of the displacements, $\nabla_0 \mathbf{x}$. That is, $P = \nabla_0 \mathbf{x} S(F)$. This approach, combined with the adequate time integrator, would ensure the exact conservation of the angular momentum, as it is the case for the Finite Element Method [106].

The numerical dissipation as presented in this thesis uses a set of geometrical weights that affects the conservation of linear momentum. This dissipation has to be corrected a posteriori in order to ensure that the linear momentum is preserved (see section 6.3). This could be circumvented by defining a new set of symmetric geometrical weights, such that they still keep the second order of the central differences. One approach could be given by calculating the Laplacian (necessary for the second and fourth order differences) from the standard Finite Element shape functions.

The presented formulation can also be extended in order to include additional variables. An interesting approach would be the inclusion of the conservation laws for the determinant of the deformation, $J$ and the cofactor of the deformation, $H$ (see section 2.6 and appendix C). It has been proven in [43], that the discretisation of the additional conservation law for the $J$, allows simulating materials with a high degree of incompressibility. The conservation law for the $J$, combined with thermo-mechanical constitutive models, would also allow simulating Lagrangian gas dynamics problems as it is usually done in hydrocodes. The use of a mixed conservation involving $F$, $J$ and $H$ would allow the implementation of polyconvex constitutive models (as for example Mooney-Rivlin type of materials).

The scheme can also have applications in fluid-structure interaction (FSI). This could be tackled through the use of an Arbitrary-Lagrangian-Eulerian (ALE) description of the motion (see for example [87]). In this approach, the structural domain would be described using the presented Lagrangian formulation, while the fluid domain would be modelled using a moving Eulerian reference frame. The discretisation of the fluid equations could easily be carried out using the JST scheme presented in this thesis, as this, in fact, was its original purpose (see [5]). The treatment of the contact between fluid and solids (key in FSI) would be carried out using Riemann solvers, standard in Finite Volume techniques [38]. The scheme would result into an interesting monolithic Finite Volume approach for FSI.

In the context of solid dynamics, it is also very important to treat the contact and impact between different bodies. Since low order elements are used, the detection of contact could be done using standard contact tracking techniques [13]. By means
of Riemann solvers at the boundary elements, the information related to the impact could be transferred to the interior elements.

Another interesting feature for the code would be the treatment of dynamic fracture where, by means of Riemann Solvers in the contact between elements, the initiation of fracture could be captured in an accurate manner.

In order to improve the obtained solution, error estimation and mesh adaptivity should also be considered. Since the algorithm has redundancies through the use of the deformation gradient, $F$, this could be use as an error estimator, as compared to the actual gradient of the displacements, $\nabla_0 x$. This same idea could be used with the total energy $E$, independent variable, as compared to the total numerical energy (summation of the internal and kinetic energies).

The implementation presented is computationally efficient. Even though, this efficiency has not yet been exploited too far: the code is implemented using Matlab, in order to simulate simple "toy" problems. In order to provide an algorithm capable of simulating industrial real life problems, the formulation should be coded using more basic languages, such as C or C++. The code could also be parallellised, so the computer power can be used in a more efficient manner. The parallelisation of the JST scheme has been done in the past as for example in [55].
Appendix A

Mathematical operators

A.1 Gradient and divergence of scalars, vectors and second order tensors

Given a scalar field $a$, a vector field $a$ and a second order tensor field $A$, the gradient operator is defined as

\[ [\nabla a]_i = \frac{\partial a}{\partial x_i}, \quad (A.1) \]
\[ [\nabla a]_{ij} = \frac{\partial a_i}{\partial x_j}, \quad (A.2) \]
\[ [\nabla A]_{ijk} = \frac{\partial A_{ij}}{\partial x_k}. \quad (A.3) \]

For a vector field $a$ and a tensor field $A$, the spatial divergence operator is defined as

\[ \text{div } a = \frac{\partial a_i}{\partial x_i}, \quad (A.4) \]
\[ [\text{div } A]_i = \frac{\partial A_{ij}}{\partial x_j}. \quad (A.5) \]

where repeated indices denote summation. Throughout the thesis, the notation $\nabla$ and div will be used for denoting the gradient and the divergence at the spatial configuration, while $\nabla_0$ and DIV will be used for denoting the gradient and divergence operators at the reference configuration.

A.2 Cross product between tensors

A cross vector product between two point tensors $A, B$ to give a new two point-tensor denoted $A \times B$ is defined as
which can be interpreted as a matrix gathering the cross products between the columns of $\mathbf{A}$ and $\mathbf{B}$. The vector cross product between a spatial vector $\mathbf{b}$ and a two point tensor $\mathbf{A}$ to give another two-point tensor is defined as

$$[\mathbf{b} \times \mathbf{A}]_{il} = \varepsilon_{ijk} b_j A_{ki}. \quad (A.7)$$

Finally, the vector cross product between a two-point $\mathbf{A}$ and a material vector $\mathbf{B}$ to give another two-point tensor is defined as,

$$[\mathbf{A} \times \mathbf{B}]_{il} = \varepsilon_{ijk} A_{ij} B_{k}. \quad (A.8)$$

The following properties are satisfied for the above operators

$$\mathbf{b} \times \mathbf{A} \times \mathbf{B} = -\mathbf{A} \times (\mathbf{b} \otimes \mathbf{B}),$$
$$\mathbf{A} \times \mathbf{B} = \mathbf{B} \times \mathbf{A},$$
$$(\mathbf{A} \times \mathbf{A}) : \mathbf{A} = 6 \det(\mathbf{A}),$$
$$\text{cof} \, \mathbf{A} = \frac{1}{2} \mathbf{A} \times \mathbf{A},$$

where

$$\text{cof} \, \mathbf{A} = \det(\mathbf{A}) \mathbf{A}^{-T}.$$ 

### A.3 CURL of tensors

The CURL operator for a second order two-point tensor $\mathbf{A}$ to give another second order two-point tensor is defined as

$$[\text{CURL}(\mathbf{A})]_{il} = \varepsilon_{ijk} \frac{\partial A_{ik}}{\partial x_j}. \quad (A.9)$$
Appendix B

Alternative descriptions of the motion

This chapter will introduce two alternative descriptions of the motion, not considered in the core of the thesis, namely: Updated Lagrangian description and Eulerian description. In the first, the variables are referred to the material configuration while the fluxes to the spatial configuration. In the second, both the variables and fluxes are referred to the spatial configuration. Both descriptions will be applied to the conservation laws introduced in sections 2.4 and 2.6.

The use of an updated Lagrangian type of description has advantages in terms of area conservation, as needed in some applications of fluid structure interaction. An Eulerian description of the motion can be of interest when large deformations are involved, as for example in plastic flow ([72]).

Prior to introducing these two descriptions, the Reynold's transport theorem will be presented. This theorem is necessary for introducing the Eulerian description of the motion and also needed when deducing the Rankine-Hugoniot jump conditions as in section 2.3.3.

B.1 Reynold’s Transport Theorem

The Reynold’s transport theorem is used for expressing the time derivative of integrals over moving volumes (see [87]). Given a spatial volume \( v \) bounded by a smooth surface \( \partial v \) whose points at time \( t \) move with a material velocity \( \mathbf{v} \), the total time derivative of the integral across the spatial volume \( v \) can be written as

\[
\frac{d}{dt} \int_v \mathbf{U} \, dv = \int_v \frac{d}{dt} (\mathbf{U} J) \, dV = \int_v \frac{d\mathbf{U}}{dt} J \, dV + \int_v \mathbf{U} J \, \text{div} \mathbf{v} \, dV
\]

where equation (2.3) has been used. Using the divergence theorem, the following is obtained

\[
\int_v \left( \frac{d\mathbf{U}}{dt} + \mathbf{U} \, \text{div} \mathbf{v} \right) \, dv = \int_v \left( \frac{\partial\mathbf{U}}{\partial t} + \text{div}(\mathbf{U} \otimes \mathbf{v}) \right) \, dv,
\]
which is known as the Reynold’s Transport Theorem.

B.2 Updated Lagrangian description

Using the area mapping (2.4) and the volume mapping (2.3), the total Lagrangian conservation law (2.9) is transformed into an updated conservation law Lagrangian as

\[
\frac{d}{dt} \int_V U \, dv + \int_{\partial V} \mathbf{g}_n \, da = \int_V \mathbf{T} \, dv, \tag{B.2}
\]

where

\[
\mathbf{g} = \mathbf{F} \mathbf{H}^{-1}; \quad \mathbf{g}_n = \mathbf{g} n, \\
\mathbf{T} = J^{-1} \mathbf{S}.
\]

Using the updated Lagrangian framework with the conservation laws of sections 2.4 and 2.6 gives

\[
\frac{d}{dt} \int_V \rho \, dV = \int_{\partial V} \mathbf{g} n \, da + \int_V \rho b \, dv, \tag{B.3}
\]

\[
\frac{d}{dt} \int_V \mathbf{F} \, dV = \int_{\partial V} (\mathbf{v} \otimes \mathbf{H}^{-1}) \mathbf{n} \, da, \tag{B.4}
\]

\[
\frac{d}{dt} \int_V J \, dV = \int_{\partial V} \mathbf{v} \cdot \mathbf{n} \, da, \tag{B.5}
\]

\[
\frac{d}{dt} \int_V H \, dV = -\int_{\partial V} \mathcal{L} \mathbf{n} \, da, \tag{B.6}
\]

\[
\frac{d}{dt} \int_V E \, dV = \int_{\partial V} \mathbf{g} n \cdot \mathbf{v} \, da + \int_V \rho b \cdot \mathbf{v} \, dv - \int_{\partial V} q \cdot \mathbf{n} \, da + \int_V s J^{-1} \, dv, \tag{B.7}
\]

where \([\mathcal{L}]_{i j} = \varepsilon_{i k l} \varepsilon_{l j k} v_k [F]_{k i} [H^{-1}]_{j},\) \(amineq k\) and \(q = \mathbf{H}^{-T} Q.\)

B.3 Eulerian description

The Eulerian description is obtained first performing a push forward of the variable \(\mathbf{U}\) in equation (B.2) to give

\[
\frac{d}{dt} \int_v \mathbf{U} \, dv + \int_{\partial v} \mathbf{g}_n \, da = \int_v \mathbf{T} \, dv, \tag{B.8}
\]
B.3. Eulerian description

where

$$\mathbf{V} = J^{-1}\mathbf{U}.$$  

Using now the Reynold’s transpor theorem (B.1) on equation (B.8) gives,

$$\int_v \frac{\partial \mathbf{V}}{\partial t} dv + \int_{\partial v} \mathbf{H}_n da + \int_{\partial v} \mathbf{G}_n da = \int_v \mathbf{T} dv,$$  \hspace{1cm} (B.9)

where $\mathbf{H}_n = (\mathbf{V} \otimes \mathbf{v})\mathbf{n}$ are the normal convective fluxes. The Eulerian description for the mixed system of conservation laws (B.3,B.4,B.5,B.6,B.7) is

$$\int_v \frac{\partial}{\partial t} (\rho \mathbf{V}) dv = \int_{\partial v} \sigma \mathbf{n} da - \int_{\partial v} \rho (\mathbf{v} \otimes \mathbf{v}) \mathbf{n} da + \int_v \rho b dv,$$  \hspace{1cm} (B.10)

$$\int_v \frac{\partial}{\partial t} (J^{-1} \mathbf{F}) dv = \int_{\partial v} (\mathbf{v} \otimes J^{-1}) \mathbf{n} da - \int_{\partial v} J^{-1} (\mathbf{F} \otimes \mathbf{v}) \mathbf{n} da,$$  \hspace{1cm} (B.11)

$$\int_v \frac{\partial}{\partial t} (J^{-1} \mathbf{J}) dv = \int_{\partial v} \mathbf{v} \cdot \mathbf{n} da - \int_{\partial v} \mathbf{v} \cdot \mathbf{n} da = 0,$$  \hspace{1cm} (B.12)

$$\int_v \frac{\partial}{\partial t} (J^{-1} \mathbf{H}) dv = - \int_{\partial v} \mathcal{L} \mathbf{n} da - \int_{\partial v} J^{-1} (\mathbf{H} \otimes \mathbf{v}) \mathbf{n},$$  \hspace{1cm} (B.13)

$$\int_v \frac{\partial}{\partial t} (J^{-1} \mathbf{E}) dv = \int_{\partial v} \sigma \mathbf{n} \cdot \mathbf{v} da + \int_v \rho b \cdot \mathbf{v} dv - \int_{\partial v} q \cdot \mathbf{n} da$$
$$+ \int_v s J^{-1} dv - \int_{\partial v} J^{-1} Ev \cdot \mathbf{n} da.$$  \hspace{1cm} (B.14)

If equation (B.12) is replaced by the Eulerian form of the conservation of mass law

$$\int_v \frac{\partial \rho}{\partial t} dv = - \int_{\partial v} \rho \mathbf{v} \cdot \mathbf{n} da$$  \hspace{1cm} (B.15)

equations (B.10), (B.14) and (B.15) form the Euler equations traditionally used when modelling inviscid flow (see [38,56,87]).
Appendix C

Polyconvexity

This chapter gives a brief introduction to polyconvex constitutive laws in solid mechanics. Next, it will present a framework for computing elastodynamics problems in the context of polyconvexity [110], which can be implemented using a Finite Volume Method algorithm as the one of the current thesis (see references [79, 80] for further details).

C.1 Constitutive laws

A polyconvex material is defined through a strain energy function $\psi$ which is a function of $F$ via a convex multi-valued function $W$ as

$$\psi(F) = W(F, H, J), \quad (C.1)$$

where invariance with respect to the rotations in the initial configuration implies that $W$ must be a function of $F$ and $H$ via the symmetric tensor $C = FF^T$ and $G = HH^T$. The three strain measures $F$, $H$ and $J$ have work conjugate stresses $\Sigma_F$, $\Sigma_H$ and $\Sigma_J$ respectively defined as

$$\Sigma_F(F, H, J) = \frac{\partial W}{\partial F}; \quad \Sigma_H(F, H, J) = \frac{\partial W}{\partial H}; \quad \Sigma_J(F, H, J) = \frac{\partial W}{\partial J}. \quad (C.2)$$

The time derivative of the strain energy in terms of $\psi(F)$ can be written as

$$\dot{\psi}(F) = P : \dot{F}, \quad (C.3)$$

whereas the time derivative of the strain energy in terms of $W(F, H, J)$ is obtained as
\[ \dot{W}(F, H, J) = \frac{\partial W}{\partial F} : \dot{F} + \frac{\partial W}{\partial H} : \dot{H} + \frac{\partial W}{\partial J} \dot{J} \]
\[ = \Sigma_F : \dot{F} + \Sigma_H : \dot{H} + \Sigma_J \dot{J} \]
\[ = \Sigma_F : \dot{F} + \Sigma_H : (F \times \dot{F}) + \Sigma_J H : \dot{F} \]
\[ = (\Sigma_F + \Sigma_H \times F + \Sigma_J H) : \dot{F}. \quad (C.4) \]

Comparing equations (C.3) and (C.4) the first Piola-Kirchhoff stress tensor for a polyconvex material is given as
\[ P = \Sigma_F + \Sigma_H \times F + \Sigma_J H. \quad (C.5) \]

### C.2 System of conservation laws

An alternative system of conservation laws to the one proposed in chapter 4 can be proposed using the variables involved in the polyconvex constitutive model defined in the previous section. By using equations (2.30), (2.58), (2.63) and (2.67) an alternative mixed system of conservation laws can be written as

\[ \frac{\partial p}{\partial t} - \text{DIV} P = \rho_0 b, \quad (C.6a) \]
\[ \frac{\partial F}{\partial t} - \text{DIV} (v \otimes I) = 0, \quad (C.6b) \]
\[ \frac{\partial J}{\partial t} - \text{DIV}(H^T v) = 0, \quad (C.6c) \]
\[ \frac{\partial H}{\partial t} - \text{CURL}(v \times F) = 0, \quad (C.6d) \]

or, in integral form

\[ \frac{d}{dt} \int_V p dV = \int_{\partial V} t dA + \int_V \rho_0 b dV, \quad (C.7a) \]
\[ \frac{d}{dt} \int_V F dV = \int_{\partial V} \frac{1}{\rho_0} p \otimes N dA, \quad (C.7b) \]
\[ \frac{d}{dt} \int_V J dV = \int_{\partial V} v \cdot (HN) dA, \quad (C.7c) \]
\[ \frac{d}{dt} \int_V H dV = - \int_{\partial V} (v \times F \times N) dA, \quad (C.7d) \]

which can be rewritten in short form as

\[ \frac{d}{dt} \int_V \mathbf{U} dV = - \int_{\partial V} \mathbf{F}_N dA + \int_V \mathbf{S} dV, \quad (C.8) \]

where
C.3 Hyperbolicity of the system

Following, it will be proved that the system (C.8) is hyperbolic when a polyconvex constitutive model is used. Using equation (2.15) in the system (C.8) gives

\[
\begin{pmatrix}
\frac{D}{Dt} \left[ F^R_{\alpha}, H^R_{\alpha}, J^R_{\alpha} \right] \\
v^R_{\alpha} \times F \times N + v \cdot F^R_{\alpha} \times N \\
v^R_{\alpha} \cdot (HN) + v \cdot (H^R_{\alpha} N)
\end{pmatrix} = c_\alpha \begin{pmatrix}
-\rho_0 v^R_{\alpha} \\
-F^R_{\alpha} \\
H^R_{\alpha} \\
-J^R_{\alpha}
\end{pmatrix}.
\] (C.10)

Considering the cases where \( c_\alpha \neq 0 \), the second equation gives

\[
F^R_{\alpha} = -\frac{1}{c_\alpha} v^R_{\alpha} \times N,
\] (C.11)

which implies \( v \times F^R_{\alpha} \times N = 0 \). Replacing this result into the third equation of (C.10) renders

\[
H^R_{\alpha} = \frac{1}{c_\alpha} v^R_{\alpha} \times F \times N = -\frac{1}{c_\alpha} F \times (v^R_{\alpha} \times N)
\] (C.12)

and this in turn implies \( H^R_{\alpha} N = 0 \) which replaced into the last equation results into

\[
J^R_{\alpha} = -\frac{1}{c_\alpha} v^R_{\alpha} \cdot (HN) = -\frac{1}{c_\alpha} H : (v^R_{\alpha} \times N).
\] (C.13)

Using equations (C.11), (C.12) and (C.13) into the first equation, the following result is obtained

\[
\frac{D}{Dt} \left[ v^R_{\alpha} \times N, F \times (v^R_{\alpha} \times N), H : (v^R_{\alpha} \times N) \right] = \rho_0 c_\alpha^2 v^R_{\alpha},
\]

which can be rewritten in a weak manner premultiplying it by a generic virtual velocity \( \delta v \) to obtain

\[
(\delta v \times N) : DP \left[ v^R_{\alpha} \times N, F \times (v^R_{\alpha} \times N), H : (v^R_{\alpha} \times N) \right] = \rho_0 c_\alpha^2 \delta v \cdot v^R_{\alpha},
\]

which has to be fulfilled for any value of \( \delta v \). Using the definition of \( P \) according to the polyconvex constitutive model (equation (C.5)) gives
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\((\delta \mathbf{v} \otimes \mathbf{N}) : \mathbf{D} \mathbf{P} [\mathbf{v}^R \otimes \mathbf{N}, \mathbf{F} \times (\mathbf{v}^R \otimes \mathbf{N}), \mathbf{H} : (\mathbf{v}^R \otimes \mathbf{N})] =
\)
\= (\delta \mathbf{v} \otimes \mathbf{N}) : D(\Sigma_F) [\mathbf{v}^R \otimes \mathbf{N}, \mathbf{F} \times (\mathbf{v}^R \otimes \mathbf{N}), \mathbf{H} : (\mathbf{v}^R \otimes \mathbf{N})]
\+ (\delta \mathbf{v} \otimes \mathbf{N}) : D(\Sigma_H \times \mathbf{F}) [\mathbf{v}^R \otimes \mathbf{N}, \mathbf{F} \times (\mathbf{v}^R \otimes \mathbf{N}), \mathbf{H} : (\mathbf{v}^R \otimes \mathbf{N})]
\+ (\delta \mathbf{v} \otimes \mathbf{N}) : D(\Sigma_J \mathbf{H}) [\mathbf{v}^R \otimes \mathbf{N}, \mathbf{F} \times (\mathbf{v}^R \otimes \mathbf{N}), \mathbf{H} : (\mathbf{v}^R \otimes \mathbf{N})]. \tag{C.14}

The first term of the right hand side of (C.14) can be further expanded in the following manner

\((\delta \mathbf{v} \otimes \mathbf{N}) : D(\Sigma_F) [\mathbf{v}^R \otimes \mathbf{N}, \mathbf{F} \times (\mathbf{v}^R \otimes \mathbf{N}), \mathbf{H} : (\mathbf{v}^R \otimes \mathbf{N})]\)
\= (\delta \mathbf{v} \otimes \mathbf{N}) : \left(\frac{\partial^2 W}{\partial \mathbf{F} \partial \mathbf{F}} : (\mathbf{v}_a \otimes \mathbf{N}) + \frac{\partial^2 W}{\partial \mathbf{F} \partial \mathbf{H}} : (\mathbf{F} \times (\mathbf{v}_a \otimes \mathbf{N})) + \frac{\partial^2 W}{\partial \mathbf{F} \partial \mathbf{J}} (\mathbf{H} : (\mathbf{v}_a \otimes \mathbf{N}))\right),

proceeding in the same manner for the second term gives

\((\delta \mathbf{v} \otimes \mathbf{N}) : D(\Sigma_H \times \mathbf{F}) [\mathbf{v}^R \otimes \mathbf{N}, \mathbf{F} \times (\mathbf{v}^R \otimes \mathbf{N}), \mathbf{H} : (\mathbf{v}^R \otimes \mathbf{N})]\)
\= (\delta \mathbf{v} \otimes \mathbf{N}) : \left(\frac{\partial^2 W}{\partial \mathbf{H} \partial \mathbf{F}} : (\mathbf{v}_a \otimes \mathbf{N}) + \frac{\partial^2 W}{\partial \mathbf{H} \partial \mathbf{H}} : (\mathbf{F} \times (\mathbf{v}_a \otimes \mathbf{N})) + \frac{\partial^2 W}{\partial \mathbf{H} \partial \mathbf{J}} (\mathbf{H} : (\mathbf{v}_a \otimes \mathbf{N}))\right).

and finally the last term,

\((\delta \mathbf{v} \otimes \mathbf{N}) : D(\Sigma_J \mathbf{H}) [\mathbf{v}^R \otimes \mathbf{N}, \mathbf{F} \times (\mathbf{v}^R \otimes \mathbf{N}), \mathbf{H} : (\mathbf{v}^R \otimes \mathbf{N})]\)
\= (\delta \mathbf{v} \otimes \mathbf{N}) : \left(\frac{\partial^2 W}{\partial \mathbf{J} \partial \mathbf{F}} : (\mathbf{v}_a \otimes \mathbf{N}) + \frac{\partial^2 W}{\partial \mathbf{J} \partial \mathbf{H}} : (\mathbf{F} \times (\mathbf{v}_a \otimes \mathbf{N})) + \frac{\partial^2 W}{\partial \mathbf{J} \partial \mathbf{J}} (\mathbf{H} : (\mathbf{v}_a \otimes \mathbf{N}))\right).

The results above can be rewritten as

\((\delta \mathbf{v} \otimes \mathbf{N}) : ((\delta \mathbf{v} \otimes \mathbf{N}) \times \mathbf{F}) : (\delta \mathbf{v} \otimes \mathbf{N}) : \mathbf{H} \mathbf{W} \left(\begin{array}{c}
(\mathbf{v}_a \otimes \mathbf{N}) \\
(\mathbf{v}_a \otimes \mathbf{N}) \\
(\mathbf{v}_a \otimes \mathbf{N})
\end{array}\right) = \rho_0 \mathbf{c}_0^2 \delta \mathbf{v} \cdot \mathbf{v}_a^R,\)

where \(\mathbf{H} \mathbf{W}\) is the Hessian defined as

\[
\mathbf{H}_\mathbf{W} = \left(\begin{array}{ccc}
\frac{\partial^2 W}{\partial \mathbf{F} \partial \mathbf{F}} & \frac{\partial^2 W}{\partial \mathbf{F} \partial \mathbf{H}} & \frac{\partial^2 W}{\partial \mathbf{F} \partial \mathbf{J}} \\
\frac{\partial^2 W}{\partial \mathbf{H} \partial \mathbf{F}} & \frac{\partial^2 W}{\partial \mathbf{H} \partial \mathbf{H}} & \frac{\partial^2 W}{\partial \mathbf{H} \partial \mathbf{J}} \\
\frac{\partial^2 W}{\partial \mathbf{J} \partial \mathbf{F}} & \frac{\partial^2 W}{\partial \mathbf{J} \partial \mathbf{H}} & \frac{\partial^2 W}{\partial \mathbf{J} \partial \mathbf{J}}
\end{array}\right)
\]

and therefore hyperbolicity will be ensured if the strain energy is polyconvex. Consider the particular strain energy, which is polyconvex in \(\mathbf{F}\) and \(\mathbf{J}\),

\[W(\mathbf{F}, \mathbf{J}) = \frac{1}{2} (\mathbf{F} : \mathbf{F} - 3) - \mu \ln J + \frac{\lambda}{2} (J - 1)^2,\]

the Hessian is given by
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\[ \mathcal{H}_W = \begin{pmatrix} 2\mu I & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \mu/\lambda \end{pmatrix}, \]

where

\[ \mathcal{I}_{ijj} = \delta_{ij}\delta_{ij} \]

Using this particular Hessian in (C.15) gives

\[ \mu \delta v \cdot v^R + \left( \frac{\mu}{J^2} + \lambda \right) (h \cdot \delta v) (h \cdot v^R) = \rho_0 c^2 \delta v \cdot v^R, \tag{C.16} \]

which is the characteristic equation of the system for this particular strain energy. The first two wave families are obtained setting \( v^R = n \). Replacing in (C.16) gives

\[ \mu \delta v \cdot n + \left( \frac{\mu}{J^2} + \lambda \right) (hn \cdot \delta v) (hn \cdot n) = \rho_0 c^2 \delta v \cdot n, \]

and finally

\[ c_{1,2} = \pm c_p; \quad c_p = \sqrt{\frac{\mu}{\rho_0} + \frac{h^2}{\rho_0} \left( \frac{\mu}{J^2} + \lambda \right)}. \]

On the other hand, the third to sixth wave families are obtained using two arbitrary vectors orthogonal to \( n \), that is \( v^R = t_i, i = \{1, 2\} \). Replacing in (C.16) gives

\[ \mu \delta v \cdot t_i = \rho_0 c^2 \delta v \cdot t_i \]

and the wave speeds are given by

\[ c_{3,4} = c_{5,6} = \pm c_s; \quad c_s = \pm \sqrt{\frac{\mu}{\rho_0}} \]

and it can be seen that the system is always hyperbolic. Finally, the right eigenvectors are given by

\[ U_{R}^{1,2} = \begin{pmatrix} n \\ \pm \frac{1}{c_p} F \times (n \otimes N) \\ \pm \frac{1}{c_p} H : (v^R \otimes N) \end{pmatrix}; \quad U_{R}^{3,4} = \begin{pmatrix} t_1 \\ \pm \frac{1}{c_p} t_1 \otimes N \\ \pm \frac{1}{c_p} F \times (t_1 \otimes N) \end{pmatrix}; \quad U_{R}^{5,6} = \begin{pmatrix} t_2 \\ \pm \frac{1}{c_p} t_2 \otimes N \\ \pm \frac{1}{c_p} F \times (t_2 \otimes N) \end{pmatrix}. \]
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Vertex centred finite volume and Galerkin Finite Element

D.1 Preliminaries

In this appendix, the vertex centred Finite Volume will be compared to the Finite Element Galerkin formulation. In D.2, the Finite Element discretisation of a conservation law will be briefly summarised. In D.3 this discretisation will be reordered in order to prove that, for an interior node, is equivalent to a Finite Volume discretisation using central differences and a median dual mesh. Finally, in D.4 the weights used for the boundary contribution in section 5.4 will be explained from a Finite Element point of view. The comparison will be carried out for a two dimensional case, but this same procedure can be easily extended to three dimensions.

D.2 Finite Element discretisation of a conservation law

A conservation law of the type of equation (2.9) can be written in variational form as [52,87],

\[
\int_{V} \delta \mathbf{\mathbf{v}} \cdot \frac{\partial \mathbf{u}}{\partial t} dV - \int_{V} \nabla \mathbf{v} \cdot \mathbf{F}(\mathbf{u}) dV + \int_{\partial V} \delta \mathbf{v} \cdot \mathbf{F}_{N} dA = 0 \tag{D.1}
\]

where \( \delta \mathbf{v} \) are a set of test functions satisfying homogeneous boundary conditions on the Dirichlet Boundaries \( \Gamma_{D} \). By choosing a specific discretisation, the following discretised variational formulation is obtained

\[
\int_{V} \delta \mathbf{v}^{h} \cdot \frac{\partial \mathbf{u}^{h}}{\partial t} dV - \int_{V} \nabla \mathbf{v}^{h} \cdot \mathbf{F}(\mathbf{u}^{h}) dV + \int_{\partial V} \delta \mathbf{v}^{h} \cdot \mathbf{F}_{N} dA = 0 \tag{D.2}
\]
where $\delta \mathbf{V}^h$ and $\mathbf{U}^h$ are, respectively, the discretised test functions and solution. The Galerkin discretisation is obtained using the same interpolation functions both for the discretised solution $\mathbf{U}^h$ and the test functions $\delta \mathbf{V}^h$ as

$$\delta \mathbf{V}^h = \sum_{a=1}^{n} N_a \delta \mathbf{V}_a, \quad (D.3)$$

$$\mathbf{U}^h = \sum_{b=1}^{n} N_b \mathbf{U}_b, \quad (D.4)$$

by using these relations, equation (D.1) can be written as

$$\sum_{a=1}^{n} \delta \mathbf{V}_a \cdot \left( \int_V N_a \frac{\partial \mathbf{U}^h}{\partial t} dV - \int_V \mathbf{F}(\mathbf{U}^h) \nabla_0 N_a dV + \int_{\partial V} N_a \mathbf{F}_N dA \right) = 0 \quad (D.5)$$

and since the equation above has to be satisfied for all $\delta \mathbf{V}_a$, the following is verified,

$$\int_V N_a \frac{\partial \mathbf{U}^h}{\partial t} dV - \int_V \mathbf{F}(\mathbf{U}^h) \nabla_0 N_a dV + \int_{\partial V} N_a \mathbf{F}_N dA = 0. \quad (D.6)$$

**D.3 Interior nodes**

For an interior node $a$, equation (D.6) is reduced into

$$\int_V N_a \frac{\partial \mathbf{U}^h}{\partial t} dV - \int_V \mathbf{F}(\mathbf{U}^h) \nabla_0 N_a dV = 0 \quad (D.7)$$

Using (D.4) and a linear interpolation of fluxes

$$\mathbf{F}(\mathbf{U}^h) = \sum_{b} \mathbf{F}(\mathbf{U}_b) N_b, \quad (D.8)$$

equation (D.7) can be extended as

$$\sum_{b \in \Lambda_a} \frac{\partial \mathbf{U}_b}{\partial t} \int_V N_a N_b dV = \sum_{e \ni a} \left( \int_{V_e} \sum_{c \in e} \mathbf{F}(\mathbf{U}_c) N_c \nabla_0 N_a dV \right)$$

$$\sum_{a \in \Lambda_a} \frac{\partial \mathbf{U}_b}{\partial t} \int_V N_a N_b dV = \sum_{e \ni a} \frac{A_e}{3} \left( \sum_{c \in e} \mathbf{F}(\mathbf{U}_c) \right) \nabla_0 N^e_a. \quad (D.9)$$

Assuming the use of linear shape functions, for a given shape function $N_a$, evaluated at an element $e$ formed by nodes $a$, $b$ and $c$ (see Figure D.1a), the following holds

$$\int_V \nabla_0 N^e_a dV = \int_{V_e} \nabla_0 N^e_a dV = \int_{\partial V_e} N^e_a \mathbf{N} dA = \frac{l_b}{2} N^e_b + \frac{l_c}{2} N^e_c = \frac{1}{2} (N_b l_c + N_c l_b),$$

$$(D.10)$$
where \( l_b^e \), \( \mathbf{N}_b^e \) are the length and normal vector of the edge opposite to node \( b \) at element \( e \) (see Figure D.1b). Taking into account

\[
\mathbf{N}_a^e l_a^e + \mathbf{N}_b^e l_b^e + \mathbf{N}_c^e l_c^e = \int_{\partial V_e} \mathbf{N} dA = 0 \tag{D.11}
\]

and using \( \int_{V_e} \nabla_0 \mathbf{N}_a^e d\mathbf{V} = A_e \nabla_0 \mathbf{N}_a^e \), the gradient within an element \( e \) can be written as

\[
\nabla_0 \mathbf{N}_a^e = -\frac{l_a^e}{2A_e} \mathbf{N}_a^e. \tag{D.12}
\]

This result can be replaced into (D.9) to give

\[
\sum_{b \in \Lambda_a} \frac{\partial \mathbf{U}_b}{\partial t} \int_V N_a N_b d\mathbf{V} = \sum_{e \in a, b, c \in e} \frac{l_b^e}{6} (\mathbf{F}(\mathbf{U}_a) + \mathbf{F}(\mathbf{U}_b) + \mathbf{F}(\mathbf{U}_c)) \mathbf{N}_a^e \tag{D.13}
\]

\[
= \sum_{e \in a, b, c \in e} \frac{l_a^e}{6} (\mathbf{F}(\mathbf{U}_a) + \mathbf{F}(\mathbf{U}_b)) \mathbf{N}_a^e - \frac{l_a^e}{6} (\mathbf{F}(\mathbf{U}_a) + \mathbf{F}(\mathbf{U}_c)) \mathbf{N}_a^e \tag{D.14}
\]

where the following has been taken into account

\[
\sum_{e \in a} l_a^e \mathbf{N}_a^e = 0. \tag{D.15}
\]

The above can be rewritten as a sum over nodes \( b \) connected to \( a \) in the following manner

\[
\sum_{b \in \Lambda_a} \frac{\partial \mathbf{U}_b}{\partial t} \int_V N_a N_b d\mathbf{V} = \sum_{b \in \Lambda_a, e_1, e_2 \in a} -\frac{1}{6} (\mathbf{F}(\mathbf{U}_a) + \mathbf{F}(\mathbf{U}_b)) (l_{a1}^e \mathbf{N}_{a1}^e + l_{a2}^e \mathbf{N}_{a2}^e). \tag{D.16}
\]

It is easily proved that the following identity holds (see Figures D.2a and D.2b)

\[
l_{a1}^e \mathbf{N}_{a1}^e + l_{a2}^e \mathbf{N}_{a2}^e = l_{ab}^1 \mathbf{N}_{ab}^1 + l_{ab}^2 \mathbf{N}_{ab}^2 = 3 \mathbf{C}^{ab}, \tag{D.17}
\]

where \( l_{ab}^i \) and \( \mathbf{N}_{ab}^i \) stands for the medial \( i \) that goes from the midpoint of edge \( ab \) to the opposed vertex in element \( e_i \) and \( \mathbf{C}^{ab} \) is given by equation (5.6). Replacing this result in (D.16) renders

\[
\sum_{b \in \Lambda_a} \frac{\partial \mathbf{U}_b}{\partial t} \int_V N_a N_b d\mathbf{V} = \sum_{b \in \Lambda_a} -\frac{1}{2} (\mathbf{F}(\mathbf{U}_a) + \mathbf{F}(\mathbf{U}_b)) \mathbf{C}^{ab}, \tag{D.18}
\]
Figure D.1: Set of triangular elements $e$ to which the node $a$ belongs (a) and notation for the normal vectors and lengths of the edges of a triangular element (b).

Figure D.2: Normal vectors and lengths of the median line connecting the midpoint of edge $ab$ with the opposite vertexes of its surrounding elements (a) and segments of these median lines corresponding to the dual mesh (b).
Finally, by using a lumped mass matrix, the above is written as

\[
\frac{\partial \mathbf{U}_a}{\partial t} = \frac{1}{V_a} \sum_{\alpha \in \Lambda_a} -\frac{1}{2} (\mathbf{F}(\mathbf{U}_a) + \mathbf{F}(\mathbf{U}_b)) C^{ab} \tag{D.19}
\]

where

\[
V_a = \int_V N_a dV \tag{D.20}
\]

which is identical to the interior contribution of (5.7) for the Finite Volume Method.

### D.4 Boundary contribution

Using the linear interpolation of fluxes (equation (D.8)), the boundary contribution of equation (D.6) is written as

\[
\int_{\partial \Omega} N_a F_N(\mathbf{U}^h) \, dA = \sum_b \mathbf{F}(\mathbf{U}_b) \int_{\partial \Omega} N_a N_b \, dA \tag{D.21}
\]

\[
\int_{\partial \Omega} N_a F_N(\mathbf{U}^h) \, dA = \sum_b m_{ab} \mathbf{F}(\mathbf{U}_b) N_{ab} \tag{D.22}
\]

where \( m_{ab} \) are the components of the mass matrix \( m \). As recommended in [91], a combination of consistent mass matrix and lump mass matrix coefficients is used at the boundaries (see as well [8]). This gives, for a two dimensional case,

\[
\frac{1}{2} (m^C + m^L) = \frac{l_{ab}}{12} \begin{pmatrix} 5 & 1 \\ 1 & 5 \end{pmatrix} \tag{D.23}
\]

therefore

\[
\int_{\partial \Omega} N_a F_N(\mathbf{U}^h) \, dA = \sum_{\alpha \in \Lambda_B} \frac{5\mathbf{F}(\mathbf{U}_a) + \mathbf{F}(\mathbf{U}_b)}{6} N_{e\alpha} \frac{l_{e\alpha}}{2} \tag{D.24}
\]

For the three dimensional case, the coefficients are obtained as

\[
\frac{1}{2} (m^C + m^L) = \frac{A_{abc}}{24} \begin{pmatrix} 6 & 1 & 1 \\ 1 & 6 & 1 \\ 1 & 1 & 6 \end{pmatrix} \tag{D.25}
\]

which gives,

\[
\int_{\partial \Omega} N_a F_N(\mathbf{U}^h) \, dA = \sum_{\alpha \in \Lambda_B} \sum_{c \in (\Lambda_B \cap \Lambda_B)} \frac{2\mathbf{F}(\mathbf{U}_a) + \mathbf{F}(\mathbf{U}_b) + \mathbf{F}(\mathbf{U}_c)}{4} N_{abc} \frac{A_{abc}}{3} \tag{D.26}
\]
Appendix D. Vertex centred finite volume and Galerkin Finite Element
Appendix E

Geometrical Weights

The geometrical weights are obtained as proposed in [48] by means of a Lagrange multiplier minimisation procedure. A set of numerical weights $\theta_{ab}$ are proposed such that the second order differences cancel for a linear field. This is,

$$L(X_a) = \sum_{b \in \Lambda_a} \theta_{ab} (X_b - X_a) = 0. \quad (E.1)$$

The minimisation procedure consists in finding the values $\theta_{ab}$ closest as possible to 1, such that satisfy equation (E.1). This is achieved defining the geometrical weights as

$$\theta_{ab} = 1 + \Delta \theta_{ab}$$

and minimising for $\Delta \theta_{ab}$. To do so, the following functional is defined

$$\Pi(\Delta \theta_{ab}, \lambda) = \frac{1}{2} \sum_{b \in \Lambda_a} (\Delta \theta_{ab})^2 + \lambda \cdot \sum_{b \in \Lambda_a} (1 + \Delta \theta_{ab})(X_b - X_a) \quad (E.2)$$

where the first part is a cost function that will ensure that the weights are as closest to unity as possible, whereas the second part is the actual constraint, where $\lambda$ is the Lagrange multiplier. The minimisation of this function with respect to $\lambda$ and $\Delta \theta_{ab}$ gives the following system of equations

$$K_a \lambda = b_a, \quad (E.3)$$

where

$$K_a = \sum_{b \in \Lambda_a} (X_b - X_a) \otimes (X_b - X_a),$$

$$b_a = \sum_{b \in \Lambda_a} (X_b - X_a).$$

Once the Lagrange multiplier $\lambda$ is obtained, the geometrical weights are obtained as
\[ \theta_{ab} = 1 - \lambda \cdot (X_b - X_a). \]  
(E.4)

And since this is a total Lagrangian framework, these geometrical weights will need to be calculated once per simulation (pre-processing).
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