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A b s t r a c t

Vehicular communications occur when two or more vehicles come into 
range with one another, to share data over wireless media. Its appli­

cations are far-reaching, from toll collection to collision avoidance.

Rate Adaptation Algorithms (RAAs) in IEEE 802.11 wireless net­
works maximize throughput by selecting their t ransmission rates among 

the multiple available' transmission rates based on the time-varying 
and location-dependent wireless channel conditions. In this thesis, a 
detailed study is made' on Adaptive Context-Aware Rate Selection 
(ACARS) algorithm that is efficient for data transfers, improving en­
ergy utilization, and also suitable for road safety applications. The 
goal of ACARS is to implement a RAA tha t can reliably estimate 

Signal-t-o-Noise-Ratio (SNR) to the Physical (PHY) layer by the inte­
gration transmission power, and Access Point (AP) coordination into 
its design.

One of the major challenges of deploying mobile nodes in wireless 
networks is the power management. ACARS is able to minimize the 
total transmission power in the presence of propagation phenomena 
and mobility of vehicles, by rapid estimation of SNR to the PHY layer.

Regarding safety applications in vehicular communications, RAAs 

need to minimize delay. ACARS minimizes the delay by using op­

timum data rates which reduces tin' network load in order to meet 

the application requirements. Simulation results confirm that the air­
time (delay) as one of the key factors for safety applications is within 

the range of 100 ms recommended by the Institute of Electrical and 

Electronic Engineers (IEEE) standard for vehicle safety applications.
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In tro d u c tio n

1.1 O v e rv iew

The' frequent occurrence1 e)f ace:idents on our ronels is a niajor cone-ern for every 
nation, since1 accielenls contribute a significant pen'eent age1 to llie1 daily ele'atli rate1. 
This conee-rn is one of the1 challenges fae ing resctarch in vedheular commitmentions 
and road safety. IT)]■ seweral years now. vehieular nelworks have been a topic: of 
uniejue research inte're'sl in the1 area of wiredess and mobile e'ennniunications. The 
nnnibeu- of road accidents can be1 reduced with greale1]- eennmnnieiation and co- 

operation betwe'e'n vedneles and Road Side Unit (RSU) offered by the Intelligent 
Transport Systems (ITS) [7].

De'dicated Slmrt Range Communication (DSRC1) is regarded as one of the' 
nmsi ])romising te'chnologies to provide1 a robust eunnnunication niedium anei is 

affordable emough to be built intej ewery vehicle. It is designed to support both 

road safety and commercial applications. Roael safest) applic*ations will require 
reliable and timely wirede'ss eommunieatiems. while commcTcial applications will 
e'xpe'd a high data rate. In ordeT to provide1 a high rate e)f reliable data rate, 

an important te'ehniquc for wirede'ss e-ommunicai ions is adaptive modulation and 
coding, which adapts to the' communication channel conditions and aitem pts in 
orele'r to proviele the1 besl ]x ŝsiblc* eonnnnnie-al ion ])e'iformane-e. Howcwer. elite1 

to the1 high spee'el of vehie-les. the time1 during which two vehicles or a vehie le1

I



1.1 Overview

and a roadside AP are in a communication range1 can be very short , which peso 
a big challenge for the rate adaptation of vehicle1 coinmunication networks. In 
this project, adaptive and context-aware1 Rate Adaptation Algorithms (RAAs) 

are1 investigated for DSRC-based vehicle networks, with transmit poweT control 
and AP e oordination to improve data transfer performance [8].

In ordeT to adaptively transfer data in vehicular networks, it is needful to 
elevedop a context-aware rale1 seduction algorilhm so that vediick's can change1 bit 

rate1 in ihe midst of fast nmvement of vehicles le) the bit rate that will give an 

opiiinum throughput pcrformanex1. With this rale selee-tion scheme, vehiedes can 

connmmie aie1 with each olhe'r e'ffiebently with minimal delay and gooel throughput 

performance for eiptimum syst cm 111 ili/at ion. By integral mg power centrol sediemo 
inie) our proposed rate sedeictiejn algorithm, it will minimize1 ene'rgy consumption 
of connmmie ation system, enhanee Quality of Service (QcjS). improve e-ollision 
avoidance1 elite1 to AP coordination, and re'duce1 congestion elite 1o range checking. 
In oreler 1o evaluate the performance of the power control scheme1 integrated in 
this projiose'd algorithm, simulation will be1 done1 for different environments using 

path loss ewponent and shadowing. By ihe'se1 simulations, analyses em the impact 
of propagation phenomena on ihe1 rate1 selection schemes will be1 considered.

Since packe't collisions are1 mitigated by reducing the1 network congestion, it is 
necessary lohave a RSU that will eoordinate1 the communicating vehicles (clients) 
and reduce the1 number of vehicles contending for the network resources at a given 
time1 using the range cheddng tee-lmiejue1.

This ehaptor starts with a general over\dew of DSRC and then assume1 RAAs. 

Evolution of wireless communication tevlmology will also be considered, and ex­
plain motivations in this research. Idle1 aims and objective's of ibis research will 

be prenbeled, including statements of originaliiy in this thesis, f  inally, the outline 
of this thesis will etonclude the1 chapter.



1.2 R ate  A daptation  Algorithms (RAAs)

1.2 R a t e  A d a p t a t i o n  A lg o r i th m s  (R A A s)

Rale adaptation is a link layer mechanism critical to ihe system performance in 

IEEE 802.11 Wireless Local Area Networks (WLANs) [9]. It is the process to 
el loose the optimum rate for ihe current channel conditions. It is also one of 

the fundamental resource management issues for 802.11 devices which are used 

to deal with channel dynamics. The reason lor rale adaptation is to maximize 

tlie throughput via exploiting ihe multiple transmission rates available for 802.11 

devices and adjusting their transmission rates dynamically to the time-varying 
and location dependent wireless channel conditions.

1.3 E v o lu t io n  of W ire le s s  C o m m u n ic a t io n  Tech- 

no  logy

Since the early 1990s, there have been remarkable changes and challenges in the 
area of wireless and mobile commnnicat ion. The development of semi-conductors 
and integrated circuits is the basis of the working principle of mobile communi­
cation [!()]. In the late 1990s, this area experienced a rapid growth and ini crest 
with the exist once of 20. 30. and 40  cellular networks. Due to 1 he flexibility and 
portability of this technology, it motivated many researchers in ihe held of Infor­

mation and Communication Technology (JOT) with telecommunication engineers 

interested in how to employ tin' capabilities of this technology. In the last few 
years, we have witnessed a dramatic growth in the wireless industry which has 
created a lot of employment as well as financial revolution in the wireless indus­
try. Since the introduction of this technology, there has been a tremendous shift 
away from landhnes telephones which were very effective since their introduction 

in 1979 to mobile cellular telephony in 1980.

The Advanced Mobile Phone System (AMPS) was launched in 1982 in the 
Pniied Slates duo to the growlh of mobile communications in o l d e r  1 0  deploy 
mobile services to people. The system was allocated a 40 MHz bandwidth within 

1 he 800-900 MHz frequency range by the Federal Communications Commission



1.4 S ta tem ent of Originality

(FCC) for AMPS. An additional 10 MHz bandwidth calk'd Expanded Sped nun 

(ES). was allocated to AMPS in 1988 [3].

The importance' of wireless technology is ubiquitous in tha t everyone can 

feel the impact of this technology, since it is deployed both at home, schools, 
coifoe shops, hospitals, offices and many other places. It makes life easier than 

before when it comes to wireless and mobile technology and devices such as 

Personal Digital Assistant (PDA), laptops, IPADs and mobile phones are used to 
deploy these services Jl Jl. 'Flic existence of this technology is what makes DSHD 

technology a reliable mechanism to be built into every vehicle in the near fuiure.

Every part of tin' world have been identified with the' revolution of wireless 
technology, and you can hardly mention any couni ry now tha t has nol experi­

enced the benefits of wireless technology in areas such as Internet surfing, mobile 
phones and video conferencing. Furthermore, tin' spread and development of 
wireless technology continues to gain more recognition due to the promotion and 
motivation received from researchers in the field of wireless and mobile networks 
[12]. Nowadays, wireless technology has absorbed our lives by numerous ap­
plications such tts video conferencing, watching videos on YouTube [13]. social 
networking and Internet surfing. Today, the IPAD has almost taken over as one 
of the important portable cornpuler devices thanks to the support of wireless 
t ethnology.

1.4 S t a t e m e n t  of O r ig in a l i ty

This thesis deals with the design and implementation of ACARS algorit Inn. This 
algorithm is based on the principles of the Context-Aware Rate Selection (CARS) 

algorithm [14] [15]. Implementing ACARS is based on mitigating tin' weaknesses 

of CARS such as. not robust io errors in context-informal ion [14], cannot esti­
mate SNR at the PHY layer, and then improved it while implementing ACARS. 

The results show thai ACARS performs better than the existing RAAs in many 
scenarios, because it can csiimale SNR to the PHY layo and also with ihe role 

of the power control scheme integrated into ACARS algorithm..



1.5 Thesis Motivation

1.5 T h es is  M o t iv a t io n

In order to design an adaptive context-aware rati' selection algorithm, it was 

important to study and investigate the problems faced by vehicular networks. 

Tli(' communication range between vehicles or between a vehicle and RSU is very 
short due to the high mobility of communicating vehicles. With this challenge, 

the primary focus of this proposed rate selection scheme is how to implement a 

RAA that will eombai of these problems, expressed by the following questions: 
when should vehicles change rates depending on network conditions and how fast 

should these' change's occur?.

1.6 A im s  a n d  O b je c t iv e s

• Investigate' tile' pe'rformanc'O measure's for adaptive context-aware' rate' se­

lection algor it Inns:

• Evaluate' the' aelaplivc and context-aware' data transier protoe'ol with power 
control and access point coordination:

• Mitigate' the' nc'twork conge'stion through ]tower management scheme's:

• Improve QoS through power control:

• Reduce packc'i collisions for efficie'nt and re'liabk' data transfer for vc'hic- 

ular eoinnnmication. by using Requc'sl-to-Se'iid/Cloar-tn-Send (RTS/OTS) 

mechanisms.

1.7 K ey  C o n t r i b u t io n s

1. IEEE 802.11 M A C /P H Y  Layer M odelling
'Llie' Medium Aec< ^s Cenitrol (MAC) la>er is responsible' lor managing 1 rans- 

mission aciivitie's 1 0  provide' fairness and QoS within the' wheless nelwork. 
1 t lie' back-oif eouuie'r schc'me' was use'* 1 in de'ie'rmine which station c an
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transmit, depending on whether the sialjon is busy or idle so as 1 0  reduce 
collisions between communicating vehicles which strongly affects the per­

formance of the wireless network. The PHY layer has also been modelled 
using estimated SNR. In this model. SNR was calculated for different bit - 
rates in order to estimate Packet Error Rate (PER)to the PHY layer. This 

was done using an interpolation of Bit Error Rate (13ER) table generated 
during simulations which is one of ihe parameters needed in i h e  proposed 

rate s e l e c t i o n  algorithm. Those parameters were used to implemem ihe 

proposed algorithm and present a meaningful performance increase i n  the 

network functionality compared to existing RAAs.

1. IE E E  H a te  S e lec tion  S chem es
Existing RAAs such as AARE. CARS. OXOE, and SAMPLER ATE. used 
in the IEEE 802.11 standard were investigaied. Their heuristic approaches 

and performance in wireless networks were also considered. In 1 his research, 
a robust rale selection algorilhm known as Adaptive Context-Aware Rate 
Seleeiion (ACARS) is proposed. This algorithm has better performance 
than existing RAAs as il can control transmit power in vehicular networks. 
This proposed algorithm takes care one of the problems of rate selection in 
the short communication range between communicating vehicles.

1. M a n a g in g  R ece ived  S ignal S t r e n g th  (R SS) w ith  a d a p t iv e  r a t e  a l­
g o r i th m

Several factors encountered in normal driving conditions compromise the 
received signal strength. Tall buildings, trees and vehicle mobility pose 

big challenges for vehicular communications. The presence of propagation 
phenomena (free space pat It loss, log-normal fading and Rayleigh fading) 

affect the performance of 1 ransmiiting vehicles. A robust rate algorithm is 
implemented ihat performs better than exhaling schemes in the presence of 

these propagation phenomena. This algorithm reveals that power manage­
ment eomrol aids QoS in wireless networks and presents a major problem 

for vehicular communications that can be adopted using a robust algorilhm 
like A( ARS and satisfying ihe transmission requirements by contending

(i
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work stations. Another potential problem is due to the high speed of ve­
hicles. The time during which two vehicles or a vehicle and a roadside AP 

are in communication range can be very short, which pose big challenges 

on rate adaptation lor vehicular networks. The core contribution of this 

work intends to solve' the problem mentioned above by proposing a novel 
scheme that uses oonioxt.-informa.tion from 1 he environment to perform last 

rate adapt al ion in d\ namic environment s: 1 his Robust Rat e Adapt a lion Al- 

goritlnn (RRAA) helps to improve data transfer performance in vehicular 
eommunieat ions.

1. Ot h e r  C o n tr ib u i  ions

• ACARS can adapl to fast link changing conditions as vehicles move at 

varying speeds:

• ACARS lias the ability to minimize power consumption in vehicular eom­
munieat ions:

• ACARS can adapt to varying channel environments in ihe midst of prop­
agation phenomena and give a throughput improvement it) the presence of 
wide range of different propagation parameters such as paili loss exponenl 
and shadowing devialion.

1.8 T h es is  L a y o u t

This thesis is organised into seven chapters. Below is a summary of the remaining 
ehapt ers:

• C h a p te r  2: The second chapter presenis ihe iheoreiical background and 
-urvev of available literature for existing rate algorithms and transmit power 
control techniques Him have been implemented and their performances. 

This illustrates how (existing rate algorithms are implemented and then
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performances in wireless networks. ]i also explains the mobility models 

and neiwork scenarios used in their implementation. It also covers wire­

less networking technology and radio propagation models which deal with 
varying propagation effects on signal reception. In addition, different en­

vironmental effects on the proposed 1LAA and assume different mobility 

models used in vehicular networks. The MAC and PHY layers a n 1 also 
consiik red here. In this chapter. DSRC is also examined here which is the 

IEEE 802.1 1]) wireless standard and vehicular technology for tin' safety and 

non-safeiy applications in vehicular communications.

• C h a p te r  3: This chapters reviews and compares 1 lie performance of exist­
ing RAAs. b also analyse their MAC/PHY layer which is very important 
for ACARS. In this chapter, contention window si/.e. 1raffj< priorii i/at ion. 
QoS issues, and full implementation of existing and proposed RAAs is con­
sidered. J his chapter details a number of rate adaptation algorithms and 
their performance. With knowledge established in this chapter, designing 
and implementing the proposed RAA is considered in Chapter 1

© C h a p t e r  4: This chapter covers tin' design and implementation of adap­
tive rale algorithms. It explains how ihe proposed RAA performs using 
mat hematieal analysis and simulat ion models, using How charts, figures and 

algorithmic representations of the proposed algorithm. This chapter also 

explain concepts related to the design and implementation of tin' proposed 
algorithm. Some of these concepts are propagation phenomena, which in­
volve frec-spa.ee path loss mode], and slow and fast lading. It also examine 

transmitting vehicle communications in differenl environments: by varying 
paid loss exponent and shadowing devial ion parameters in evaluate t lie per­
formance of vehicles in a particular environment. Tiffs chaplet also investi­

gates lh< transmissions using Request-to-Send/Clear-to-Send (RTS/CTS) 
messages 1 0  alleviate the hidden node problem common t<> all wireless and 
mobile networks.
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• C h a p t e r  5: Chapter 5 discusses the results obtained and analyses per­
formance metrics without fading, and path loss exponent and the impact 

of context-informat ion on adaptive rate algorithms. Several performance 
metrics such as Packet Error Rate (PER), average energy efficiency, success 

probability, throughput, collision probability, airtime and others were used 

to analyse the performance of existing RAAs. and compare them with the 
performance of the proposed algorithm. This chapter also considers the 

network scenario where vehicles are not restricted to some communication 

range to evaluate 1 he impact of communication range on vehicular commu­
nications and to evaluate the impact of increased SNR in these networks.

• C h a p t e r  6: Chapter (i discusses the results ola aim'd for differem per­

formance monies and the analysis with fading, path loss exponent. AP 
eoordination and transmit power control. It also analyse the performance 
of existing RAAs in the presence of propagation effort:- such as shadowing 

and fading, and also compare i heir performances w ii h proposed algoril Inn in 
different environments. This is to study the of feel of interference encoun­
tered by vehicles as they move from one environment to ihe other while 

experiencing the varying channel condition. 1 his chapter also analyst' the 
impact of AP coordination since it improves QoS performance and energy 

ut ilizat ion.

• C h a p t e r  7: 1 his final chapter concludes the ihesis and offers recommen­

dations for future work. Ii also offers critical analysis and the limitations 
of t his t hesis.
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T heore tica l  B ackground  and  
L ite ra tu re  Survey

It is very essential to demonstrate a good understanding of existing RAAs with 
the attendant architectural designs that follow its applkation in this roseareh. 
These topics have been carefully chosen to form die core pari of iliis design, so 
lhat they are full\ understood before the adna l  design chapter. In this chapter, 
the followings will be considered:

• Wireless networking technology:

• MAC' and P13Y layer implementation:

• Mobility modelling:

• Radio propagation model.

2.1 W ire le s s  N e tw o r k in g  T echno logy

One of ih< remarkable diiferenoes between wired and wireless neiworks is M O ­

B IL IT Y . Tin ' users can eonneei to existing tn'tworks and can then move about 
freely wiihoul Itaving to worry about gelling disconnected. '1 he other fact is

1 0
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F L E X IB IL IT Y . This means that modern day wireless networks can be de­

ployed in very short span of time and it does so without creating much clutter. 

To set ii]) a wireless network, base station (s)is needed and anlennas. Once this 
is configured ihe users can connect 1 0  the network easily through their wireless 

Network Interlace Card (NIC) present in Iheir Personal Computers (PCs) or lap­

tops or 01 her wireless capable hand held devices. Other advantages of wireless 

networks over wired any it is cheapo 1 0  deploy, ii is scalable.

The eenrra] feature of all wireless networks is iheir ability to transmit data 

over the air in 1 he form of elect romagnet jc signals Ideally the wh eh s:- lecfmologv 

should free ihe user of any physical boundaries so lhal lh(' user can roam freely 

witlioui worrying about losing connedivity and performance degradation. For 
IEEE 802.1 I networks, two sons of media were conceived in the eleeiromagnetic 
spectrinn. Tin' infra-red light and radio frequency. Devices like4 primers. and 
mobile phones use infra-red 1 eelmology 1 o exchange dm a. while mosi IEEE 802.1 1 
devices use radio frequency as their transmission media.

Wireless nel works have emerged so we]] and become popuhu as ihe\ art' de­
ployed in a]mosi every sector of life sue]) as schools, hospitals, eolloe sbojis. air- 
porls. resiauranis c'tc. Modern mobih' devices a id )  as laptops. PDAs are some 
of the tools used in deploying wireless services in these sectors. The interesting 
thing is that, multimedia services such as Voice over Internet Proloco] (VoIP), 

video can bo deployed using wireless technology known as WLAN. IEEE 802.1 It' 
using MAC is an ('merging supplement 1 0  the IEEE 802.11. Wireless devices 
art' required 1 0  use only a specific frequency band of the entire radio frequency 

spectrum. This frequency band plays a major role in determining the bandwidth 
as each band has unique propagation characteristics. This propagation char­
acteristic determines the amount of data that can be transmitted Enough the 
air wiihout any loss of information, called the bandwidth of the sped rum. The. 

bandwidth mainly measures llie amount of daia that could bo exchanged or trans­
muted over ihe link in bits per second. Frequency band and lilt' bandwidth hold 
the key 1 0  the capacity of the wireless network. The wider the frequency band is 
t he higher 1 he 1 )and width becomes 1 herel >v increasing ihe capacity of t he wireless 

link, h has been proved using mm hemal ical techniques, information theorv and

J 1
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signal processing techniques tha t higher bandwidth slices have the capability of 

transm itting higher amount of data  [2]. The use of radio frequency spectrum is 

controlled by the government regulatory authorities through the licensing pro­
cess. For example, mobile phones operate over 900, 1800 or 1900 MHz frequency 
band. The carrier companies like Cingular, T-Mobile acquire permission from 

these regulatory authorities to use this band for their operations and services. 
In turn, they pay a license fee to the regulatory authority for this permission. 

In the United States (US), Federal Communications Commission (FCC) is the 

regulatory authority that controls and provides this permission. Table 2.1 shows 

the different frequency bands used in the United States and the type of service 
available in each band. The frequency band used by DSRC falls in the C-Band 

satellite uplink looking at Table 2.1 [2].

T able  2.1: List of Common Frequency Bands used in USA.

B and Frequency R ange
UHF ISM 902-928 MHz
S- Band 2-4 GHz
S-Band ISM 2.4-2.5 GHz
C-Band 4-8 GHz
C-Band Satellite Downlink 3.7-4.2 GHz
C-Band Radar (Weather) 5.25-5.925 GHz
C-Band ISM 5.725-5.875 GHz
C-Band Satellite Uplink 5.925-6.425 GHz
X-Band 8-12 GHz
X-Band Radar (Police/Weather) 8.5-10.55 GHz
Ku-Band 12-18 GHz
Ku-Band Radar(Police) 13.4-14 GHz

The rate at which WLAN and multimedia applications are so popular and 

challenging, makes it a great interest to work in this area, because almost every 
sector now makes use of WLAN, and wants to communicate via it using any of the 

multimedia applications. It is applicable in road safety via DSRC technology [2]. 
The IEEE 802.11 standard, 1999 edition is a revision of IEEE Standard 802.11-

12
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1997 [5]. This standard defines the protocol and compatible interconnection of 

da ta  communication equipment via the air, radio or infra-red, in a Local Area 

Network (LAN) using the Carrier Sense Multiple Access with Collision Avoidance 
(CSMA/CA) protocol medium sharing mechanism. The MAC supports opera­

tion under control of an AP as well as between independent stations. The proto­

col includes authentication, association, and re-association services, an optional 

encryption or decryption procedure, power management to reduce power con­

sumption in mobile stations, and a point coordination function for time bounded 
transfer of data. The standard includes the definition of the Management In­
formation Base (MIB) using Abstract Syntax Notation 1 (ASN.l) and specifies 
the MAC protocol in a formal way, using the Specification and Description Lan­
guage (SDL). The infra-red implementation of the PHY supports 1 Mbps data 
rate with an optional 2 Mbps extension. The radio implementation of the PHY 

layer specifies either a Frequency-Hopping Spread Spectrum (FIISS) supporting 
1 Mbps and an optional 2 Mbps data  rate or a Direct Sequence Spread Spectrum 
(DSSS) supporting both I and 2 Mbps data  rates. The scope of this standard is 
to develop MAC and PHY layer specifications for wireless connectivity for fixed, 
portable, and moving stations within a local area. The purpose of this standard is 
to provide wireless connectivity to automatic machinery, equipment, or stations 
tha t require rapid deployment, which may be portable or hand-held, or which 
may be mounted on moving vehicles within a local area. This standard also of­
fers regulatory bodies - a means of standardizing access to one or more frequency 
bands for the purpose of local area communication. Specifically, this standard;

•  Describes the functions and services required by an IEEE 802.11 compliant 
device to operate within Ad-Hoc and infrastructure networks as well as the 

aspects of station mobility (transition) within those networks;

• Defines the MAC procedures to support the asynchronous MAC Service 
Data Unit (MSDU) delivery services;

• Defines several PHY signalling techniques and interface functions that art' 
controlled by the IEEE 802.11 MAC:

13
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• Permits the operation of an IEEE 802.11 conformance device within a 

WLAN that may coexist with multiple overlapping IEEE 802.11 wireless 
LANs;

• Describes the requirements and procedures to provide privacy of user infor­

mation being transferred over the Wireless Medium (WM) and authentica­
tion of IEEE 802.11 conformance devices [3][16].

'Idie advent of wireless data  communications goes back to who first encoded 
da ta  onto a wireless medium between 1870 — 1874 using 5-bit encoding known 

as Baudot code. Since that time wireless communication of encoded da ta  has 
advanced in leaps and bounds, but the technology we predominantly use today 
is actually based on wired data  communication protocols and functions [17]. The 

IEEE 802.11 specifications, which are in use on the majority of personal com­
puter equipment, inherit much from the wired counterpart, IEEE 802.3 [3] more 
commonly referred to as Ethernet. The IEEE 802.11 standards have been at 
the core of wireless communication since the mid-1990 s, and advances are now 
driven by the proliferation of wireless equipment into many electronic devices 
[3] [18] [19]. Wireless networks have emerged so well and become popular as they 
are deployed in almost every sector of life such as schools, hospitals, coffee shops, 
airports, restaurants etc. Modern mobile devices such as laptops, PDAs are ca­
pable of deploying these services. The interesting concept is that, multimedia 
services such as VoIP, video can be deployed using wireless technology known as 
WLAN. IEEE 802.l i e  wireless standard has better performance for QoS which 
is an emerging supplement, to the IEEE 802.11. Figure 2.1 shows the modern 

trend of wireless systems with mobility features which makes applications and 

deployment of mobile and wireless services flexible and easier than before. Table 
2.2 is a comparison of different wireless technologies. This table summarizes the 

basic parameters for three wireless technologies. It can be seen from the table 

that DSRC requires the lowest latency compared to the others. This is because of 
the stringent requirements owed to its ; " " ’Cations such as video, voice, collision 
avoidance etc.

14
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F ig u re  2.1: Data Speed Vs Mobility for Wireless Systems [1].

T able 2.2: A Comparison of Wireless Technologies.

P aram eters D SR C C ellular S ate llite
Range 100 to 1000 meters Kilometres Thousands of Kilometres

Latency 200/xs) 1.5 to 3.5 s 10 to 60 s
Cost None Expensive Very Expensive

2.2 I E E E  802.11 W ire le s s  C o m m u n ic a t io n s

The IEEE 802.11 wireless networks consist of two basic architecture, the Ad-Hoc 
and Infrastructure networks. An Ad-Hoc network is the collection of mobile nodes 
connected in arbitrary positions. In this set up, two or more stations communicate 
with each other without an access point. These stations normally communicate 

with each other and not the outside internet. If they want to connect to the 
outside Internet then one of the stations is made to act like a router, or the 
users will have to use the second type of configuration called the infrastructure 

network. Both of these architectures can also operate in a single network; then 
both of them can be combined. These basic wireless network architectures can 
implement any type of network demand depending on what type of outcome tha t 

is expected by the user. Due to the demand of high data  rate and high speed of 
vehicles, the vehicles need to be equipped with an OBU tha t will be responsible 
for communicating among V2V or the RSU. In this research, a V2I network 

is implemented without implementing the V2V because, it is by far the most 
complex communication network scenario to implement because of the required 

specific routing solutions [20]. Apart from this reason, the aim of this set up is
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to achieve low latency communications among vehicles which can be extended in 
terms of their connectivity and satisfy our goal of safety applications in vehicular 

networks. Another reason for adopting this approach is that, it is useful for 

distribution of time critical data. Figures 2.2 and 2.3 show the two types of 

network configurations discussed in this section.

Figure 2.2: IEEE 802.11 Ad-Hoc Network Set up [2].

The Interne!

Client
Corporate
Intranet

Firewall

Client

Client

B ase Station

JZM. /
Client

Client

Figure 2.3: IEEE 802.11 Infrastructure Network Set up [2].

From Figure 2.4, a combination of both V2V and V2I form a single network. 

From this Figure, the beginning of the network is a V2V and then it is extended 
and merged with a V2I network.
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Internet

Access network

Infrastructure 
domain A

Ad hoc domain

In -v e h ic le

domain

F igu re 2.4: V2V and V2I Network Configuration.

2 .2 .1  IE E E  80 2 .1 1  F am ily

The IEEE 802.11 family consists of wireless LANs with different characteristics. 
One of the unique features of each of them is their data  rate and effectiveness
[21]. The most basic security features of 802.11 are: authentication, confiden­

tiality, and integrity. The IEEE 802.11 family currently includes six over-theair 
modulation techniques tha t all use same protocol. 802.11a, b, g are the most pop­
ular techniques. IEEE 802.11b was the first widely accepted wireless networking 

standard, followed by 802.11a and 802.l lg .  IEEE 802.11b and 802.l l g  standards 
use the 2.40 GHz band while 802.11a standard uses the 5 GHz band.

2 .2 .2  D e s c r ip t io n  o f  802 .1 1  W ir e le s s  S ta n d a r d s

There are various classes of IEEE wireless standards. The peculiar feature of each 

standard is the date rate or bit rate. Some of them are represented in Table 2.3.

1 7
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Table 2.3: WLAN standards [2].

Standard R elease D ata  R ate R ange (M axim um )
802.11 1997 2 Mbps 20 metres

1802.11a 1999 54 Mbps 35 metres
802.11b 1999 11 Mbps 38 metres

1802. llg 2003 54 Mbps 38 metres
802.1 In 2009 > 200 Mbps 70 metres

2 .2 .3  I E E E  8 0 2 .1 1 a

This was released after 802.11b [2]. It is more expensive than 802.11b and not so 

much adopted. Manufactures of equipment for this standard responded to lack 

of market success by improving the implementations and by making technology 
tha t can use more than one 802.11 standard. It has advantage of less interference 
because of its 5 GHz band occupancy. The disadvantage of this standard is tha t 
there is restriction in its line of site, because of high frequency band requirements, 
this makes this standard to employ more APs. 802.11a cannot penetrate as far 
as 802.11b, since it is absorbed more easily.

2 .2 .4  IE E E  8 0 2 .1 1 b

IEEE 802.11b usually written as IEEE 802.l i b - 1999 [2] is an amendment to the 
IEEE 802.11 wireless networking specification tha t extends throughput up to 

11 Mega Bits Per Second (Mbps)and uses the same 2.4 GHz band. This wire­
less standard has been implemented all over the world as with the specification 

marketed as Wireless-Fidelity (Wi-Fi). The related amendment of this wireless 

standard was incorporated into the IEEE 802.11-2007 standard.

The IEEE 802.11b standard operates at 11 Mbps, but will scale back to 5.5 

Mbps, then 2.0 Mbps and then 1 Mbps. This standard is less susceptible to 
corruption due to interference and signal attenuation. Some of the advantages of 

this standard are: price reductions, good signal coverage in the range of 30 m at 
11 Mbps and 90 m at 1 Mbps.

1 8
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2.2 .5  IE E E  8 0 2 .1 1 c

This is an enhanced version of the IEEE 802.11 standard; it offers more QoS 

features because of the access mechanisms use. Details about how the MAC 

layer enhance performance of this standard is discussed in later chapter. This 

explains how the nodes communicate and transmit with the help of the minimum 

contention window for different traffic classes for efficient channel utilization. 
Resource control is efficient in this type of wireless network when properly planned 

and implemented [2].

2.2 .6  IE E E  8 0 2 . l l g

This wireless standard has net throughput like tha t of IEEE 802.11a [2], and 
works in the 2.4 GHz band like 802.11b but operates at a maximum raw data 
rate of 54 Mbps. It suffers from same interference problem as 802.11b which is 
already crowded in tlie 2.4 GHz range. The devices tha t operate in this range 
include: Bluetooth, cordless telephones, and microwave ovens. The presence of 
802.11b reduces the rate of 802.1 lg network in co-located deployments.

2 .2 .7  IE E E  8 0 2 . H i

This is a supplementary draft standard with its intention to improve WLAN Secu­
rity. This standard describes the encrypted transmission of da ta  between systems 

of 802.11a and 802.1 lb WLANs. This standard also defines a new encryption key 
protocols including the Temporal Key Integrity Protocol (TRIP) and the Ad­

vanced Encryption Standard (AES). AES requires hardware upgrades. This is 

the ratified security standard [2].

2.2 .8  IE E E  8 0 2 . H n

This wireless standard is about 50 times faster than IEEE 802.11b [2], and up to 

10 times faster t ban 802.1 la or 802.1 lg. The real data  throughput is estimated to

1 9
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reach a theoretical 540 Mbps; this requires a higher raw data  rate at the physical 
layer. The development of this standard started in 2002 and was implemented in 

2009.

2 .2 .9  IE E E  8 0 2 . H r

This is a standard in development for fast roaming between APs. Due to re- 
authentication of each AP resulting due to mobility of the users, it leads to 

delays which disruptive low latency applications such as voice arid video. This 
new standard will allow pre-authentication with other APs before the handover 
takes place [2],

2 .2 .10  IE E E  8 02 .1 1 s

As of march 2006, the IEEE mesh networking Task Group (TG) was developing 
a standard for wireless mesh networks (IEEE 802.11s) [2]. Although there are 
existing Wi-Fi mesh network tha t play the same role, this standard was ratified 

in 2007. Mesh networks have some peculiar characteristics such as expandability, 
resilience, large coverage, flexibility and other such features.

2.2 .11  IE E E  8 0 2 . l i p

IEEE 802.1 lp  is an extension of 802.11 Wireless LAN MAC and PHY layers [2]. 

It can be used by the Advanced Drivers Assistance (ADAS) and Intelligent Trans­
port Systems (ITS). IEEE 802.l i p  is orthogonal OFDMbased to compensate for 
both time and frequency-selective fading. It is very similar to 802.11a in that it 

uses 5.2 GHz while 802.11]) use 5.85 — 5.925 GHz. IEEE 802.11]) emphases on 
reduced channel spacing (10 MHz instead of 20 MHz in 802.11a).

2 0
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2 .2 .12  IE E E  8 0 2 . l i p  M u l t i - C h a n n e l  O p e r a t io n

The IEEE 802.l i p  protocol is designated to the WAVE [5][22], containing ap­

proval of modifications to the IEEE 802.11 standard with enhanced wireless access 
functionality which will permit applications in ITS. These enhancements allow 

exchange of data  in both V2V and V2I networks among high-speed vehicles.

The IEEE 802.l i p  standard consists of a multi-channel operation, with seven 
10 MHz channels as shown in Figure 2.5 on page 22 (there are no guard chan­

nels specified currently, so the frequency band is contiguous) at the 5850-5925 
MHz range (usually abbreviated to the 5.9 GHz range) of the spectrum. The 

allocation of this spectrum has been implemented both in EU and the US and 

currently being implemented in other countries as each country reviews the al­
located spectrum available to their region of operation. IEEE 802.11]) is part 
of the family of IEEE 1609 standards which also defines higher layer protocols
[22], IEEE 802.1 lp operates at 5.9 GHz band US and 5.8 GHz band (.Japan and 
Europe) with 75 MHz bandwidth that has been set aside especially for vehicu­
lar communication as part of the DSHC. This channel allocation is free but it 
uses a licensed frequency band. IEEE 802. U p physical layer is identical to IEEE 
802.1 la. IEEE 802.11a PHY layer employs 64-sub-carrier OFDM, out of which 
only 52 is used for actual transmission consisting of 48 data  sub-carriers, and 4 
pilot sub-carriers. Moreover, the transmission power may be higher (up to 44 
dBm) in 802.l i p  compared to that in 802.11a. IEEE 802.l i p  MAC layer is de­

rived from the basic IEEE-802.11 Distributed Coordination Function (DCF). The 
channels are made up of a Control Channel (CCH), 4 Service Channels (SCH), 
a high power and long range channel and an accident avoidance/safety of life 

channel. These channels are normally scanned by the equipment at predefined 

cycles in the order: CCH >SCH >CCH >SCH >CCII
>SCH >CCH>SCH . This covers all the SCH without losing time in the CCH [23]. 
All WAVE devices need to monitor the CCH during the CCH interval. At the 

beginning of each scheduled channel interval, a guard interval is used to account 

for variations in channel interval time and timing inaccuracies. Upon start up, a 
device monitors the CCH until an announcement of service that utilizes a SCH.
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or the device chooses to utilize the SCH based on WAVE announcement frames 

it transmits.

A node listens to the CCH at least a certain amount of time. On the CCH 

announcements, services can be transmitted. These services can then be provided 

on the SCH. The WAVE standard does not define if one radio should listen to 
channels in time slots or if multiple radios can be used to observe several channels 

simultaneously. The channel access is defined in IEEE 1609.4 [24]. So far, most 
ITS-related VANET research focuses on applications operating on a single channel 

as if in isolation (i.e.the only application using the channel).

Accident
avoidance. Service

M ■

Control Service High power,

I Safety of life channels channel channels tongrange

I
I
LL

| CM 172 | CM 174 | CH176 , CH178 , CH 180 | CH 182 f 01184 1
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85
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87
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0 0T6S
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0
F igu re 2.5: Proposed DSRC Channels.

Figure 2.5 shows the seven proposed DSRC channels and their frequency 
bands. Each band is 10 MHz wide and by using OFDM several channels can 
operate simultaneously. Hence it is called multi-channel operation.

2 .2 .1 3  O th e r  IE E E  W ir e le s s  S ta n d a r d s

Other standards in the family (c-f, h, j) are service enhancements and extensions 
or corrections to previous specifications.

2 .2 .1 4  M A C  a n d  P H Y  Layer I m p le m e n t a t io n

The purpose of the MAC layer is to coordinate the use of communication medium. 

This protocol helps to decide which node will access the shared medium at any 
instant of time [25]. Prior to transmission of frames, a station have to gain ac­

cess to the medium first, i.e. to a radio channel that is shared stations. The
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802.11 standard defines two forms of medium access: DCF and Point Coordi­

nation Function (PCF). With DCF, the 802.11 stations contend for access and 

a ttem pt to send frames when there is no other station transmitting. If another 

station is sending, other stations will wait until the channel is free. While PCF 

uses the centralized or polling based to provide free channel access in the 802.11 
MAC layer, more explanation on this MAC layer types are given in later sec­
tions. The MAC Layer checks the value of its Network Allocation Vector (NAV) 

which is a counter resident at each station tha t represents the amount of time 

tha t tin1 previous frame needs to be sent. NAV must be zero before a station can 
attempt to send a frame. Before transmitting a frame, a station calculates the 
amount of time required to send a frame based on the frame's length and data 
rate. When stations receive frames, they will examine this duration field value 

and use it as a guide for setting their corresponding NAVs. This process then re­
serves the medium for the sending station. There are two basic limitations of the 
MAC layer protocol; they are asymmetric interactions and sub-optional default 
allocation. The former is the interference between two flows either at the sender 
or at the receiver which results to one flow to be shut-off, while the sub-optional 
default allocation shows that the default allocation of the transmission medium 
by the MAC layer fails to meet t he requirements of some applications. More so­
phisticated back-off protocols or slot algorithms can be used to implement more 
flexible allocation policies like Weighted Fair Queuing (WFQ). Other solutions to 

this can also be achieved by using a combination of both back-off and slot alloca­
tion algorithm. Furthermore, since the MAC layer of 802.11 lacks QoS support. 
802.l i e  which has EDCF features which was lacking in DCF used by 802.11 to 

improve the performance metrics of wireless networks. The IEEE 802.1 lp MAC 
protocol is a derivative of the DCF of the IEEE 802.11, and it uses the IEEE 

802.l i e  EDCF with QoS support.

2 .2 .15  T h e  M A C  Layer

The MAC layer of WAVE protocol is defined in IEEE 1609.4 as well as in IEEE 

802.11]) [2]. The fundamental MAC protocol is identical to the IEEE 802.11 

DCF whereas EDCA of IEEE 802.1 le provides the basis for the MAC extensions.
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These include introducing the AC and A rbitrary Inter-Frame Space (AIFS) used 
for differentiation and prioritization. Different applications are assigned differ­

ent ACs and corresponding values are chosen for AIFS and Contention Window 

(CW) sizes. Four different data traffic categories are available with their corre­

sponding priorities: Video (VI). Voice (VO), Best effort (BE), and Background 

(I3K) traffics. The CSM A/CA, a window-based back-off algorithm is generally 

employed in wireless medium MAC protocols. In this mechanism, the node senses 
the medium first. In case the medium is in use, the node chooses a uniformly dis­

tributed random back-off time value from the interval [0, C W  +  1], where C W irnn 
is the initial value of the C W .  If the subsequent transmission attem pt is unsuc­

cessful, the interval size is doubled until C W  value reaches CW,max. The main 
emphasis of IEEE 802.l i p  MAC protocol is to ensure the reliable transmission 

of time critical information while optimizing the available radio resources.

In the highly mobile environment, especially the contention-based phase in 
802.l i p  as show in Figure 2.G. uses the EDCA originally provided by IEEE 
802.lie . Four priority classes ensure four different QoS levels. Fixed waiting 
times A/FS* of different lengths are used to make sure that high priority packets 
get access to the medium first. W ithin the respective priority classes, however, 
packet collisions are still possible. After a packet collision has occurred, a back-off 
time is randomly chosen from an interval (CW). The window size is also coupled 
to the priority level, giving high priority packets the higher probability of channel 

access after a collision. The initial size of the C W  is given by the factor C W min. 
Each time a transmission a ttem pt fails, the C W  size is doubled until reaching 
the size given by the param eter C W max. Table 2.4 on page 30 summarizes the 
param eter defined for EDCA in 802.11]), where 1 denotes the highest priority 
level, and 4 the lowest. The param eters are given in time slots where one slot is 

defined as 8 // s. Although these priorities can be used to increase the probability 

of certain packets to get access to the wireless channel, there are no guarantees 
that this will happen before a predefined deadline [26][27].

In the MAC layer, the physical CSMA/CA does not rely on the ability of 

stations to detect a collision by hearing their own transmission; an Acknowledge­
ment (ACI\) is transm itted by the station to signal the success of the transm itted
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packets. And then transmission of ACK is immediately done following the re­

ceived packets after a Short Inter-Frame Space (SIFS). The packet is re-scheduled 

if either the transmission of a different packet or if the transm itting station does 

not receive the ACK within a specified ACK-Timeout period [28] [29]. When a 
node wants to transm it a packet, it will wait until the medium is idle for at least 

a D istributed Inter-Frame Space (DIFS) and then it will pick a random time 

within its back-off window and waits until this time expires. In case the medium 

has been idle during the entire back-off period, it will send packet and resets 

the back-off window to the minimum value. Otherwise, it doubles the back-off 
window and waits until the medium is idle for at least a DIFS period of time, 

and then begins the back-off period again.

2 .2 .1 6  D is tr ib u te d  C o o r d in a tio n  F u n ctio n  (D C F )

This is one of the basic access mechanisms used by IEEE 802.11 MAC to provide 
contention based channel access and MAC layer protocol in 802.11 standards. 
It is based on CSM A/CA scheme with binary exponential back-off. DCF is 
also regarded as a m andatory based access mechanism [28] [30]. The problem of
802.11 legacy is that is does not support the concept of differentiating frames 
with different priorities. Also due to the random nature of channel based, the 
MAC is not able to provide guaranteed QoS.

DCF provides channel access with equal probabilities to all stations contend­
ing for the channel access in a distributed manner. On the other hand, equal ac­

cess probabilities are not desirable among stations with different priority frames. 
DCF does not guarantee QoS; it can only support best effort services. In DCF, 
all the stations compete for the available resources and the channel having the 

same priority.

DCF has many limitations: It does not provide a QoS guarantee, neither does 
it support real time applications. It was prim arily designed for equal priorities, 
so it does not support the concept of differentiation of frames with different user 

priorities. Increasing time during contention at the channel leads to throughout 
degradation and high delay. However, it is s’ , ' 1 and robust and can provide a

2 5
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priority service with little modifications. To s ta rt a DCF transmission, a station 
must sense the medium idle for a minimum duration called the DIFS. If the 

channel is busy at the time the station tries to access the medium, then the 
station needs to sense the channel idle for additional random time period. This 

is called the back-off procedure. This operation is shown in Figures 2.6, and 2.7 

on page 26 respectively.

Contention
Window

PIFS

Defer
A ccess

Select Slot and decrem ent backoff

F igu re 2.6: IEEE 802.11 DCF Channel Access.

Packet Arrival

Source station ’ iimrnm

D estination station ACK

DIFS s ip s

Figure 2.7: DIFS and SIFS Mechanism.

Furthermore, where a medium is observed to be busy, a random back-off 
interval is selected. In this case, the back-off time counter with a random back­

off interval is selected. The back-off time counter is decremented as long as the 
channel is sensed idle; it is stopped when the transmission is detected on the 

channel, and re-activated when the channel is sensed idle again for more than a
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Bl= 25 Bl= 5

wait
WWWVvV

data

data nr wait

B2= 20 B2= 15 B2= 10

F igu re 2.8: B1 and 132 are Back-off Intervals at Node 1 and 2.

DIFS. The station transm its when the back-off time reaches 0. In addition, to 
avoid channel capture, a station must wait a random back-off time between two 

consecutive packet transmissions, even if the medium is sensed idle in the DIFS 

time.

2 .2 .1 7  P o in t C o o r d in a tio n  F u n ctio n  (P C F )

This uses the centralized protocol or polling to provide free channel access in
802.11 MAC layer and it is an optional access mechanism. This mechanism 
can provide a level of service tha t guarantees a central scheduling scheme unlike 
DCF which introduces extra complexity and protocol overhead. However, it 
provides good real time operation and also enhances da ta  transmission rate. PCF 
defines a coordinator station tha t is known as point coordinator, which might s ta rt 

transmission after if it senses the channels is idle for a PCF Inter-Frame Space 
(PIFS). To avoid collision with current transmissions, PIFS must be higher than 

the Short Inter-Frame Space (SIFS) which is used for fragmentation and control 
frames [30]. PCF mechanism has some problems tha t may lead to poor QoS 
performance, and hence is not widely used among existing WLAN, and in all, it 

is not ideal for handling QoS requirements; it can only be used in infrastructure 
networks.

2 7
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2 .2 .1 8  R o le  o f  E n h a n ced  D is tr ib u te d  C o o r d in a tio n  F u n c­

t io n  (E D C F ) in  W ir e le ss  N e tw o r k s

This mechanism clearly differentiates between 802.11 and 802. le  wireless stan­
dards. It is able to provide a differentiated channel access to frames with differ­
ent priorities. This exhibits an optional feature called the Contention-Free Burst 

(CFB) th a t enables multiple MAC frame transmissions during a single TXOP. 
W ith this new scheme, multiple queues can work independently with a single 
MAC which is not available in DCF mechanism. The functionality of this MAC 
layer in wireless networks is shown in Figure 2.11. This figure shows how different 
functions interact with each other in the MAC layer. It also shows the back-off 
count operation in the MAC layer.

This mechanism of the MAC layer is responsible for QoS. It functions so 
th a t transm itted  packet is given priority, depending on the traffic type to be 
transm itted. They are classified as AC.

A ccess C ategory

IEEE 802.l i p  defines four ACs for eight different User Priorities (UPs), and 
employs EDCA mechanism. In packet transmission, usually video traffic is given 

highest priority because of its stringent delay requirement. They are as follows:

• A C b k '■ background;

•  A C  b e  '■ best effort;

•  A C VI\ video;

•  A C y o : voice.

Each AC is assigned a TXOP for conducting frame exchanges and utilizes 

EDCA param eters set to contend TXOPs. The value of each AC is listed in 

Table 2.4 on page 30 which represents the type of traffic, and the corresponding 
value th a t is allocated to each traffic type. In this simulation, only values of

2 8
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AIFSN were considered because, simulation was not done for specific traffic type 

but values of C W min, and C W max respectively were used only. Figure 2.9 also 

show the different traffic types and the values assigned to each traffic type. It 
also relates the SIFS scheme and how transmission opportunity is allocated to 

each traffic type in order to avoid collision and adopting fairness. Table 2.4 on 

page 30 shows the different traffic types.

AIF5N[0]

AIF5N[1

AIFSN 12]
Busy Medium

/ / / / /  T y .
% 7 M

B ackground C ountdow n for AC[0] 

Background Countdown for AC[l] (BE':

B ackground Countdo.vn for AC[2] (VO]

3] B ackground C ountdow n for AC[3] (VI)

Next Packet

1. .

BG: background BE: b e st effort VO: voice traffic VI: video traffic

F igu re 2.9: Example of Packet Transmission using EDCA.

DIFS
Immediate access when 
m edium s idle >=DIFS P IF S

SIF5 Next frame

SelectSbt and decrement backoff as bng
as medium stays idle

F igu re 2.10: EDCA Prioritized Channel Access.

In this scheme, a station cannot transm it a frame tha t goes beyond a time 
interval called EDCF TXOP limit [23]. EDCF is not a separate coordination 
function but part of a single coordination function known as Hybrid Coordination 

Function (HCF) which combines both attribu tes of DCF and PCF [18]. In EDCA,
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each traffic flow has one of the four ACs, with each one having a different medium 

access priority; this works well when the network is moderately loaded as shown 

in Table 2.4 on page 30. This mechanism provides service differentiation and also 

classifies the traffic in to 8  different classes, and is also able to provide contention- 
based channel access.

Table 2.4: EDCA Parameters.

A C C W m in C  T/nox A I F S N

A A C be 7 152 6

A C b e 7 152 6

AC yo 3 7 3
A C y i 3 7 2

2.3 C o n te n t io n  W in d o w  Size

In the MAC layer, the Contention Window (CW) plays an im portant role in 
adjusting the network. The C W  of a vehicle is adapted according to the neigh­
bourhood density of a Road Side Unit (RSU). In the MAC protocols, the Binary 
Exponential Back-off (BEB),is widely used because of its simplicity. In this algo­
rithm each node doubles its C W  value up to contention window maximum value 
(CW max) after a collision and resets C W  to contention window minimum value 

{CW min) after a successful transmission. For instance, if a node has a very high 
back-off counter and another has small back-off counter, it will reach the zero 

first and transm it its packets and reset the C W  to minimum value and may be 
can choose small back-off value again and transm it when another node does not 
reach zero because its back-off value is too high [31].

2 .3 .1  M a n a g in g  T h e  C o n te n tio n  W in d o w

A station with a packet to transm it monitors the channel activity until an idle 

period equal to a DIFS has been observed. In case the medium is sensed busy,
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a random back-off interval is selected. The back-off time counter is decremented 
as long as the channel is sensed idle, stopped when a transmission is detected on 

the channel, and reactivated when the channel is sensed idle again for more than 
AIFS. The station transm its when the back-off time reaches 0. In addition, to 

avoid channel capture, a station must wait a random back-off time between two 

consecutive packet transmissions, even if the medium is sensed idle in the DIFS 

time [28] [32] [33]. Back-off time is calculated using:

7] = C W size x slot tim e  (2.1)

In the design of ACARS, the role of the back-off counter is to coordinate the
transmission of packets. It also functions in range checking of vehicles, so as
to determine the number of vehicles th a t enters into range, and the ones out of

range. From Figure 2.17, the contention window size is also used to regulate the 
priority of traffic type. High priority traffic like video and voice are always given 
high priority, because of their stringent delay requirements, while background and 
best effort traffic are given low priority, since delay will not have much adverse 
effect on their transmissions.

*--------------- High priority->4—  Lowpriority ---------------------- »

 ̂ cvlr/2 cw-J

4 ----------------------------------------- Total CW range----------------------------------------- >

F igu re  2.11: Different CW Ranges for Different Priorities.

2 .3 .2  T h e  H id d en  N o d e  P r o b le m

The hidden node effect is the problem faced by all wireless networks. This problem 
affects some Rate Adaptation Algorithms (RAAs) such as ARF, AARF, and 

ONOE. This effect makes it difficult for them  to distinguish between losses due 
to collision from losses due to the channel. As shown in Figure 2.12 on page
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32, station B  and C  can communicate with each other via A. Node B, and C  

are hidden from each other. The distance between them and their inability to 
communicate prevents one of the nodes from courteously backing-off if they were 

to send da ta  at the same time. Instead, the two nodes are forced to compete for 
access to node A. Any of them closer to node A, will have stronger signal than 

the other. In summary, A  and B  can hear each other, A  and C  can also hear 

other, but B  and C  cannot hear each other.

Range of station A

Range of station B

Range of station C

Area of possible Collision

F igu re 2.12: Hidden Node Effect In Wireless Networks [3].

2 .3 .3  R T S /C T S  E x ch a n g e  in IE E E  802 .1 1

Performance of CSM A/CA can be seriously affected in wireless networks when 
hidden nodes exist in the network. On the other hand, the means to alleviate 
this challenge is to use the RTS/C TS frame exchange technique. But doing this 

leads to increase in overheads. However, it is very useful in heavily-contending 

WLAN environments, where lots of transmission may fail as a result of collisions. 
RTS/CTS scheme also helps to differentiate between channel error and error due 

to collision.

RTS/CTS exchange is useful in heavily-contending WLAN environments, 

where many transmissions might fail due to collisions, and the advantage could

3 2
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be amplified with relatively large data  frames. The transmission of an RTS frame 

should be triggered based on the RTS threshold, using the RTS/C TS frames for 

other possible purposes, not restricted to the original definition, can be found 

in supplem entary standards. According to the emerging IEEE 802.l i e  standard 

[34], the RTS/CTS exchange can be used independently of the RTS threshold.

For example, the RTS frame can be transm itted  to reserve a time inter­

val, called Transmission O pportunity (TXOP), for the consecutive transmissions 
of multiple data  frames. Meanwhile, an 802.l l g  transm itter can initiate an 

R TS/C TS exchange or simply transm it a CTS frame with the receiver address 

equal to itself in order to reserve the channel for the transmission of non-basic 

rate, i.e., OFDM -modulated, frames to address the co-existence problem between 
the 802.l lg  and legacy 802.11b devices.

To evaluate the behaviour of ACARS in the presence of hidden node induced 

stations, the RTS/CTS scheme was implemented to handle this issue. W hen 
hidden stations exist in the network, the performance of the basic CSM A/CA 
can be severely degraded. The unprotected time interval, can be shortened to 
the RTS transmission time, by preceding the da ta  frame transmission, with the 
exchange of two short control frames, i.e., RTS and CTS frames, and hence 
the hidden station problem can be ameliorated. This is known as the original 
objective of the RTS/CTS exchange. The RTS/C TS exchange is illustrated in 
Figure 2.13 on page 33 in which the wireless channel is reserved for the transm itter 
station after a successful exchange of RTS/C TS frames. According to the 802.11 
standard, the decision to use the RTS frame transmission is made solely at the 

transm itter side. T hat is, the RTS frame is used when the size of the pending d a ta  
frame is equal to or larger than the RTS threshold value. However, in most of 

the typical 802.11 devices operating in infrastructure-based WLANs with Access 

Points (APs), the RTS threshold is set to the largest value, i.e., 2347 octets, 

which basically disables the usage of R TS/C TS exchange. Accordingly, the RTS 
and CTS frames are rarely observed in the real WLANs [34].

ACARS is implemented by considering the RTS/C TS frame exchange th a t 
handles the hidden node problem common to all wireless networks. In order 

to get both RTS/CTS length in this design, the PHY header was added to the
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value of RTS/CTS respectively. This enables us to determ ine the successful 
transmission time from our simulation. The RTS/CTS handshake has similar 

functionality as the CSMA protocol in the MAC layer as shown in Figure 2.13. It 

dem onstrates when a packet is to be sent, and when a successful packet is received 
with a feedback by acknowledgement. From Figure 2.13 on page 33, there are two 

transm itting stations S I and S 2  with a single receiver /?1 , illustrating how data  

packet is transm itted  between stations, and how transm itted da ta  is handled by 
the receiver.

Figures 2.14-2.16 show some of the most common frames formats. The frame 

control defines the type of frame (e.g. data  frames, control frames and manage­
ment frames) and depending on the frame type the duration is different. R A  and 

T A  are the receiver address and transm itter address, and Cyclic Redundancy 
Check (CRC).

ic ; f 5

ITT L' A -

-4 — ►
5IFSCes bn abort 5IF3AOC

DIF;

O th ers NAV(RTS) 

1 NA\

/  /
/  /  Next fra me

backoff after befer

Figure 2.13: RTS/CTS Exchange Mechanism for IEEE 802.11.

Collision can be caused by a high delay, and hidden node. To mitigate the 
effect of vehicle collision so as to enhance effectiveness in ACARS, the RTS/CTS 

mechanism was considered. Since the goal of ACARS is to have a delay not 
greater than 100 ms. The RTS/CTS mechanism assist in reducing the occurrence 
of Collision effect. Although the benefit of improving rate selection is largely 

negated by the overhead introduced by the RTS/CTS frames.
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RTS

CTSCTS

DATA

ACK
ACK

RTS

F igu re 2.14: RTS/CTS Handshake [4j.

O a e t 2 2 6 6 4

Fram e Duration RA TA
Control

4    ►
MAC heaser

F igu re  2.15: RTS Frame Format [4],

O a e t 2 2 6

Fram e Control Duration RA

4  — »
MAC H eafler

F igu re 2.16: ACK Frame Format [4].
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O ctet 2

F ram e Control

F igu re 2.17: CTS Frame Format [4].

2 .3 .4  Im p a ct o f  R T S /C T S  M ech a n ism  in A C A R S  P er fo r ­

m a n ce

Figures 2.17-2.19 are used to explain the polling processes [35]. They show the 
best and worst case waiting time th a t occurs with polling messages. This process 
helps to explain the collision-free phase of the super-frame. The effectiveness of 
this scheme is what determines the rate of collision tha t occurs in the MAC layer. 
This works in conjunction with the RTS/C TS mechanism tha t makes a request 
on when a packet is to be sent in order to avoid collision.

Superftame

CBP CFP CBP CFP

Arrival of connection f
setup request 1 First time polled

SSSSSSS
Schedule processing time

------- £-►

F igu re  2.18: Best Case Waiting Time Between Successful CSR and First Polling
Message.

2 .3 .5  T h e  P H Y  layer

The difference in the physical layer of the E thernet and IEEE 802.11 networks 
pose many challenges for the MAC layer. The main component of the 802.11 net­

works is the radio link. The radio link quality therefore determines the “quality“
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Superframe

CBP CFR

Proactive polling

F igu re 2.19: Proactive Polling Phase (PPP) as part of the Collision-Free Phase 
of the Super-frame.

CBP C F F : CBP T P -

Just missed its 

pollingmessage

Next polling  

m essage

F igu re 2.20: Worst Case Waiting Time until Connection Setup for Proactive 
Polling.

Superframe (5F)

Con tenbon-Free Phase

(CFP) t
Ad a p t  CFP /CBP - r atio to 

realtim e da ta  traffic 

dem ands

Contention-Based Phase

(CBP)

F igu re 2.21: Adaptable Radio Between CFP and CBP.

of air th a t the station will see. In comparison to the E thernet where irrespective 

of physical presence of the station on the network the “quality” of the physical 

media does not change with distance or presence of objects like wall, partitions 
etc. the radio link quality changes drastically from one place to another according
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the distance and also with the presence of walls and other obstructions. Radio 

link quality also m atters with the kind of frequency th a t is employed. Since 

the 802.11 networks use the unlicensed Industrial Scientific and Medical (ISM) 

band along with other devices like microwave oven and cordless telephones as 

mentioned before, therefore presence of noise and interference in the medium is 
expected. The presence of walls and other obstructions give rise to m ulti-path 

fading which could potentially degrade the signal quality received at the station.

Below the MAC layer is the physical layer which deals with the actual trans­
mission of the bits received from the MAC layer above into electromagnetic sig­

nals. The PHY layer is im portant to this thesis discussion because certain param ­
eters like SNR-estimation, power control and propagation model, depend on the 
working of the PHY layer. The physical layer in the 802.11 standards has been 

divided into two sub-layers: the Physical Layer Convergence Procedure (PLCP) 
sub-layer, and the Physical Medium Dependent (PMD) sub-layer. The PLCP 
layer acts as the gate between the MAC and the PHY layers. It adds its own 
header information to the frames passing from the MAC to the PHY layer. A 
preamble is added to the frames to help synchronize the timing for the incoming 
transmissions. Different modulations techniques might place different kinds of 
preamble sequences. The PMD has the responsibility of converting the frames 
received from the PLCP into bits for transmission over the physical media.

The physical layer also has an additional function called the Clear Channel 

Assessment (CCA) function. Its role is to inform the MAC layer about signal 
detected on the channel. The 802.11 specifications standardized the physical 
layers in two stages. F irst stage had Frequency Hopping (FH) using spread spec­

trum , Direct Sequence (DS) using spread spectrum  and Infra-red Signals (IR). 
The second stage has two new physical layers being added. They are Orthogo­
nal Frequency Division Multiple Access (OFDMA), High-Rate Direct Sequence 

or High-Rate Direct Sequence Spread Spectrum (HR/DS or HR/DSSS) respec­
tively. Explain on multiplexing technique is considered in Chapter 4 on pages 8 8 , 

and 89.

The 802.11 devices also have to deal with the limited range of each radio 

and therefore the famous hidden node problem; this is shown in Figure 4.9. The
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hidden node effect is apparent in all wireless networks where two stations try 
to transm it to a neighbour when out of range of each other. The problem of 

hidden nodes can be m itigated by the RTS/CTS mechanism and by advanced 

channel assessment strategies, this is one of the challenges of all wireless and 
mobile networks. The hidden node effect is shown in Figure 2.12 on page 32 to 

illustrate how this effect occur in wireless networks.

2.4  D ed ica ted  Short R ange C om m u n ication s (D S R C )

The DSRC specification, was originally developed in the Unites States (US), but 
it is now in place in the European Union (EU) as well. It is a set of protocol 
and standard  for operating one-way or two-way communications between vehi­
cles in close range. Vehicles move at high-speed in unison using the inter-vehicle 

communications to allow very close quarters and coordinated velocity/direction 
changes. One of the applications of this is in electronic toll collection, where 
drivers entering or leaving certain road sections are autom atically charged for 
their usage. Both the FCC in the US and the European Telecommunications 
Standards Institu te (ETSI) in the EU have allocated spectrum  in the 5.9 GHZ 
range for DSRC. The European Committee for Standardisation (CES) specifies 
the DSRC physical layer, the data  link layer, and the application layer. Some re­
markable research has been done on DSRC ranging from computer simulations of 
a complex road-system to measure throughput, delay and packet success [3] to ex­

perimental measurements for outdoor set up and analysis of context-information 
for safety and non-safety applications on DSRC [14]. This is a continuation of 
the research in RAA using context-information, but with some improvements in 

weaknesses of existing RAAs. This research considers our an adaptive da ta  trans­
fer for DSRC-based vehicle networks, where it is focused on designing an adaptive 
rate algorithm th a t will use contextual-information for da ta  transfer and apply its 

results in safety measures as provided in the service channels th a t deals with road 
safety application in the nominal frequency allocation band as shown in Figure

2.5 on page 23.
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2 .4 .1  S ta n d a r d iz a tio n  and  P r o to c o l for D e d ic a te d  S h o rt  

R a n g e  C o m m u n ica tio n s

Dedicated Short Range Communications (DSRC) is the communication standard 
for V2V and V2I radio frequency communication links. Rapid advances in wire­

less technologies provide opportunities to utilize these technologies in support of 

advanced vehicle safety applications. Particularly, the new DSRC offers the po­
tential to effectively support V2V and vehicle-to-roadside safety communications, 

which has become known as Vehicle Safety Communication (VSC) technologies 

[36]. It is designed to offer complete solutions for mobile da ta  broadcast and also 
to active Wireless Access to Vehicular Environment (WAVE) protocol. DSRC is 

a short to medium range communication service tha t supports applications such 
as electronic toll collection and public safety, which needs high da ta  rate and low 
latency [37] DSRC enables a new class of communication applications th a t will 
increase the overall safety and efficiency of the transportation system. Figure 2.6 
shows two safety channels available in DSRC; the control and service channels to 
deal with safety and non-safety applications respectively. Figure 2.5 shows the 
frequency allocations for DSRC. Some of the characteristics of DSRC include:

• 5.85 — 5.925 GHz, divided into seven channels (each of 10 MHz);

• Short range audio (300 m);

• High da ta  rate ( 6  — 27 Mbps);

• Half duplex (stations cannot both send at the same time, but one after the 

other).

5
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F igu re  2.22: Nominal Carrier Frequency Allocation for WAVE [5].
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Some of the safety applications of DSRC are shown in Table 2.4 while Table 2.5 
lists non-safety applications.

T able 2.5: Public Safety Applications.

S a fe ty  A p p lica tio n D e p lo y m e n t T im e  Fram e
Traffic Signal Violation Warning Short-Term

Curve Speed Warning Short-Term

Emergency Electronic Brake Light Short-Term
Pre-Crash Warning Mid-Term

Cooperation Forward Collision Warning Mid-Term

Left Turn Assistance Mid-Term

Stop Sign Movement Assistance Mid-Term
Lane Change Warning Long-Term
Cooperative Collision Warning Long-Term

Intersection Collision Warning Long-Term

T able 2.6: Non-Public Safety Applications.

A ccess  C on tro l G as P a y m en t P o in t-o f-In te rest N o tif ic a tio n
Drive-Through Payment Data Transfer Instant Messaging

Car Rental Fleet Management Entrance Ride Guidance
Truck Stop Data Transfer Parking lot Payment Toll Collection

The channel allocation in DSRC is classified as follows: Small and medium 

zone service channels, which are kept for extended da ta  transfer, and service 
channels; designated for special safety application. Public safety application and 
messaging have priority in all these channels as shown in Figure 2.6.

2.5 M o b i l i ty  M o d e l l in g

Mobility models are used to generate movements of mobile nodes in Ad-Hoc net­
works. They play a significant role in determining the protocol performance, 

hence it is desirable hat these models emulate the movement pattern  of targeted
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C ominrt rial Service Provider

Music download service 

"  Digital irpp service ^
s«al'eir C o m m u n ic a tio n  m C (  H

F igu re  2.23: Applications of DSRC in Control and Safety Channels [6].

real life applications in a reasonable way [38]. Position, speed and moving direc­
tion of nodes are defined by the mobility model during the whole simulation and 
changes over time. Since mobility causes constant changes in the topology of the 

Ad-Hoc network, it has a large impact on the performance of the network proto­
cols. In this section, different metrics to evaluate mobility, network topology and 
routing protocol performance is presented. [8 ] [39].

One of the most difficult and crucial aspects of application and system de­
sign of mobile wireless networks is to define what their realistic mobility model 
depicts [40], Traces and synthetic mobility models are two essential types of 

mobility patterns th a t can be used to evaluate mobile network protocols and al­
gorithms by means of simulations. Synthetic models are m athem atical models, 
such as equations, which try to capture the movement of nodes whereas traces 

are obtained by means of measurements in deployed networks with logs of con­
nectivity or location information. It is worthy to note th a t mobility patterns do 
affect multi-casting routing and other protocol performance. This was verified in 

[41] by implementing some mobility metrics, including direct mobility metrics, 
like host and relative speed, and also by derived mobility link changes, link dura­
tion, and m ulticast density. As a m atter of fact, networking environment is made 

challenging because of these peculiar features of node mobility, such as high speed 

of cars, stric t constraints on nodes movement patterns, traffic jams, clusters of 
nodes etc. These phenomena can only be captured with a limited level of realism 

in the simulated car movements [42].
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As seen in Figure 2.7, the network mobility enables mobile networks to main­
tain internet-connectivity as it moves as a whole entity [43]. From this figure, a 
mobile network is composed of one or more Mobile Network Nodes (MNNs) and 

Mobile Routers (MRs) connected to the MR. From this architecture, it follows 

th a t the mobility network is transparent to the MNNs embedded in the mobile 

network. The MR is responsible for managing the mobility of the MNNs. From 

this network, any Correspondent Node (CN) th a t wants to send message to the 
mobile node only has to send message to the home address of the mobile node.

The choice of mobility model plays a crucial role in performance of vehicular 
Ad-Hoc networks. Although every mobility model has its own advantages and 

limitations, the proper choice must be made to achieve the desired realistic model. 
High predictability is be expected from simulation studies if the mobility model 

is closely related to real scenarios [44]. Also, overheads of mobile systems depend 

largely on their node mobility. Figure 2.7 shows the basic concept of the mobility 
of nodes in a wireless network as discussed in this section. Figure 2.7 shows the 
relationship between mobile nodes and routers which acts as servers in many 

wireless network topologies.

loving

, M N N

F igu re 2.24: Basic Network Mobility Concept.
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2 .5 .1  F a cto rs A ffe c tin g  M o b ility  in  V eh icu la r  A d -H o c  N e t ­

w ork s (V A N E T s)

This section discusses some factors th a t influence the movements of mobile nodes 

in wireless networks. Layout of Streets forces nodes to confine their move­

ments to well defined paths irrespective of their final destination [45].

Traffic Control M echanism  such as stop signs and traffic lights are the most 
common traffic control mechanisms at intersection points on the road. These 

mechanisms contribute to queues and cluster formation of vehicles a t intersection 

points, which reduces average speed of movements.
Speed Limit decides how quickly or slowly a vehicle position changes at any 
instant of time. The limit of speed encountered on the road depicts how existing 

routes are broken. (Block Size is the smallest area surrounded by streets. The 
size of a block is a determ inate factor for the number of intersections in any lo­
cation of th a t area, and this determines the frequency of vehicle stops. 
Interdependent Vehicular M otion is the movement of every vehicle depen­
dent on the movement of other surrounding vehicles. For instance, a vehicle may 
maintain a minimum distance from the one in front of it, and then increase or 
decrease its speed, or it can also change to another lane to avoid congestion.

2.6 S y n th etic  M od els

Synthetic models are used to mimic the behaviour of mobile nodes in different 
application scenarios. In entity-based mobility models, each node acts indepen­
dently of other nodes. Group-based models organize nodes in different groups 
which move together towards a common destination (e.g. a group of soldiers 
assigned to a common task). Another category are vehicular mobility models 

which take into account interactions with other vehicles in their proximity. In 

the simplest case, a vehicle maintains a constant distance to the front vehicle [8 ]. 
Synthetic models are further classified into:

• mobility models with temporal dependency, th a t is, when the movement 

of a mobile node is likely to be affected by its movement history. In some
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mobility scenarios, the mobile nodes tend to travel in a correlated m anner 

[8];

•  mobility models with geographic restriction, where the movement of nodes 

is bounded by streets, free ways or other obstacles [8 ];

•  mobility models with spatial dependency, where nodes tend to travel in a 
correlated manner [8 ].

2.7  V ehicular M ob ility  M od els

Research in vehicular mobility started  as early far back as in the 60s for the anal­
ysis of vehicular traffic in order to  design coherent traffic management systems. 
Recently, the interest in vehicular networks assumes vehicular mobility models 
tha t are available in network simulators [46][47].

Mobility models arc used for simulating and evaluating the performance of 
mobile wireless systems and their protocols. It is a great task to manage the 
movement of mobile nodes in different channel conditions, so it is a challenging 
research issue for vehicular networks to support a variety of ITS applications 
[48]. The mobility management schemes available for Internet and Mobile Ad- 
Hoc Networks (MANETs) arc not able to meet the requirements of vehicular 
networks, so they lead to degrading of the performance of vehicular networks 

especially in high mobility scenarios.

There are several mobility models often used in vehicular networks. Most 

of them are implemented in simulators like OMNeT-t-+ [49] [50]. On the other 
hand, depending on the tool used for simulations, some of the tools may not have 
implemented mobility models; then m athem atical modelling is used in describing 

the type of mobility to be used. In this design, m athem atical evaluation is used 
in describing and implementing the mobility to evaluate the proposed algorithm. 
This is because M atrix Laboratory (MATLAB) has no implementation of mobility 

models unlike other simulators as Network Simulator -2 (NS-2), O M N eT+T etc. 

In this design, several specific mobility models are considered to gain knowledge
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on how mobility models affect vehicular networks and how they influence the 

overall performance that may be obtained for a given mobility scheme adopted.

2 .7 .1  T y p e  o f  M o b ility  M o d e ls

There are numerous mobility models implemented in different simulation p lat­
forms; but discussion is made on few of them, because they are too many to be 

discussed. Figure 2.8 shows different categories of mobility models. All types of 
mobility models can be classified under each category shown in this Figure 2.8. 

This means tha t each existing mobility model from each category must belong to 

at least one of the categories shown in Figure 2.8.

Traffic based

Models
Synthetic
Models

Temporal
dependency

Geographic

restriction

Survey
based

Spatial
deoendencv

Traffic
Sim ulator

M obility M odel

F igu re 2.25: Categories of Mobility Models.
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2 .7 .2  R a n d o m  W alk  M o d e l

The Random Walk Model was originally proposed to emulate unpredictable move­
ments of particles in Physics. It is also referred to as the Brownian motion because 
some mobile nodes are believed to move in an unexpected way. Random walk 

mobility model is proposed to mimic such movement behaviour [51]. The random 
walk model has similarities with the Random W ayPoint Model because the node 

movements have strong randomness in both of these models. We can examine 

random walk model as the specific Random W aypoint model assuming zero pause 
time. It is the simplest synthetic type mobility model which is widely used to  rep­
resent purely random movements of the entities in a system in various disciplines 

from Physics to Meteorology. However, it is not a suitable mobility model for 
simulating wireless networks, because node movements do not present continuous 
random changes of direction which is the main characteristic of this model [40].

2 .7 .3  R a n d o m  W a y P o in t M o b ility

The Random WayPoint (RWP) model is a random model for the movements of 
mobile users, and how their location, velocity and acceleration change over time 
[44] [52], It is one of the mobility models th a t is widely used in the simulation 
studies of mobile Ad-Hoc networks to compare the performance of various mobile 
Ad-Hoc networks. Result obtained from this model, shows th a t it fails to provide 
a steady state  in th a t the average nodal speed consistently decreases over time. 

In [52], recommendation was th a t this model should be capable to predict the 
average speed of nodes in simulations. This model assumes th a t nodes can move 

around in an open space without obstructions in any direction [45].

2 .7 .4  F reew ay  M o d e l

The Freeway mobility model proposed in [8 ] [53] models the behaviour of vehi­
cles travelling on a free-way. The movements of a node are restricted to a lane 
on a free-way and it is temporally dependent on the previous speeds and other
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vehicles travelling in front in the same lane. Relationship between the speeds at 

subsequent time slots is :

2 .7 .5  C o n sta n t S p e e d

In the ConstSpeed Mobility model, vehicles can move along a lane with constant 
speed to a randomly chosen target, and when the target is reached, it randomly 

selects a new one. It was used to model the random positions and also to help 

to  calculate a new target position th a t the vehicle will move to, and get the 
distance and when the next vehicle changes speed [15] [54]. This mobility model 
was adopted in the proposed algorithm because; vehicles are required to select 
speed uniformly over a given range, and also for the purpose of range checking, 
since communication range between transm itting  vehicles and AP is set.

2 .7 .6  S T reet R A n d o m W a y p o in t (S T R A W )

STRAW uses roads defined by real street maps to model vehicular mobility. A 
car following model is implemented to model inter-segment mobility. Vehicles 
adapt their speeds to the vehicle in front in the same lane. Simplified traffic 
control mechanism models are employed to describe the behaviour of vehicles at 

intersections [8 ] [53].

2 .7 .7  M a n h a tta n

This mobility model was mainly proposed for the movement in urban areas, where 
the streets are laid in an organized manner. It uses a grid road topology. In this 

mobility model, the mobile nodes move in vertical or horizontal direction on 
an urban map. The M anhattan  model employs a probabilistic approach in the 

selection of nodes movements, since, at each intersection, a vehicle chooses to keep 

moving in some direction; the probability of going straight is 0.5, and taking a 

left or right is 0.25 each [53]. Im portant characteristics of M anhattan mobility 

model are:
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• The mobile node is allowed to move along the grid of horizontal and vertical 
streets on the map;

•  At intersections of horizontal and vertical streets, the mobile node can turn  

left, right or go straight with certain probability;

•  Moreover, the inter-node and intra-node relationships involved in the M an­

h attan  model are the same as in the Freeway model.

2 .7 .8  S to p  S ig n /T ra ffic  S ig n  M o d e l

An im portant characteristic of vehicular mobility is the behaviour of mobile nodes 
a t traffic intersections (e.g.stop signs, traffic lights, roundabouts). [53] proposed 
two mobility models which simulate the influence of stop signs and traffic lights 
on the mobility of nodes. In the Stop Sign Model (SSM), each vehicle stops at 

every intersection and waits for a fixed time period [8 ]. In the Traffic Sign Model 
(TSM) vehicles stop with the probability of 0.5 for a random time in front of a 
traffic light. It is possible in both models th a t vehicles queue at an intersection 
before proceeding with their journey [45]. This leads to a clustering of nodes 
which have strong influence on the routing protocol performance.

2.8 M ob ility  M etrics

Mobility models are used to generate movements of mobile nodes in Ad-Hoc net­
works. Position, speed and moving direction of nodes are defined by the mobility 
model during the whole simulation. Since mobility causes constant changes in 

topology of the Ad-Hoc network, it has a large impact on the performance [8 ]. 
For mobile nodes, it is quite challenging to m aintain multi-hop communication 

routes, since the topology is time-varying and once a route has been established, 

the local route maintenance is necessary in order for th a t route to continue to 

exist [55].

This sub-section defines param eters associated with mobility.
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N ode D ensity The node density is defined as the number of nodes within a 
certain area, i.e.

N odeD en sity  =  N ode/A rea  (2.2)

N ode D istance The distance between two nodes a and b is defined as the 

Euclidian distance between the two nodes, i.e.

Distance(a, b) =  y / (x a -  x b)2 +  (ya -  yb ) 2 +  ...(xn -  yn ) 2 (2.3)

where a, b are points on both x  and y coordinates, and n  is the number of points

on each coordinate.

N ode Speed The speed of a node is the distance it travels a t a given time.

Speed =  D is tance /T im e  (2-4)

The neighbour distance is defined in the same way as the node distance, but 
this is calculated only for nodes which are neighbours.

2.9 R adio  P rop a g a tio n  M od el

In this section, discussion on different propagation phenomena used in this sim­
ulation including path loss exponent will be considered. The path loss exponent 

reflects the different environmental factors th a t affect received signals as the vehi­
cle’s move from one environment to another, while experiencing changing channel 

conditions. In the simulation, different values of 7  is used to represent path  loss 
exponent for different environment or the location where communication among 
vehicles and APs take place. The path loss exponent depends on the specific 

propagation environment. It is very expedient to select a free space reference 
distance th a t is appropriate to the propagation environment [37].

The propagation phenomena to be discussed in this section are: free-space 

path loss, shadowing and both slow and fast fading). Signal distortion caused by 
m ultipath fading channels, is one of the challenging and most serious problems
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th a t every mobile wireless communication systems have to cope with. However, 

the effect of severe signal fluctuation is still a challenge th a t has to be overcome 

even if multi-carrier techniques m itigate the frequency selectivity of wireless chan­
nels [56] [57]. Hence, to keep the SNR approximately constant at some desired 
level, power control schemes or techniques must also be adopted.

M ulti-path propagation is the most im portant characteristic of the vehicular 

communication channels. The radio waves reach the receiver via two or more 
paths. The effect is either constructive or destructive interference and phase 
shifting of the transm itted signal. Channel fading cannot be described by large 

scale fading alone as rather significant small scale fading occurs within meter 

distances [58].

The m ultipath propagation in mobile environment causes the transm itted 
wave to get reflected from distant objects and as well as to be scattered around the 
receiver resulting in a time-varying impulse response of the channel and amplitude 
fluctuations of the received envelope, random Frequency M odulation (FM), phase 
distortion, and frequency selective fading [59]. In a mobile network, provided th a t 
the power management scheme is properly implemented, each node will transm it 
a t a minimum power level such th a t only a fixed number of neighbouring nodes 
can over hear the transmission. An architecture of power control scheme is shown 
in Figure 2.12 on page 41.

Power management is a new concept in wireless Ad-Hoc networks which a t­
tem pts to improve the end-to-end network throughput, and the average power 
consumption and also to prolong the battery  life of mobile nodes [60]. It is a 

crucial part of the design of this proposed algorithm th a t controls the power and 
energy consumption in the network. It is also one of the key aspects of this design 

th a t improves existing RAAs. Figure 2 . 1 2  shows the concept and operation of 
power control scheme in wireless and mobile networks. Power control employed 
in this proposed scheme is effective in the followings areas:

• Collision avoidance ( im portant for road safety applications);

• M aintaining link QoS by adapting to node movements and channel varia­
tions;

51



2.9 Radio Propagation M odel

R ange o f  N ode  
transm ission

R ange o f  N ode A's 
transm ission

Figure 2.26: A PowerControlled Ad-Hoc Network.

• Reducing network congestion;

• Minimizing power consumption and prolong battery  life of mobile nodes;

• Improving spatial reuse;

• M itigating interference and increasing network capacity in mobile wireless 

communications [54].

2 .9 .1  F ree-S p ace  M o d e l

In order to analyse the decay and loss of signal strength over a distance, research 
on the propagation phenomena in wireless and mobile communications has been 
crucial since the outbreak of vehicular communications. This model was put 

forward by T. Harald. Friis in 1946 [3][61]. Friis equation extends the ideal of 
free space loss to incorporate both receive and transm it antenna gains. Since 

m ultipath signals is one of the causes of interference at the receiver, in free-space 

transmissions, the received signal is exclusively a result of direct path propagation, 
so there will be no interference at the receiver [62],
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Free-space path loss model is a power loss with the distance. Due to high 
mobility of vehicles, the distance between the transm itter and receiver changes, 

which makes it necessary to model the effect of distance on packet delivery prob­
ability. Such path  loss accounts for the loss due to spreading of Radio Frequency 

(RF) energy as transmission of signals propagates through a free space. It is 

worth noting th a t the free-space model is unrealistic because it cannot account 
for numerous terrestrial m ultipath effects. Free-space analysis is modelled among 

propagation processes to evaluate the effect of integrated in Power Control (PC) 

schemes. PC is vital because it is a means of controlling energy consumption 

in mobile wireless networks, and a means of balancing received power levels or 
guaranteeing SIRs [62] [63]. It aims to minimize energy consumption subject to 

maintaining a constant transmission rate.

2 .9 .2  S h a d o w in g  an d  S low  F ad in g

Fading is a terminology employed in describing fluctuations of a received signal 
as a result of m ultipath propagation. Fading can slow and fast and also can 
be defined in terms of flat or frequency selectivity. Path  loss is a function of 
antenna heights, and the environment, and distance. Hence, the predicted path  
loss for a system operated in a particular environment will therefore be constant 

for a given base-to-mobile distance [64]. From Figure 2.13, the particular clu tter 
(buildings, trees) along a path at a given distance varies for every path, causing 
variations of path attenuations. Some path  will suffer from increased loss when 
being obstructed.

Fast fading is a propagation effect th a t is characterized by rapid fluctuations 

over very short distances. This fading occurs as a result of scattering from objects 
of close proximity; hence it is also called small-scale fading. It can be observed 

up to half wavelength distances. It is sometimes referred to  as Rayleigh fading 
because Rayleigh distribution is often the best fit for many scenarios when there 
is no direct path (line-of-sight) [62],

Figure 2.13 shows channel modelling in wireless mobile communications. It 

shows how m ultipath fading and obstruction from tall buildings and trees affect
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t .=  p a th  o e la y

Figure 2.27: Multipath Fading in Wireless Networks.

the quality of signal reception and can impact the packet success rate.

2 .9 .3  F ast (M u lt ip a th )  F ad ing

This type of propagation is sometimes called log-normal fading because a log­
normal distribution tends to be the best to describe the fading process. Fading 
occurs as a result of scattering from distant large objects (shadowing) unlike in 
the case of fast fading and hence it also termed as large-scale fading [62], Power 
control is an efficient technique to combat the effect of m ultipath fading th a t 

affects the received signals in wireless networks.

In vehicular communications, these effects are common due to tall build­

ings,and trees tha t spread along the roads as vehicles move from one destination 

to another. In order to combat this effect, a proper power control needs to be 

adopted to m itigate fading. PC can also be used to implement various dynamic 
network operations, such as channel selection and switching, hand off and ad­

mission control [65]. Power control schemes often focus on capacity and quality 
issues, but they should be a means of balancing received power levels of balancing 

or guaranteeing SIRs [6 6 ]. In cellular networks, the aim has been to minimize co­

channel interference under Time Division Multiple Access (TDMA), Frequency 
Division Multiple Access (FDMA), Packet Reservation Multiple Access (PRMA),
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and or related protocols.

There are two common methods for controlling power in very fast fading 

channels. The first attem pts to predict the channels behaviour based on past 

transmission statistics and use this information to update the transm itter power 

[57]. In order to implement this method, the following param eters are necessary: 
channel gain, received SNR at each time instant in addition to some statistical in­

formation about the communication system. In the second method, knowledge of 
the channel’s mean gain which do not need to be updated until the channel’s mean 

changes [67] is im portant. The purpose of this method is either to minimize the 

probability of fading-induced outage or by assigning the powers which bounded 
the outage probabilities of the user to the system [57]. There are basically two 

types of algorithms used in power control: open and close-loop algorithms. The 
former is designed to solve the near-far problem, while the la tter helps in reducing 
the effect of Rayleigh fading [54] [56] [6 8 ]. The essence of open-loop power control 
is to ensure th a t the power received by all users is equal in average at the base 
station.

Usually, the links of wireless mobile networks occupy the same frequency spec­
trum; this makes them interfere with each other. For this reason, proper resource 
management is very im portant in order to combat this problem. Hence, the power 
of each transm itter is related to the resource usage of the link. Therefore, the 
users of a link will determine the best power distribution to be carefully m an­

aged. The denser the network, the more difficult it becomes to manage the power 
usage for each mobile node. For more efficiency, adequate resource management 
is needed to utilize the radio resources used among mobile nodes. Controlling 
the transm it power of mobile communication is a very efficient means to control 

the QoS and the capacity of wireless networks [69]. In environments where the 
channel vary slowly, existing power control schemes are designed to operate in 

such networks. But in case of vehicular networks, it does not perform well be­
cause user channels change very quickly and these methods fail in such scenarios. 

Power adjustm ent is needed in this case to tune the instantaneous SINR. Con­

stant power coding is a technique tha t help nodes to transm it when the channel 

condition is favourable.
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2.10 Chapter Summary

The im portance of power control in wireless mobile communications are:

1. Due to  channel variations of mobile nodes, constant power is necessary 

so th a t da ta  rates can adapt to channel conditions. Scheduling can also 
be considered so th a t nodes transm it only when channel conditions are 

favourable;

2 . M aintain constant SIR and therefore constant da ta  rate [70].

2.10  C hapter Sum m ary

In this chapter, the theories related to the design and implem entation of the 

proposed algorithm has been discussed. This chapter has also considered wireless 
technology which is the basis of IEEE 802.l i p  standard implem entation in this 
research. It has also expatiated on existing RAAs, their operation and challenges 
or limitations. Furthermore, the chapter has also explained different mobility 
models and also gave reasons for the chosen mobility model among the existing 
ones. This topic is very crucial because this proposed implem entation focuses on 
mobility of vehicles. It is necessary to have the review of literature, so th a t proper 
knowledge of mobility models can be fully exploited. One of the key principles 
of transmission in the MAC layer th a t helps in collision avoidance, QoS was also 

considered. The MAC layer protocol was fully discussed so as to gain knowledge 
of the MAC layer operation and traffic type coordination.

Furthermore, discussion was made on the radio model and underlying propa­

gation processes in vehicular communications on how channel conditions changes 

so fast due to high mobility of vehicles. This is one of the aspects we assumed in 
this design to handle power control in vehicular networks. W ith the knowledge 
established in this chapter, it will be used to design and implement RAAs in the 
next Chapters.
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3

R eview  of Existing R ate  
A daptation Algorithm s

This chapter will deal with existing Rate A daptation Algorithms (RAAs) and 
their implementations. It will also explain details of some existing RAAs and also 
express their implementations using algorithms. It will also show in summary how 
each of them  behaves. This chapter will also highlight some of the challenges faced 
by these RAAs and also use it as a bench mark for designing and implementing 
the proposed RAA.

The aim of every RAA is to estim ate channel quality and status of other 
stations (e.g. how many active stations are in a coverage area), and adjust trans­
mission rate accordingly. Rate A daptation (RA) offers an effective means of facil­
itating system throughput improvement in IEEE 802.11-based wireless networks 

by improving the PHY layer m ulti-rate option upon dynamic channel conditions.

The focus and goal of this research is to design a robust rate adaptation al­
gorithm th a t will effectively switch bit-rate and adapt to fast channel conditions 

in a high mobile environment. This proposed RAA should be able to provide 
better throughput performance than existing rate schemes with the integration 
of power control scheme and SNR-based designed scheme. In addition, knowing 

th a t safety application is one of the reasons for vehicular communications, the 
proposed RAA should be able to provide latency and collision avoidance accord-
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ing to DSRC standard so as to meet the safety requirements which is provided 

by ITS for human safety. Power control will be integrated into this design to 

help minimize energy consumption by appropriate adjustm ent of vehicles trans­
m itter power, reduce network congestion, improve quality of service and collision 

avoidance in vehicular networks. The key challenges in bit-rate selection are to 

determ ine which bit-rate will provide the best or highest throughputs and also 
knowing when to switch to another bit-rate th a t would provide better through­

puts.

3.1 R a te  A d a p ta tio n  A lgorith m s

Rate adaptation is the process of dynamically switching data  rates to match 
the channel conditions, with the goal of selecting the rate th a t will give a good 

throughput for the given channel condition. The two fundamental issues when 
designing a rate adaptation scheme are ’’when to increase and decrease the trans­
mission ra te” . The effectiveness of a rate adaptation scheme depends greatly on 
how fast it may respond to the wireless channel variation [34],

One of the goals of RA is to maximize throughput via exploiting the multiple 
transmission rates available for 802.11 devices by adjusting their transmission 

rates dynamically based on to the time-varying and location dependent wireless 
channel conditions. Many rate adaptation schemes exist and some of them have 
been implemented either via simulation or experimental scenarios. RA schemes 
have been proposed in order to increase the throughput of WLAN by changing 
the transmission rate to the time varying wireless channels while satisfying a 
given Bit Error Rate (BER) or Packet Error Rate (PER). It is very im portant 

to be aware th a t transmission failure in rate adaptation occurs for two reasons, 

collisions and poor channels. These two factors will be analysed in later chapters 
where discussion of results obtained with existing RAAs and proposed algorithm 

will be considered.

Although several RAAs have been proposed in the literature [6 ] [9] [14] [34] [61] [71] 
[72] [73] [74] [75] [76]. The working principle in rate adaptation is all based on indoor
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wireless networks. The characteristic of indoor wireless networks varies signifi­
cantly from th a t of vehicular networks as a result of the high mobility of nodes. 

Some recently proposed rate adaptation schemes [77] [78] deal with the problem 
of packet loss due to contention. These algorithms face the contention issue with 

the (RTS/CTS) mechanisms of IEEE 802.11. The RTS/C TS handshake increases 

d a ta  overhead, but it can decrease the collision duration in the presence of long 

packets. Indeed, it is better to use this mechanism only when losses are due to 
collisions. Therefore, algorithms like Collision-Aware Rate A daptation (CARA) 

[14] [34] and Robust Rate A daptation Algorithm (RRAA) [61] propose to switch 
on and off the mechanism based on some heuristics.

In [14], a series of outdoor experiments were performed in order to understand 
how the existing rate adaptation algorithm in wireless network performs in a 
highly mobile vehicular environment. In their experiments, they observed tha t 
existing schemes for rate adaptation (significantly underutilize)[14] the wireless 
link capacity in vehicular networks. These adaptation schemes can be classified 
as: transm itter-based or receiver based, packet statistics-based or SNR-based and 
window-based or frame-based.

3 .1 .1  P a ck et S ta t is t ic s -B a se d  S c h em es

These group of rate adaptation algorithms operate on basis of consecutive suc­
cess/losses or error rate. Some examples of rate adaptation algorithms in this 
category are:

• Auto rate retry (ARF) [14] [75];

•  Adaptive auto rate retry (AARF)[15][79], also known as Adaptive Multi- 
Rate Retry (AMRR) [2] [71];

• ONOE [14] [78] ;

•  SampleRate [9];

• Context-Aware Rate Selection Algorithm (CARS) [14] [72].
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Packet Statistics-based scheme uses consecutive frame transmission failure 

and success counts as an indicator of the channel quality. In this approach, 

the sender utilizes long-term or short-term  statistics from the past (consecutive) 

transmission results to determine adaptation of the transmission rate to the radio­

channel condition change. For example, if the consecutive error rate has increased 

significantly, the transmission bit-rate may be dropped to the next lower bit-rate. 

Or, if the consecutive error rate is sufficiently lowered for a while, the transmission 
bit-rate may be raised to the next higher bit-rate. However, there are some 

problems with this approach. One of the problems is the decision of inaccuracy 
of the transmission rate change. For example, if the error rate is increased, most 

of the b it-rate selection algorithms in this approach reduce the bit rate to a lower 

bit rate. However, the characteristic feature of 802.11 in hotspots shows th a t 
the rate reduction is wrong if the loss is made due to the increased contention 
(not due to the decrease of radio-signal quality) since the reduction of bit- rate 
increases contention by occupying the media for an increasingly longer period of 

time [16].

3 .1 .2  S N R -B a se d  R a te  A d a p ta t io n  A lg o r ith m

In RAA, it is expected tha t exploiting PHY layer information th a t directly char­
acterizes the channel quality would gives a better guideline for rate adaptation. In 
literature, many schemes have proposed to SNR to assist the rate adaptation so as 
to be able to estim ate SNR to the PHY layer which should improve the network 

throughput since SNR is a good indicator of channel quality. Examples of these 
RAAs are Receiver Based Auto-Rate (RBAR), O pportunistic Auto-Rate (OAR), 
SNR-Guided R ate (SGRA) etc. A summary of rate adaptation algorithms in 

their classes are shown in columns 2 and 3 of Table 3.1 on page 51. From this 

table we have transmitter-received-based, SNR-based and window/frame-based 
rate adaptation algorithms.
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Table 3.1: Classification of Existing Rate Adaptation Algorithms.

Schemes T-R SNR Window/Frame Implemented Hidden Issue
A RF/A A R F Tx No Window Yes No
CARA Tx No Window No Yes
RRAA Tx No Window Yes Yes

SampleRate Tx No Window Yes No
CHARM Tx Yes Frame Yes No

SGRA Tx Yes Frame Yes No

ONOE Tx No Window Yes No

RBAR Rx Yes Frame No No
OAR Rx Yes Frame No No

RARA Rx Yes Frame No No
RAM Rx Yes Frame No Yes

CARS Tx No Window Yes Yes

3.2 T y p e s  o f  R a t e  A d a p t a t i o n  A lg o r i th m s

This section will review existing RAAs from literatures. At the end of this sec­
tion, background knowledge of existing rate schemes should have been estab­
lished. This knowledge will help to enhance understanding of their implementa­
tions which will be discussed in C hapter 4.

3 .2 .1  A u to  R a te  F allback  (A R F )

The first and simplest documented bit-rate selection algorithm is A uto-Rate Fall­
back (ARF) [71]. It was developed for WaveLAN-II 802.11 cards as far back as 

1996. These cards were one of the earliest m ulti-rate 802.11 cards and are able to 
send a t 1 and 2 megabits. ARF was developed at the Bell laboratories and pub­
lished in a journal in the summer of 1997 [2], The idea behind ARF is to adapt the 
variable conditions in the wireless link by monitoring the am ount of packet loss 

tha t the link experiences. It is designed to work with many different rates for the 
future IEEE 802.11 standards of the WaveLAN cards. The decision whether to 

increase or decrease the transmission rate is based on the number of consecutive
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successfully or unsuccessfully transmission attem pts, respectively. This algorithm 
is widely adopted because it is simple. In ARF, the sender tries to send a packet 

a t higher rate after a fixed number of continuous successful transmissions at a 

given rate. This packet is called a probe packet. The sender decreases the rate 
after 1 or 2  consecutive failures. If the probe packet is successful, the next packet 

will be sent a t higher rate and if not, the sender will immediately lower the rate. 
The sender also lowers the rate after 2 consecutive failures.

This algorithm works by monitoring the current rate th a t is being used along 

with the number of lost packets. It makes use of the property of 802.11 networks 

th a t the packets need to be positively acknowledged by the receiver. The card 
reports this information to the MAC layer. The station tries to re-transm it the 
packet repeatedly untill it is either acknowledged or the number of retransmissions 

exceeds the maximum retry count set before hand. Afterwards it discards the 
packet and reports it to a higher layers called the transport layer. It s tarts by 
transm itting at the highest rate listed and builds the statistics for the number 
of retransmissions and successful transmissions. Furthermore, it adjusts the rate 
using the statistics it has built from precious transmissions. There is a time limit 
for this adjustm ent to be completed, hence this algorithm purely depends upon 
the packets to be transm itted during th a t time.

3 .2 .2  A d a p tiv e  A u to -R a te  F allback  (A A R F )

Adaptive Auto-Rate Fallback (AARF) is one of the statisticbased approach RAAs 
th a t uses packet transmission characteristics to make decisions. It waits for the 

ten successive successful transmissions before it moves to a higher rate and then 
moves to a lower rate when the first transmission fails. This algorithm assumes 

th a t higher rate cannot do better than the lower rate at any time [2 ].

The aim of ARF is to adapt to changing channel condition and take advan­
tage of higher bit-rates. ARF was also designed to work on future WaveLAN 
cards with more than 2 bit-rates. For a particular link, ARF keeps track of the 

current bit-rate as well as the number of successive transmissions w ithout any 

retransmissions.

62



3.2 T ypes o f R ate A daptation A lgorithm s

ARF performance is poor in scenarios where links experience losses. It may 

increase the b it-rate past the highest throughput one to another which requires 

many retries for each packet. Its throughput may be very low, but ARF does not 
step down until a b it-rate experiences packet failure. As a result of this, it takes 
a longer time transm itting packets at a higher bit rate th a t does not work well. 

ARF may alternatively decrease the bit rate because of packet failures, bu t it 
may not step up again to a better performing bit-rate if lower bit-rates are lossy 

[16] [61].

The main problem of this algorithm is th a t it cannot distinguish between losses 

due to collision from losses due to the channel, so it achieves poor performance 
in multi-user scenarios. In this paper, the authors analyse the problem of this 
algorithm, th a t this algorithm tries a higher rate every time it obtains a fixed 
number of successfully transmission attem pts, even if the current rate is the most 

convenient. To alleviate this problem, the Adaptive ARF (AARF) algorithm [16] 
was proposed.

In AARF, each step-up param eter is doubled every time the algorithm tries 
to increase the bit-rate and the subsequent packet fails. It increases throughput 
dramatically, if the packet failures take up a large amount of transmission time. It 
exponentially waits longer before increasing the bit-rate if no other packet failures 
occur, which allows it to avoid throughput reduction resulting from trying higher 
bit-rates th a t do not work.

AARF is an adaptive variant of well known ARF th a t selects transmission 

rates based on the success and failures of recent packet transmission attem pts. It 
behaves like ARF with the difference th a t the number of consecutive successfully 

transmission attem pts before trying the higher rate is incremented exponentially 
every time the higher rate transmission fails. AARF performs better than ARF 
in case of single-user scenarios, but it has the same problems as ARF in a m ulti­

user scenarios. AARF will instead wait exponentially longer before increasing the 

b it-rate if no other packet failures occur. The reasons for choosing AARF are as 

follows:

1. It is the simplest algorithm to implement;
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2. It is the first proposed rate adaptation algorithm, and hence m ajority of 

publications on rate adaptation algorithms considers it;

3.2.2.1 Im plem entation

1. Move to the next lowest bit-rate if the packet was never acknowledged

2. Move to the next highest bit-rate if 10 successive transmissions have oc­

curred without any retransmissions

3. Otherwise, continue a t the current bit-rate

The challenge faced with this rate adaptation algorithm is that, it cannot 
distinguish between losses due to collision from losses due to the channel, so it 
achieves poor performance in multi-user scenarios. This problem is caused by 
hidden node. The solution is to use RTS/C TS handshake [74].

3 .2 .3  O N O E  R a te  A d a p ta t io n  A lg o r ith m

ONOE [61] [75] [77] [78] was developed by MadWifi organization for Wi-Fi adapters 
with Atheros chips. ONOE is a credit-based algorithm which slowly adapts and 
tries to change the rate after a 1 second interval by m aintaining the credit score of 
the current rate for every destination, and after the end of a second, it calculates 

the credit and makes the rate decision [77] [78] [79]. ONOE tries to overcome 
the loss-sensitivity of ARF, and it variants, by attem pting to select the highest 

transmission rate with a packet loss rate of 50%.

For each individual destination, the ONOE algorithm keeps track of the cur­

rent bit-rate for the link, and the number of credits th a t b it-rate has accumulated. 
It only keeps track of these credits for the current b it-rate and increments the 

credit if it is performing with very little packet loss. Once a bit-rate has accu­

m ulated a threshold value of credits, ONOE will increase the bit-rate. If a few 
error conditions occur, the credits will be reset and the b it-rate will be decreased 

[61] [78]. It calculates the credit for the current transmission rate based on the
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packet loss ratio. The initial rate credit is set to be zero. ONOE observes received 
ACKs and increase the credit by 1 and then is increased to 1 when less than 10% 

of frames in a time window of 1 second need retransmission (and the to tal frame 

transmissions are a t least 1 0 ), otherwise it decrements it by 1 .

W hen the credit for the current rate reaches 10, it will increase the rate to the 

next higher level, else it decrements it to the next lower level if 1 0  or more frame 

transmission have been sent and more than 50% of the frame transmissions failed 

during the last period. Credit is reset to 0 when the rate changes. ONOE tries 
to find the highest bit-rate with less than a 50% loss rate, so it will step down 

from 11 megabits and will settle on 5.5 Mega bits. It decreases the bit-rate when 
the packets need at least 1 retry on average and increases the bit-rate when less 
than 10% of packets require a retry. ONOE is said to be a conservative algorithm 

because it does not increase the current transmission rate when it detects good 
channel quality, but waits until the credit values threshold is reached. Once it 
observes th a t a bit-rate will not work, it will not a ttem pt to step up again until 
at least 10 seconds have gone by. The ONOE algorithm can also take time to 
stabilize [2] [79].

The challenges faced by this RAAs are: ONOE is insensitive to burst losses 
because it cannot distinguish frames losses from transmission losses. It is not 
responsive to fast changes in wireless channels because it takes time to stabilize. 
And also, ONOE is very conservative because it does not increase the current 

transmission rate when it detects good channel quality, but waits until the credit 
value reaches the threshold.

ONOE was chosen as one of the existing rate algorithms to be implemented 
in this simulation because:

1. It is a very popular algorithm which the majority of publications in rate 

algorithms considers and talks about [79];

2. Its implementation is available in the MADWifi driver code which makes it 

resourceful [78].
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3.2.3.1 Im plem entation

1. If no packets have succeeded, move to  the next lowest b it-rate and return.

2. If 10 or more packets have been sent and the average number of retries per 

packet was greater than  one, move to the next lowest bit-rate and return.

3. If more than 10% of the packets needed a retry, decrement the number of 

credits (but don’t let it go below 0 ) and return.

4. If less than 10% of the packets needed a retry, increment the number of 

credits.

5. If the current bit-rate has 10 or more credits, increase the bit-rate and 
return.

6 . Continue at the current bit-rate .

3 .2 .4  S a m p le R a te  A d a p ta t io n  A lg o r ith m

SampleRate uses a probing mechanism by transm itting every tenth packet at 
a different rate, randomly chosen from a set of sampled rates. It selects the 
rate th a t has the lowest average transmission time including the retransmission 
attem pts [2 ], SampleRate chooses the bit-rate it predicts and will provide better 
throughputs based on estimation of expected per-packet transmission time for 
each bit-rate. It periodically sends packets at bit-rates, different from the current 
one, to check whether they can provide better performance. When the estimated 

per-packet transmission time becomes smaller than the current one, it switches to 

another bit-rate. SampleRate reduces the number of bit rates it must sample by 
eliminating those th a t could not perform better than  the one currently being used. 

SampleRate also stops probing a t a b it-rate if it experiences several successive 

packet losses [2] [61] [79] [80].

SampleRate algorithm takes the highest rate when it starts and stops using 

a particular rate as it experiences four successive failures. It periodically sends 

a number of data  packets as sample packets, at a certain rate other than the
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current rate to gather its statistics so th a t it can make decision on appropriate 
rate selection [75] [79]. For each transmission rate, SampleRate will calculate the 

Average Transmission Time (ATT) every 10 seconds based on the transmission 

results obtained. Any rate with the smallest result of ATT will be selected for 

normal packets in the next control period of 10 seconds. The transmission rate 

with the smaller ATT is normally selected from available rates compared to  the 

current transmission rate for normal packets as it transm its sample packets in 
every tenth  packets.

SampleRate does not try  to send packets a t 1 or 2 Mbits because the lossless 

transmission time for those bit-rates is higher than  the ATT for both 11 and 5.5 

Mbits. This is because, it sends most da ta  packet at the rate it believes it will 
yield the highest throughput, it switches to a different rate when it observes th a t 
the throughput based on the other rates ATT is higher than the current rate.

The averaging scheme adopted in SampleRate makes it robust to rapid small- 
scale fading in the presence of constant large-scale path  loss, but it is often slow 
to adapting to new channel conditions.

This algorithm is chosen to be implemented in our simulation for the following
reasons:

•  Our proposed algorithm is based on this. One of its function uses an Expo­
nentially Weighted Moving Average (EWMA) of past frame transmission 

statistics for each bit-rate which is similar to the scheme in SampleRate;

• It is also considered because it is one of the most popular existing rate 
algorithms [14] [79].

SampleRate is implemented in three functions : applyrate() , which assigns 

a bit-rate to a packet, processfeedback{), which updates the link statistics based 
on the number of retries a packet used and w hether the packet was successfully 

acknowledged, and remove siaieresuits(), which removes results from the transm is­
sion results queue th a t were obtained longer than 10 seconds ago. SampleRate 
must address the following challenges when trying to pick the optimal bit-rate 

[79]. Details of this implementation are considered in Chapter 4.

6 7



3.2 T ypes o f R ate A daptation A lgorithm s

•  A bit-rate selection algorithm cannot conclude th a t higher bit-rates will 

perform poorly just because lower bit-rates perform poorly;

•  The bit-rate th a t achieves the most throughput may suffer from a signifi­

cant am ount of loss. Algorithms th a t only use bit-rates with high delivery 

probability may not find the b it-rate th a t achieves the highest throughput

)

•  Link conditions may change. Failing to react to changes in link conditions 

could result in needlessly low throughput;

• A bit-rate selection algorithm tha t constantly measured the throughput of 

every b it-rate would likely achieve low throughput. If a link sends every 
10th  packet at a bit-rate th a t requires 4 retries; it might get only half the 

throughput it is capable of. Bit rate selection algorithms must limit the 
bit-rates they choose to measure. W hen process feedback function runs, it 
updates information tha t tracks the number of samples and re-calculates 
the average transmission time for the bit-rate and destination and process 
feedback function performs the following operations;

• Calculate the transmission time for the packet based on the bit-rate and 
number of retries using the transmission time equation given below:

tx time(b;r-,n) =  DIFS-\-back—off (r ) - \ -( r+ l)  x ( S I F  S + A C  K H e a d e r s - ( n  x 8 /6 )

(3.1)
where t x time is transmission time, b is bit-rate, n  is number of packets, r  is 
number of retries, Header  is 392 bits, A C K  is 304, S I F S  is 30//s, D I F S  
is 50/is from Table 4.2 on page 79, and back — o f f  =  C W size x slot t ime  

from Algorithm 3 on page 104.

•  Look up the destination and add the transmission time to the to tal trans­

mission times for the bit-rate.

•  If the packet succeeded, increment the number of successful packets sent at 
th a t bit-rate.
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•  If the packet failed, increment the number of successive failures for the 

bit-rate. Otherwise reset it.

•  Re-calculate the average transmission time for the bit-rate based on the sum 

of transmission times and the number of successful packets sent a t th a t bit- 
rate.

•  Set the current-bit rate for the destination to the one with the minimum 

average transmission time [61].

Append the current time, packet status, transmission time, and bit-rate to 
the list of transmission results. SampleRate is based on transmission statistics 

over cycles. It maximizes throughput by sending packets at the bit-rate th a t has 

the smallest average packet transmission time as measured by recent samples. It 
is implemented using three functions:

The applyraie() assigns a bit-rate to a packet. In SampleRate adaptation 
algorithm, it is implemented using the following steps:

1. If no packets have been successfully acknowledged, return the highest bit- 
rate th a t has not had 4 successive failures.

2. Increment the number of packets sent over the link.

3. If the number of packets sent over the link is a multiple of ten, select a 
random bit-rate from the bit-rates th a t have not failed four successive times 
and th a t have a minimum packet transmission time lower than the current 

b it-ra te’s average transmission time.

4. Otherwise, send the packet at the b it-rate th a t has the lowest average trans­
mission time.

The processfeedback() is implemented with the following steps:

1 . Calculate the transmission time for the packet based on the bit-rate and 

number of retries using equation (3.1);
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2. Look up the destination and add the transmission time to the total trans­

mission times for the bit-rate.

3. If the packet succeeded, increment the number of successful packets sent at 

th a t bit-rate.

4. If the packet failed, increment the number of successive failures for the 

bit-rate. Otherwise reset it.

5. Re-calculate the average transmission tim e for the bit-rate based on the 

sum of transmission times and the number of successful packets sent a t 
th a t bit-rate.

6 . Set the current bit-rate for the destination to the one with the minimum 
average transmission time.

7. Append the current time, packet status, transmission time, and bit-rate to 
the list of transmission results.

The removestaieresuits{) is implemented using the following steps:

1. Remove the transmission time from the total transmission times at th a t 
b it-rate to tha t destination.

2. If the packet succeeded, decrement the number of successful packets at th a t 
bit-rate to th a t destination.

3.2.4.1 Im plem entation

The SampleRate algorithm is implemented using the following steps:

1. If no packets have been successfully acknowledged, return the highest bit- 
rate th a t has not had 4 successive failures.

2. Increment the number of packets sent over the link.
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3. If the number of packets sent over the link is a multiple of ten, select a 

random bit-rate from the bit-rates th a t have not failed four successive times 

and th a t have a minimum packet transmission time lower than the current 

b it-ra te’s average transmission time.

4. Otherwise, send the packet at the bit-rate tha t has the lowest average trans­

mission time. W hen process feedback() runs, it updates information th a t 

tracks the number of samples and recalculates the average transmission 
time for the bit-rate and destination and process feedback() performs the 

following operations:

5. Calculate the transmission time for the packet based on the b it-rate and 
number of retries using the equation (3.1) on page 56.

6 . Look up the destination and add the transmission time to the total trans­
mission times for the bit-rate.

7. If the packet succeeded, increment the number of successful packets sent at 
th a t bit-rate.

8 . If the packet failed, increment the number of successive failures for the 
bit-rate. Otherwise reset it.

9. Re-calculate the average transmission time for the bit-rate based on the 
sum of transmission times and the number of successful packets sent at 

th a t bit-rate.

10. Set the current-bit rate for the destination to the one with the minimum 
average transmission time .

1 1 . Append the current time, packet status, transmission time, and b it-rate to 
the list of transmission results.

The application challenge for this rate adaptation algorithm is th a t it may 

pick a random  rate which yields even worse throughput compared to the current 
transmission rate.
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3 .2 .5  C o n te x t-A w a r e  R a te  S e le c t io n  (C A R S ) A lg o r ith m

Context-Aware Rate Selection Algorithm (CARS), is a novel rate adaptation 

mechanism for VANETs tha t uses context-information (e.g. vehicle speed and 
distance from neighbour etc.) to learn the real-time link quality and system ati­
cally address the challenges faced by existing rate  algorithms, while maximizing 
the link throughput. This algorithm achieves significant higher throughput com­

pared to existing rate adaptation algorithms in the presence of high mobility of 

vehicles and varying channel conditions. Some extensive outdoor experiments 

were carried out when implementing this algorithm to show th a t existing rate 
adaptation schemes for 802.11 wireless networks underutilize the link capacity in 

vehicular environments [14].

This algorithm also show th a t CARS mechanism uses context-information to 
adapt to fast changing link conditions specific to vehicular networks. Another 
good implementation of this algorithm was mobility of vehicles. Many exist­
ing rate adaptation algorithms did not concentrate on implementing RAA with 
mobility. From the literature review, most im plem entation of rate adaptation 
algorithms are not with mobility. From the different scenarios carried out during 
their experiments, results show th a t CARS adapts to changing link conditions at 
high vehicular speeds faster than existing RAAs.

The basic concept of CARS algorithm is to make use of context-information 
from the application layer. In addition to the frame transmission statistics re­
ceived from the lower layers, this algorithm helps to determine when to give 
preference to either the context-information or EWMA th a t deals with past trans­

mission statistics. The CARS scheme makes use of an empirical model to learn 
the effect of context information on the packet delivery probability which goal is 
to predict Packet Error Rate (PER) as a function of the distance between the 

vehicles, the relative speed between the vehicles, and the transmission rate.

CARS algorithm was implemented on the open-source MadWifi wireless driver 

for Atheros chipset wireless cards. This implementation consists of 520 lines 

of C code. Context-information required for CARS was obtained using GPS- 
Daemon, a VANET application th a t interfaced with the wireless driver using a
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generic/protocol interface [14]. In their implementation, they were able to deal 
with some of these challenges faced with existing rate algorithms which are under­

utilization of link capacity, effect of environment, effect of hidden-node collisions.

The lim itation of this algorithm is th a t it is affected by the propagation phe­

nomena and cannot estim ate SNR to the PHY layer. The two basic challenges 
of CARS among others, are some of its lim itations th a t this proposed algorithm 

has been able to solve. They are : Hidden station problem which is caused as a 

result of packet error statistics becoming polluted with collision-induced losses, 

and CARS not able to estim ate SNR to the PHY layer.

3.2.5.1 Im plem entation

In this section, we will illustrate the approach and steps adopted in implement­
ing the CARS algorithm. Algorithm 1 describes the CARS algorithm. This 
algorithm is used to estim ate the link quality using both context-information and 
past transmission statistics. Context-information is represented as c tx , E q is a 
function th a t uses context-information, transmission rate, and packet length as 
input param eters, and outputs estimates PER. The function E H uses past trans­
mission statistics similar to SampleRate for each bit-rate, this is also an input 

param eter to estim ate PER  for line 4. a  is assigned based on vehicles speed, it is 
given as a  = mcix(0, min(  1, v/ S) .  Here a  is com puted based on values of v which 
is speed of vehicles, S  is speed normalizer, selected as 30 metres per second [14]. 

This algorithm calculates estim ated throughput for each bit-rate and selects the 
bit-rate th a t will provide the most throughput. N  is the number of retransm is­

sion, and avgretries is average retries. The weight tha t signifies the penalty given 
to unsuccessful packet transmission is given as p. From [14], this value is 8 .

3.2.5.2 A pplication Challenges

This algorithm has the following challenges:

•  Delay in estimation as a result of the estim ation window, this is caused by 

idle station;
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A lgorithm  1 Context-Aware Rate Selection Algorithm
Input: c t x , a , len

O utput: ra t e

1 MaXThr  0
2 B e s t Rate <— M I N ra te

3 for all r a t e  do
4 P E R  =  a . E c { c t x , r a t e , l e n ) +  (1 — a ) . E R ( r a t e , l e n )

_ Rate
5 Qretries avgretries.(l — P E  R N )P

6 if T h r  >  M a x rh r  then
7 B e s t Rale < r- bi t ra te

8 M a x r h r  T h r
9 end if

10 end for
11 R e t u r n  B e s t  Rate

•  Cannot estim ate SNR to the PHY layer;

•  Not adaptive to propagation conditions;

•  It lacks the ability to  tune the estim ation window size dynamically, using 
the context-information;

•  Depends on packets being continuously transm itted  in order to calculate 
the packet loss estimate;

•  Hidden station problem which is caused as a result of packet error statistics 

becoming polluted with collision-induced losses.

3 .2 .6  S ig n a lto -N o is e  R a tio  (S N R  ) a n d  R e c e iv e d  S ig n a l  

S tr e n g th  In d ic a to r  (R S S I )-B a se d  S ch em e

The design most existing rate adaptation schemes rely only on frame losses to 

infer channel quality, but perform poorly if frame losses are mainly caused by 

interference [74]. Since SNR is a good prediction tool for channel quality, the
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SNR-based rate scheme is necessary especially in vehicular networks where chan­

nel condition changes very fast due to high mobility of vehicles.

In cellular system, all algorithms are SNR-based, and transmission rate de­

pends on SNR estimations. The nodes estim ate the SNR of the downlink and 

reports it to the network as the so called Channel Quality Indicator (CQI). The 

network bases the transmission format (packet length, modulation scheme, cod­

ing rate) upon the CQIs. The network transm its da ta  immediately to the nodes 

with the highest CQI, i.e. highest SNR. This is part of so-called ”opportunistic 
scheduling” , i.e. the ability to exploit the variations of channel conditions. Some 
examples of the RAAs in this category are:

•  Receiver Based Auto-Rate (RBAR);

•  CHARM;

• LeZiRate bit-selection;

• SNR-Guided Rate A daptation (SGRA);

•  Robust Rate A daptation Algorithm (RRAA);

• Model-Driven Rate Selection (MDRS);

•  Multi-Vehicular Maximum (MV-MAX);

• O pportunistic Auto-Rate (OAR).

3 .2 .7  R e ce iv er  B a se d  A u to -R a te  (R B A R )

Receiver Based Auto-Rate (RBAR) [61] [69] [71] is a SNR-based scheme th a t uses 
feedback from the receiver to select the sender optimal rate. In this scheme, the 

sender sends an RTS frame before every packet, and receiver measures the SNR 
and compares it with SNR thresholds from a priori calculated wireless channel 
model, calculates the optimal rate, and sends it back to the sender as part of the 
CTS frame [14].
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In the RBAR scheme [12] [14] [74], the RTS/CTS handshake is mandatory. 
The receiver selects the best transmission rate on the basis of the receive signal 

strength indicator (RSSI) measured during the reception of the RTS frame. The 

selected PHY mode is sent a t the minimum rate (i.e. 6 Mbps); hence they

are robust against channel-related losses. On the other hand, it is observed that, 

when the RTS/C TS mechanism is used in an infrastructure scenario, collisions can 

occur only during the transmission of the RTS frame. Therefore, the RTS/CTS 
mechanism is a good way to distinguish between collision errors and channel 

errors.

3 .2 .8  C H A R M

CHARM [74] [71] is a SNR-based scheme which uses channel reciprocity to obtain 
channel information while incurring R TS/C TS overhead. The problem with using 

SNR as an estim ate of channel quality is th a t in a rapidly changing channel, SNR 
can periodically fluctuate which leads to misleading predictions. Averaging the 
SNR values over a window will lead to the same estimation delay problem as in 
the frame-error-based schemes. This scheme uses the RSSI values of the ACK 
frames received by the transm itter to infer the channel condition at the receiver 
side based on the assumption of a symmetric channel [71].

3 .2 .9  L eZ iR a te  B it -S e le c t io n

LeZiRate algorithm uses the measurements of the quality of the signal received at 
the device to learn and predict the quality of signal in near future. LeZiRate does 
not monitor the network packets and therefore does not use any of the network 

resources rather, it monitors the signal quality received at the station and makes 
its decision based on tha t. It also makes the corrections to the prediction values 
by inducting the actual measurement of the signal quality on a real time basis so 

as to enable itself to make better predictions in the future. The LeZiRate algo­
rithm  monitors the signal quality and maps tha t to the received signal strength 

values, these values are quantized to map into a set of symbols. The frequency
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of occurrences of the string of these symbols is used to build a tree based on first 

order Markov model. It then selects the best b it-rate it believes would fetch the 

highest throughput. LeZiRate has a short setup and learning tim e to predict the 
first symbol [2].

3 .2 .1 0  S N R -G u id e d  R a te  A lg o r ith m  (S G R A )

This Algorithm is developed for novel autom atic on-line calibration technique 

tha t rapidly reliably builds the SNRFrame Delivery Ratio (FDR) relationship 
on per node-pair basis through real time measurements [74]. In implementing 

this scheme, the authors carried out the followings: first conducted a system atic 
measurement-based study to confirm tha t in general SNR is a good prediction 

tool for channel quality, and identify two key challenges for this to be used in 
practice:

• The SNR measures in hardware arc often un-calibrated, and thus the SNR 
thresholds are hardware dependent.

•  The direct prediction from SNR-to-FDR is often over optimistic under in­
terference conditions. SGRA is fully compliant with IEEE 802.11 wireless 
standards and a good scheme for SNR estimation.

3 .2 .1 1  R o b u st R a te  A d a p ta t io n  A lg o r ith m  (R R A A )

The Robust Rate A daptation Algorithm [61] includes two mechanisms: the rate  

selector, called RRAA-BASIC, and the Adaptive Rts (ARts). The rate  selector 
counts the number of transmission failures th a t occur during an observation win­

dow, at the end of this observation window, it takes statistics of the packet loss 

ratio and finally makes its decision. Furthermore, the authors propose a mecha­
nism to decrease the rate even if the observing window is not ended: at any tim e 

when a transmission failure is detected, the packet loss is com puted with the 
assumption tha t the remaining transmission attem pts in the observation window 
will succeed.
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W ith the use of the RTS/CTS mechanism, it is possible to estim ate the num­
ber of transmission attem pts made. The RTS/CTS mechanism is used when the 

counter is greater than 0  and then the counter is decreased by one for each a t­

tem pt. Initially the RTS window is equal to 0, which is incremented by one when 
the RTS is not used and the last transmission attem pt, fails. It is halved when 

the RTS is used and the last transmission succeeds, or when the RTS is not used 
and the last transmission fails. Every time the RTS window value is modified, 

the counter is set to the window value. RRAA has been implemented in a te st­

bed and it performs better than ARF and AARF when a multi-user scenario is 

considered, with or w ithout hidden nodes [14] [61].

Since different causes of frame loss require different reactions, there is need 

to adopt a strategy th a t will appropriately adjust da ta  rates based on channel 
conditions. Rate adaptation is a strategy th a t determines the optimal rate most 
appropriate for the current wireless channel conditions. Rate adaptation gener­
ally consists of two functions: channel assessment and rate adjustm ent. Channel 
assessment estimates the channel condition or variation trends whereas rate ad­
justm ent determines the most appropriate rate based on the assessment [61].

3 .2 .1 2  M o d e l-D r iv e n  R a te  S e le c t io n  (M D R S )

Model-Driven Rate Selection (MDRS) [81] is based on the loss-rate versus RSSI 

curves for the fact th a t in a mobile network error rate versus RSSI plots, there 
are consistency for each link rate across different scenarios. It is also based on 
the fact th a t the loss-rate and RSSI are predictable to model expected behaviour 

[81]. The loss-rate versus RSSI is used in two ways: to make the sender estim ate 
RSSI for the receiver and to make the sender decide the best transmission rate, 

given the estim ated RSSI at the receiver and the model of loss rates.

MDRS mainly addresses vehicular W i-Fi networks. The approach adopted 
by this algorithm is similar to RBAR [81], but it does not need a receiver-to- 

sender control channel to inform the signal strength to the sender. Instead, it 

forces the sender to predict the signal strength so tha t the algorithm can be 
easily deployed without significantly changing the involved Wi-Fi stations. The
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algorithm requires change only in the W i-Fi driver at the sender. It does not 

require changes of any other things, such as protocols, standards, receivers and 

applications. Therefore, the algorithm should be well suited in AP at the roadside 
to transm it da ta  to the passing vehicles.

MDRS perm its the sender to infer the degree of signal asymmetry between the 

sender and the receiver, and then to  dynamically determine the most appropriate 

d a ta  rate  to adapt to the degree of asymmetry. The sender begins by assuming 

th a t the signal strength between the sender and the receiver is symmetric. How­
ever, over time MDRS adjusts the degree of sym m etry for the signal strength 

between the sender and the receiver. The sender utilizes the signal strength of 

ACK frames arriving from the receiver for estim ating the RSSI at the receiver 

[81].

3 .2 .1 3  M u lti-V eh ic u la r  M a x im u m  (M V -M A X  )

Multi-Vehicular Maximum (MV-MAX) is the highest SNR-based medium-access 
m ethod tha t opportunistically grants wireless access to the vehicular Wi-Fi clients 
being capable with the best transmission rate and focuses on roadside multi- 
vehicular Wi-Fi networks to improve not only the individual throughput for each 
vehicular W i-Fi client but also the overall throughput in the W i-Fi network [82]. 
It is based on the fact th a t every vehicle eventually has good throughput per­

formance when it is near the AP. However, according to the critical performance 
anom aly in Wi-Fi networks due to DCF [83], when multiple vehicles are in the 
range of an AP, the vehicles on the fringe W i-Fi coverage area degrade the per­
formance of all other vehicles. For this reason, MV-MAX does not allow a vehicle 
to transfer da ta  with the AP when it has a poor signal quality. It perm its data  
transfer only when the vehicle has a good signal quality (i.e., the highest SNR 

which roughly corresponds to the best transmission rate). In this way it is ex­
pected tha t not only every vehicle eventually gets individual throughput equally 

over the long term, but also the overall Wi-Fi network throughput is dram atically 

increased [81]. MV-MAX does not determine the transmission rate. The rate is 
determined by the underlying bit rate selection algorithm at the MAC layer in
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the vehicle. However, MV-MAX modifies the scheduling of da ta  transmission for 

all the attached vehicular W i-Fi clients.

3 .2 .1 4  O p p o r tu n is t ic  A u to -R a te  (O A R )

O pportunistic Auto-Rate (OAR) [79] takes advantage of higher bit-rates when 
rapid changes in channel quality takes place. OAR nodes opportunistically send 

multiple back-to-back da ta  packets whenever the channel quality is good; this al­

lows OAR to increase channel through-put by allocating equal amounts of trans­

mission time to senders. The intuition behind OAR is th a t channel coherence 
times typically exceed multiple packet transmission times, and by taking advan­

tage of high link qualities when they appear, channel throughput can be increased. 
OAR uses the RTS/C TS exchange for rate control purposes (like RBAR), but 
grants each sender the same am ount of time in the CTS as the transmission time 
of a packet at the base rate. O ther nodes th a t hear the CTS will not send during 
this time, and if the link is performing well, the sender can send multiple packets 
a t a high bit-rate in the same time th a t one transmission would take at a lower 
bit-rate.

3.3  C hapter Sum m ary

This chapter has reviewed existing RAAs and how they are implemented. It has 

also established background knowledge for the design and implementation of the 
proposed RAA. The following (AARF, CARS (MODIFIEDCARS, ONOE, and 
SampleRate) RAAs have also chosen to be implemented with the proposed RAA 

with reasons th a t has been given under each type.
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4

A daptive Context-Aware R ate  
Selection (ACARS) A lgorithm  
for Vehicular Networks

This chapter will explain the main ideas used in the design and implementation 
of the Adaptive Context-Aware R ate Selection (ACARS). It will also explain 
all m athem atical analyses used in designing and implementing ACARS algo­
rithm . Prior to the design of ACARS, problems and challenges of existing RAAs 

were first identified. The next approach is to solve problem(s)of existing RAAs. 
ACARS is designed by modifying the existing CARS algorithm, and tackling the 

problem(s) of existing RAAs, especially CARS as highlighted in [14].

The key motivation of the ACARS algorithm is to implement a robust SNR- 
based adaptive rate scheme for da ta  transfer in DSRC for vehicular communi­

cations. This algorithm uses AP coordination with power control technique to 
minimize energy consumption, m aintain delay limit for safety communication for 

vehicles, control congestion of vehicles, minimizes collision, and maintains QoS 
in vehicular networks.

This research concentrates on the safety channel which is more im portant than 

the service channel. This is because, it relates to safety of life; since road accident 
is a m ajor problem and concern on our roads. Non-safety application of the DSRC
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channel band will be considered in the future, such as car parking, infotainment, 

toll fare. Road safety is very im portant in vehicular communications which is one 

of the reasons ACARS algorithm is implemented in the safety channel.

There are different stages of implementing the ACARS algorithm; these stages 

have been summarised in their different algorithms in this chapter. All RAAs are 
faced with these key challenges. In this research, a new RAA is proposed to solve 

these problems:

1. Due to rapid variations of the link quality caused by fading and mobility at 

different vehicular speeds, the transmission rate must adapt fast in order 
to be effective;

2. During frequent and bursty transmission, the rate adaptation scheme must 
be able to estim ate the link quality with few or no packets transm itted in 
the estim ation window ;

3. The rate adaptation scheme must distinguish losses due to environment 
from those due to hidden-station induced collision ( discussed in C hapter 2 
on page 31)

In the design of ACARS algorithm, some of these key issues are considered:

•  M in im a l n e tw o rk  re so u rc e  w a s ta g e  - Most of the existing RAAs use 

the network resources to transm it packets; to assume their transmission 
status, and make the decisions;

•  S e n s itiv ity  to  ch an g es  - RAAs should be sensitive to short term  as well 
as long term changes in the radio link quality. Short term  changes should 

not trigger changes in the transmission rate under normal circumstances;

•  P a s t  t ra n s m is s io n  s ta t is t ic s  - RAAs should have some amount of sta te  

information or past record so as to remove the chances of non-useful rates 
from being considered;

•  P r o p e r  se le c tio n  - RAAs should not assume poor performance of a higher 

bit-rate based on the poor performance of the lower bit-rates [2 ].
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ACARS is implemented using param eters in Tables 4.1-4.4

Table 4.1: Network Configuration.

P aram eters (U n its) V alues
Length of Road (m) 1 0 0 0

Number of Vehicles 150
Number of Iterations 4
Propagation Delay 0

Position of AP (m) 500
Frequency (GHz) 5.89
Speed of Light (m /s) 299792458
Minimum SNR (dB) 8.628
Normalized Transm it Power (rnW) 40,50
Noise Power (dBm) -90
Speed Normalise!- (rrips) 30
Communication Range (m) 300
Average Packet Size (Bytes) 1500
Penalty of Unsuccessful Transmission (p ) 8

Number of Retransmission 3
a(EW MA and Bper compared values) 0.003

In this design, the PHY layer handles estim ation of SNR to the PIIY layer, 
and power control. From the PER table provided in the simulation, at each 
transmission time, the suitable SNR value is chosen as a result of the correspond­

ing value of PER from the look-up-table. As a result of this, different values of 
SNR for each bit-rate used for transmission are generated. In the PIIY layer, 

the estim ated SNR is used in ACARS algorithm as shown in Algorithm 4 so as 
to implement rate selection handled in the MAC layer. For ACARS implemen­
tation, the estim ated SNR aids selection of the transmission rate to be used. 

When the transmission rate is selected, it sends packet to be monitored in order 

to get a successful transmission. These stages are controlled by the power con­
trol scheme shown in Figure 4.G on page 98. The PHY layer is responsible for 

the stages involved in Figure 4.G th a t implements power control model used in
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Table 4.2: 802.lip  PHY/MAC Parameters.

P aram eters (U n its) Values
PHY and MAC Protocol 802.l i p
Slot time ((is) 9
DIFS (fis) 50
SIFS (n») 1 0

HPHY (bits) 192
HMAC (bits) 2 0 0

HEADER HMAC+ HPHY
ACK 112 +  HPHY

RTS 160 +  HPHY
CTS 112 +  HPHY
Maximum retransmission (Mac.m) 3
Contention window dimension (CW min) 32
Number of back-off stages(CW max ) n  M a c .m^  . U  vv m in

D ata rate (Mbps) 3,4.5,6,9,12,24,18,27

ACARS implementation. The multiplexing techniques among others discussed 
in this chapter used in the implementation of ACARS is the OFDM technique. 
Each multiplexing technique is based on one of the modulation technique listed 
in Table 4.5 on page 90.

IEEE 802.l i p  is based on OFDM technique which compensates for both time 

and frequency-selective fading, and is very similar to 802.11a in th a t it uses 5.2 
GHz while the later uses 5.850 — 5.925 GHz. IEEE 802.l i p  has more emphasis on 

reduced channel spacing using 10 MHz instead of 20 MHz as in 802.11a. IEEE 

802.l i p  allows the use of frequencies at 5.8 GHz using only the OFDM bit-rates 
[77] which are a variation of the IEEE 802. la  standard. The 10 MHz used by IEEE 
802. l ip is to accommodate tolerance for multi-path propagation effects caused 

by both constructive and destructive interference and phase shifting of the signal 
and is optionally implemented. The IEEE802.11p PHY employs 64-sub-carrier 
OFDM, out of which, only 52 is used for actual transmission consisting of 48 data  

sub-carriers and 4 pilot sub-carriers [84],
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Table 4.3: Typical Values for Path Loss Exponent.

E n v iro n m e n t P a th  Loss E x p o n e n t (7 )
Free space 2

Urban Area Cellular Radio 2.7-3.5
Shadowed Urban Cellular Radio 3-5
In Building Line-of-Sight 1 .6 - 1 .8

O bstructed in Buildings 4-6
O bstructed in Factories 2-3

Table 4.4: Typical Values for Shadowing Deviation.

E n v iro n m e n t S h ad o w in g  D e v ia tio n  (cr)
O utdoor 4-12
Office, Hard Partition 7
Office, Soft Partition 9.6
Factory, LOS 6 - 8

Factory, 110 LOS in Factories 6 . 8

4 .0 .1  S p read  S p e c tr u m  T ech n iq u es

Frequency H opping over Spread S p ectru m  (FH  or FH SS)- In this tech­
nique the devices hop from one frequency to  another in the available spectrum  
at a definite interval. The sequence of jum ps is also predefined and agreed upon 
bv the participating stations. The stations remain on the frequency for a short 

period of time called the Dwell Time and transm it a burst of information. Pre­
cise timing coordination is required for the Frequency Hopping (FH) techniques 

to control the hopping pattern  etc. It is one of the standard techniques used in 
the modern bluetooth networks.

D irect Sequence over Spread S p ectru m  (D S or D SSS) - The stations 

using DSSS spread the signal power over the whole available frequency spectrum 
with the help of m athem atical coding techniques. It multiplies the data to be 
transm itted  by a "noise" signal. This noise signal is pseudorandom sequence 

of 1 and —1 values. Direct Sequence systems require more sophisticated digital
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signal processing techniques; therefore they need more complex hardware than 

the frequency hopping systems.

O r th o g o n a l F re q u e n c y  D iv is io n  M u ltip le x in g  (O F D M ) - Uses a tech­

nique of dividing the available channel into multiple sub-channels and encodes a 
part of the signal and transm its each part into each of those sub-channels simul­
taneously. This is similar to the Discrete Multi-Tone (DMT) technique used by 

some Digital Subscriber Line (DSL) modems.

Direct Sequence systems require more sophisticated digital signal processing 

techniques; therefore they need more complex hardware than the frequency hop­
ping systems. Precise timing coordination is required for the Frequency Hopping 

(FH) techniques to  control the hopping pattern  etc.

Wireless networks allow different modulation techniques for different link qual­
ities. This allows the links to choose the modulation technique th a t best suites 
the condition and optimizes the throughput as the link quality could vary by 
large amount. Each rate uses a modulation technique to transform the incoming 
da ta  into a stream  of symbols which are then encoded by varying the am plitude, 

frequency or the phase of the electromagnetic signal being used. The amount of 
information th a t a particular modulation technique can transm it depends upon 
the number of distinct symbols the technique can use to represent the da ta  as­
suming all the techniques transm it symbols a t a constant rate. This set of unique 
symbol values is called a Constellation. The minimum distance between any of 
the two unique values in a constellation determines the amount of noise it takes 
to confuse or cause a bit-error. The lesser the distance between these values 

the higher the chances of bit-error. Sparse constellations tend to experience less 
bit-error rates than  the denser ones. Sparse constellations are resilient to  noise 

interference and experience bit-error at a much lesser Signal-to-Noise (S/N ) ratio 

than  the dense constellations. Table 4.5 on page 90 shows some of the m odulation 

techniques used in the 802.11 networks [2 ].



4.1 Design

T able 4.5: Different Modulation Techniques.

bit rate (Mbps) Modulation Coding rate Bits per symbol Duration (/is)

6 BPSK 1/2 24 2012

9 BPSK 3/4 36 1344

12 QPSK 1/2 48 1008

18 QPSK 3/4 72 672

24 16-QAM 1/2 96 504

36 16-QAM 3/4 144 336
48 64-QAM 2/3 192 252

54 64-QAM 3/4 216 224

4.1 D es ign

In vehicular communications, context-informations include speed, acceleration of 
the vehicle, position, distance from the neighbouring vehicle, and environment 

factors such as location, time of day, weather, type of road and traffic density 
etc. In ACARS, only two significant param eters were used; speed of vehicles, 
and the distance of the vehicles from the AP. This algorithm is based on CARS 
algorithm with some assumptions, modifications to original CARS algorithm. 
The full implementation of the CARS algorithm is not known from [14] because 
some information such as context-information where not discussed and therefore 
making it difficult to implement line 4 of the CARS algorithm [14].

In this design, mathem atical illustrations are used in evaluating context- 
information, and used for implementing the CARS algorithm. For this reason, the 

original CARS algorithm as seen in [14] is re-named as modified CARS, because 

it is not identical to the original CARS algorithm. The two basic layers out of 
the seven layers of the Open System Interconnection (OSI) reference model that 

implement ACARS are the MAC and the PHY layer. The vehicles also known as 

Mobile Nodes (MN) which use information from the application layer available 
in each MN, while the MAC layer handles the rate selection algorithm, while 

the PHY layer handles RTS/C TS frame exchange. SNR estimation and power 
control.
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4.1 D esign

ACARS was developed to improve its performance over MODIFIEDCARS, a 
modified version of the CARS algorithm since its original im plem entation was not 

disclosed. This researched is focused on designing and implementing an adaptive 
rate algorithm which estimates SNR to the PHY layer. It handles the hidden 

node problem by using RTS/C TS frame exchange. Integrating power control 

scheme into ACARS also improve its performance over other RAAs.

ACARS is designed with robust adaptation to transfer da ta  for DSRC in ve­

hicular networks; so as to m itigate the problem of Vehicle Collision (VC) for road 

safety. W ith this goal, ACARS algorithm can adapt to fast channel changes due 

to propagation phenomena, and yields better performance due to AP coordina­
tion and transmission of power control scheme. This algorithm is adaptive to 

wireless and mobile environments, since it is able to m itigate the challenges of 
short duration, fast change in link condition and underutilization of link capac­
ity which affect other schemes from selecting the optimum data  range, since the 
time to  communicate between two nodes is very short. The proposed RAA is 
designed to quickly track the rate decrease/increase associated with the channel 
change, when the channel quality deteriorates/im proves as a mobile user walks 
away/towards the AP. This algorithm is also able to  adapt fast in the presence 
of severe channel degradation induced by the interfering sources e.g. hidden sta ­
tions. Figure 4.1 on page 92 summarizes the different functions th a t make up 
the ACARS algorithm. It also show how each param eters and function relates to 

each other, hence the structure how the ACARS is designed is shown in Figure 
4.1. The full explanation and implementation of the ACARS algorithm is done 

in the later sections. Tables 4.1-4.4 on pages 8 6  — 8 8  show the param eters used 
in simulation.

In the design of ACARS, several param eters are used in performing simula­

tions. Some of the configuration param eters used in the design of this algorithm 

are listed in Tables 4.1-4.4. These param eters are significant in the im plem enta­
tion of this algorithm. Since the param eters are so many, just few of them  have 
been mentioned in these tables.
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4.2 Role of MAC protocol in ACARS Design and Im plem entation

M ethods to  be called Once ACARS Algorithm

s e tU p d a te ln te rv a lQ

setMaxRetransmisstonQ

M ethods Call in each  cy d e ^
H ere in sert PER o f L ast 
las t p a s t  time interval

setCurrentPERQ
Only O ne o f  th e se  functions 
should b e  called according 
to th e  available D ata.

updatePositions()

eh()

Figure 4.1: Structure of Adaptive Context-Aware Rate Selection (ACARS) Al­
gorithm.

4.2 R o le  of M A C  p ro to c o l  in A C A R S  D es ign  

a n d  I m p l e m e n t a t i o n

In this design, the MAC layer handles rate changes and makes the decision to 

decrease on increase rate depending on the value of the SNR. SNR-based rate 

selection scheme like ACARS relies on the RTS/CTS to provide instantaneous 
receiver-side SINR information to the transm itter. W ith the knowledge of the 
SINR at the receiver, the transm itter directly sets the transmission rate w ithout 

wasting time to probe. But the trade-off in a SNR,-based rate selection scheme is 
tha t, when trying to solve the' hidden node problem using RTS/C TS mechanism, 
it introduces significant overhead because of the time it takes in communicating 
with the receiver. Some of the MAC param eters used in the simulation are shown
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4.3 Im plem entation

in Table 4.1 on page 87.

Prior to sending packet to any destination, the sender first implore the path 

loss prediction algorithm to estim ate the current path loss to the destination and 

uses the transm it power, and the noise level received to obtain an estim ated SNR 
at the receiver. If there is any transmission failure, there will be retransmission 
attem pt up to 3 times as shown in Table 4.2 on page 87. Upon successful trans­

mission. there will be an ACK, which provides more up to date information on 
the SNR, and it continues updating until he gets the bit rate to be chosen for 

transmission. Rate selection is mainly handled in the MAC layer. The value of 

the transm it and noise power used in this simulation is shown in Table 4.1.

Packet Arrival

Source s ta t io n ' r
FRAME

... . .. ... . . ._

Destination station ACK

»

DIFS s iF S

F igu re 4.2: Interaction between the source and destination stations.

From Figure 4.2 on page 93, the SIFS (10 /is) is shorter than the DIFS (50 
/is) as shown in Table 4.1 on page 87. This shows th a t the time interval between 
the da ta  frame and ACK is very small, compared to the duration it takes the 
station to sense the medium, either busy or idle before transm itting.

4.3 I m p l e m e n t a t i o n

In this design, context-inform ation is obtained using m athem atical analysis as 

summarized in Figure 4.3. and 4.4 on pages 95, and 96. This information was 
not disclosed in the original CARS algorithm. Since this algorithm is a modifica­
tion with some improvements on the weaknesses in the original CARS algorithm ,
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4.3 Im plem entation

ACARS is designed on improvements based on the weaknesses of CARS such as 
inefficiencies in SNR estimation, inefficiency in adapting to propagation phenom­

ena.

4 .3 .1  B a s ic  A ssu m p tio n s

The following assumptions were made to simplify the m athem atical model. These 

basic assumptions are chosen to give clarity to readers and answer the question 

’’why” were these assumptions not part of this implementation. For example, 

Doppler shift is common in propagation model, and which would be expected 
to be implemented as FSPL is considered, but is complicated to be handled in 

this case using MATLAB. It is also expected th a t in m ultipath channel as shown 
Figure 4.7 on page 10, has path delay, but we have assumed it to be negligible. 

These assumptions are just made, to neglect some of the param eters th a t are 
unable to be obtained for implementing this simulation.

• Vehicles are assumed to have a single radio and all vehicular radios use the 
same channel: Having multiple radios is feasible;

•  Vehicles are assumed to move in the same direction: This assumption will 
be met as long as the APs on opposite sides of a roadway either are phys­
ically staggered or allocated different channels so th a t there is no interfer­
ence between them. This is consistent with current channel allocation best 

practices;

•  It was assumed th a t all vehicles experience the same signal profile as they 

pass the access point. This implies th a t they travel at the same speed, and 

use identical equipment and software;

• It was also assumes th a t the Radio Frequency (RF) links are symmetric: 
Measurements indicate th a t although radio links are not completely sym­
metric, this assumption is valid to first order [82]. Investigating the effect of 

asymmetric links is future work; From the theory of electromagnetic wave 
propagation, two antennas show the same gain if used to transm it from A
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4.3 Im plem entation

to D or vice-versa, provided tha t they use the same transmission gain (reci­

procity principle). And this holds regardless of reflections, directionality of 

the antenna and obstacles. But in practice, it is not exactly true, bu t we 
have assumed it to be true for purpose of this simulation.

• Slight variation in the signal strength values does not alter the channel 
quality considerably;

• Neglected the effect of Doppler shift by assuming tha t frequency dem odu­
lation is perfect [84];

• A negligible path delay was assumed, by assuming that channel tim ing is 
also perfect [84].

4 .3 .2  O v erv iew  o f  S im u la tio n  Im p le m e n ta tio n

This sub-section deals with some mathem atical expressions and supporting illus­
trations used in generating vehicle positions and also calculating the distances. 
M athematical expressions were also used in estim ating vehicles in communication 
range and those out of communication range. For simulation purpose, Figures 
4.3, and 4.4 on page 95, and 95 are used to generate the position of the vehicles 
and also to calculate the distance between the vehicles and AP.

C\

Figure 4.3: Generating Positions of Vehicles.
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4.3 Im plem entation

F igu re 4.4: Distance Between Vehicles and AP is Calculated Using this Figure.

From Figure 4.4 the distance of the vehicles in both x  and y axis are calculated 

using equations (4.1) and (4.2) respectively.

A.r =  vt  cos 0 (4.1)

A y  = vts'mO (4.2)

The position for each coordinate is determined using Figures 4.3, and 4.4 on page 
95, and 95, and also equation (4.3).
where v is the speed of the vehicles at a given time /, x and y are the positions 
generated for each coordinate, d is the position of the node, and n is the total 
number of nodes from equations (4.1-4.3).

d = \ J (x‘2 — X\ )2 4- (y-2 — jj\ )2... +  xn — yf, (4.3)

Therefore, the distance between vehicle to vehicle or vehicle to AP can be 

determined by using equation (4.5). Furthermore, vehicles in communication 
range and those out of range can also be determined with the following equations.

PoSnew  =  P  OS old +  V X t (4.4)

d =  | PoSnew -  P oSap-  +  PoSnewn ~ P°sAPn I (4 -5 !

4  i if »(<) is within C„ '
1 0  otherwise



4.4 Power Control Through Propagation Phenom ena

N t o t a l

^ to ta l in C R ~  ^ ( Vi )  ( 4 - 7 )

i = 1

N t o t a l

^ n o t in C R =  ^ t o t a l  ~  H v i )  ( 4 - 8 )

2 =  1

If C  is a class of vehicles in Cr (communication range), then from equation 

(4.6) th a t v\ ■ ■ ■ vn will be elements of C. (v i , v2, • • • vn) E C. equations (4.6-4.8 ) 
are used to determine the number of vehicles in communication range and the 
ones outside communication range using an indicator i as seen in equation (4.4).

4.3.2.1 G eom etry of the Sim ulation M odel

As shown in Figures 4.3 and 4.4, the positions of nodes are generated, and using 
equation (4.5), so as to calculate their distances. From Figure 4.6 on page 96, 

the distance L affects the received signal power level within the affected wireless 
network. While the distances d and e affect the interference power level received 
at the Affected Wireless Network (AWN).

4.4  P ow er C ontrol T hrough  P rop a g a tio n  P h e ­

n om en a

In a simplified radio link, the transm itter uses the transmission power, while 

the channel is characterized by the power gain. In this design, power control is 
integrated into this algorithm for effectiveness in rate changes, energy consump­
tion, congestion control, collision control, QoS etc. This section highlights on 
SNR estimation, path  loss exponent, and other propagation phenomena. The 

im plem entation of power control scheme is summarised in Figure 4.7. This figure 
shows how power control handles SNR-estimation and rate selection. The flow 

chart summarizes the operation of the power control mechanism used in ACARS 
implementation.
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4.4 Power Control Through P ropagation  Phenom ena

Interfering Wireless 
Network

Figure 4.5: Geometry of the Network.

5tin a tejreta rta reo u s<

Estimate currert path 
joss and SNReraes t ira t i

 ;---

[Monitor SIN

Adjust SINR thresholdPacket transmission

Transmission request

Path loss monitoring

Monitor success
transmission

Rate SINR threshold 
estimation

Per Destination r3te

F igure 4.G: Overview of Power Control Scheme:Implemented with Path Loss and 
SINR-Estiination.
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4.4 Power Control Through Propagation Phenom ena

4 .4 .1  O v er v ie w  o f  P o w er  C o n tro l S ch em e

The power control scheme shown in Figure 4.16 has four components:

•  Path  loss m onitoring - Vehicles continuously monitor transmission rates 
from a potential destination. Based on the readings of R S S I : estimation 

of instantaneous path  loss to th a t destination is carried out by influencing 

channel reciprocity;

• Path  loss prediction - Before transm itting a packet, the sender uses past 
history of path  loss information for the destination to estim ate the current 

path  loss to th a t destination;

•  R ate selection - SINR estimation is done at the receiver as a result of pre­
dicted path loss of the sender; with this information, the best transmission 
rate is selected from the rate selection table with the minimum required 
SNR threshold for each destination and for each transmission rate;

• R ate SIN R  threshold estim ation - Each transmission rate has a mini­
mum SINR th a t is required for a successful packet reception to occur with 
a good probability, depending on the success or failure outcomes of the 
past transmissions, threshold is gradually updated by sender using the rate 
selection table.

The relationship between transmission power and transmission range is ex­
pressed in equation (4.9). From this equation, since transmission power is directly 
proportional to transmission distance, this means that, with greater transmission 

power, greater transmission distances can be achieved.

g .  =  GrGt A 2

Pt Ft 4irR 1 ' }

where Pt is the transmission power of the device, Pt is the received power, Gt 
is the transm it antenna gain, Gr is the received antenna gain, A is the wave­
length of the wireless device, Ft is the loss factor th a t adjusts for signal loss in 
the communication system, and R  is the transmission distance( or transmission 

range)
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4.4 Power Control Through Propagation Phenom ena

4 .4 .2  P r o p a g a tio n  M o d e l

Implementing test-beds for vehicular network experiments is very complex and 
difficult, hence simulation tools are widely used [20]. In vehicular Ad-Hoc net­
works, mobile terminals, other devices in the city are some of the causes of ob­

structions and interferences. Radio propagation has great effect on both higher 
level protocol and simulation results. This effect results in dropped packets which 
causes losses. Simpler propagation model such as two-ray ground or shadowing 

can be used to  model these losses.

4.4.2.1 Free Space Path loss

The Free Space Path  Loss (FSPL) is the loss in signal strength which occurs as 

a result of electromagnetic wave travelling over a line-of-sight path in free space. 
In these circumstances, there are no obstacles which might cause the signal to be 
reflected and refracted, or that, might cause additional attenuation. Free space 

path loss model is a power off with the distance. Due to high mobility of vehicles, 
the distance between the transm itter and receiver changes, this makes empirical 
free space path loss necessary in order to model the effect of distance on packet 
delivery probability. This space loss accounts for the loss due to spreading of 
Radio Frequency (RF) energy as transmission of signals propagates through free 
space. From the equation of path loss, it is seen tha/t the power density is reduced 

by 1/d2 as distance is increased as seen in Figure 4.7.

Direct transmission

Reflected transmission

h- Horizontal distance = d-.i

F ig u re  4.7: The Two-Ray Ground Model.

The two-ray ground model takes the path loss exponent from the path between 
transm itter and receiver where it has reflected of the ground (E arth ’s surface
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4.4 Power Control Through Propagation Phenom ena

of other reflective material). The model calculates the reflection point as the 
distance where the path would reach the inverse height of the receiving tower.

During movement, signal spreads out from a transm itter). As a result, the 

signal will move away from the source, spreading out over a sphere. W hen this 

happens, the surface area of the sphere increases, which obeys the law of the 

conservation of energy tha t states th a t ”as the surface area of the sphere increases,
the intensity of the signal also decreases” . As a result of this, the signal decreases

in a way th a t is inversely proportional to the square of the distance from the 
source of the radio signal.

H =  l / ( d 2) (4.10)

From Figure 4.9, d is distance, N represents the signal, ht and hr are transm it 
and receive antenna heights respectively.

£{dB) = I0 log l0(4n^)2 (4.11)

Ptx = lOlogyoiPrx x 103) (4.12)

P — P1 rx 1 itx

p  — p  —1 rx 1 tx

(4.13)

(4.14)

Prx ~  P tx @ (4-15)

p„  = (4-16)

where A is wavelength in meters, d is distance in meters, £ is empirical path 

loss, Prx is received power, Ptx is transm it power in milliwatts, Pt x  is normalized
transm it power in milliwatts, 7  is path loss exponent, is the power density,
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4.4 Power Control Through Propagation Phenom ena

and power is the normalized transm it power. In free space, the power of electro­

magnetic radiation varies inversely with the square of distance, making distance 

an ideal indicator of signal level as well as loss rate. Due to imperfect propagation 

environment, in practice, it is not exactly the inverse square. Distance between 
sender and receiver gives a high correlation between signal level and error rate  as 

this affects the number of transm itted  packets th a t will be received [85].

where A is wavelength in meters, e is power tolerance limit below which correct 

reception of a packet cannot be guaranteed, 7  is path loss exponent, d is distance 
in meters, t  is path  loss, and k is optimal transm it power. In practice, since the 
lower limit of the transm it power is 0 dBm, k is the minimum of l m W  as shown 
in equation (2 0 ) in [8 6 ].

4.4.2.2 Path Loss Exponent

Since vehicles move from one environment to the other, the radio wave attenuation 
effects encountered differ. In practice, different environment or channel condition 
is given different values known as the path  loss exponent. The value of the path  

loss exponent is specific for the type of environment. These values are shown in 
Table 4.3 on page 74. In this simulation, different values of path loss exponent 

have been used to evaluate the im pact of propagation effect on the RAAs for 

several environments.

I  oc (d / \ y (4.17)

« =  t  +  e (4.18)

P rx ~  P tx 9t (4.19)

X  =  P rx  -  P t x (4.20)
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4.4 Power Control Through Propagation Phenom ena

4 .4 .3  P ow er  G a in

Power gain is made up of three components; path  loss, shadowing and m ultipath 

fading. The aim of power control scheme is to optimize link performance such as 

link throughput and energy efficiency. In this design, the metrics considered will 

be discussed in Chapters 5 and 6 .

g(t) =  9P(t) + g s(t) + g m(t) (4.21)

P — P
•* rrr  1tx gt (4.22)

f t  = Prx ~  Ptx  (4.23)

where g(t) is power gain, PTX is noise power in d B m , gp(t) is path  loss, gs(t) is 
shadowing, gm(t) is m ultipath fading, and 5R is the received signal strength.

4 .4 .4  R a te  S N R  T h re sh o ld  E st im a tio n

This proposed algorithm is a SNR-based RAA. SNR is a good prediction tool 
for channel quality [87]. It helps to rate the network either to be good or bad 
depending on the value of SNR. For each transmission rate, there is a minimum 

SNR required for packet reception to occur with a good probability. From this 
implementation, ACARS can estim ate SNR to the PHY Layer. The network uses 
estim ated SNR to compute the PE R  the context-inform ation function E c • To do 
this, the network uses PER  tables which are generated by MATLAB simulations. 

The PE R  table to be used depends on the nominal transmission rate, propagation 
conditions (such as urban or rural area) and relative speed between the AP and 

the node.

There are two reasons why rate selection and switching to lower rate is im­
portant. The first is tha t, since we want to deliver the packet, and since the 

first transmission may fail which must have been as a result of high rate. Sec­

ondly, there is up to date information on the estim ated SNR when there is a
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successful delivery due to an ACK. By using transm it power and noise level of 

the transm itter, the SINR estim ate a t the receiver can be obtained. The node 

estimates the SNR of the downlink and reports it to the network CQI. The net­
work transmission format is based on CQI. The network then transm its the data  

immediately to the nodes with higher CQI, i.e. higher SNR. This is part of the so 

called ’opportunistic scheduling’ i.e. the ability to exploit the variation of chan­

nel conditions instead to combat them as in the past. Fairness is an objective 
of the scheduling opportunistic means by exploiting the channel at best when it 

is good, this improves overall system performance. The SINR estim ate obtained 
is finally used to determine a set of transmission rates via a look-up-table with 
SINR thresholds for the intended receiver.

In this simulation, the look-up-table is generated using MATLAB. The simu­
lation uses the value of SNR for each node in each transmission attem pt. In the 
first transmission attem pt, the highest rate is chosen from the estim ated SINR 
value, for the purpose of maximizing the channel throughput. In the case of re­
transmissions, lower rates are chosen and the look up table helps to determine 
which rate is appropriate to be chosen for transmission depending on the value 
of SINR.

4.5 A lgorith m

This section will dem onstrate the implementation of ACARS by summarising 

the im plem entation of RAAs using algorithms. The design and implementation 
of ACARS is summarized in Algorithm 3, while Algorithms 1 and 2  are part of 
ACARS implem entation in Algorithm 3 on page 110, and 1 1 1 . The dynamic range 

transmission algorithm summarizes the steps in selecting transmission range used 

in ACARS implementation, while the R S S  algorithm is for calculating Friis path 

loss and R S S  and Algorithm 3, shows full implementation of ACARS.

All the above algorithms are summarized and embedded in the final ACARS 

design and implementation. The key contribution of this algorithm in adding 

new functionalities to the existing CARS algorithm are:
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1. Designing a SNR-based algorithm which is not implemented in CARS;

2. Using m athem atical modelling to determine context-information which was 
not disclosed in CARS implementation;

3. Integrating a power control scheme into the ACARS algorithm which is not 

available in the CARS algorithm;

4. Analysing various path  loss exponents with propagation loss process to 

investigate the effects of signal reception for different channel conditions 
which was not implemented in CARS;

5. Using RTS/C TS scheme to solve hidden node problem, this was imple­

mented in CARS.

4 .5 .1  Im p le m e n ta tio n  o f  A lg o r ith m  1

The density estim ate is used to develop an algorithm th a t sets a vehicle trans­
mission range dynamically according to local traffic conditions [7]. This research 
does not employ the density estimate, and a chosen communication range was 
used in this case. Hence, Algorithm 1 , cannot dynamically choose transmission 
range. In the actual implementation of dynamic transmission range, where den­

sity is a required param eter, communication range for vehicular communications 
do not need to be set, rather the algorithm does th a t dynamically.

For simplicity, communication range of 300 metres was chosen in this research. 
Communication range for vehicular communications is between 200 — 1000 metres 

[8 8 ]. Algorithm 3 uses this value for range checking as vehicles transm it. Algo­

rithm  1 shows how transmission range is determined, but this value is assigned 
to be computed in place of output of Algorithm 1 . The choice of the maximum 

transmission range in free-flow is due to two reasons: 1 ) estim ation of density 
within the free flow traffic range is difficult, but it is easy to detect the free-flow 
phase; 2 ) it is expected th a t distance between vehicles in free-flow is long; there­

fore a longer than optimal transmission range will not have the same adverse 

affects as in dense network, and can help m aintain the network stability [7].

102



4.5 A lgorithm

Algorithm  1  Dynamic Transmission Range Algorithm.

Input: ^  
Output: TR

1. a is a constant

2. N  = ^

3. M R is m a x i m u m  transmission  range

4. T r  is transmiss ion  range

5. i f  is  the t ime a vehicle is stopped

K  — e s t im a te k {N T S/T ) ,  is the densi ty  estimate  (4.24)

6. if y  = =  0 then
Tr — M r

7. else
Calculate

TR =  m in (MR x  (1 -  K ) ,  (4.25)

8. end if

4 .5 .2  Im p le m e n ta t io n  o f  A lg o r ith m  2

Algorithm 2 is used to determine, R S S  used in Algorithm 3. From Figure 4.9, 
the cross distance dc is calculated by:

dh =  4:hrh t/X  (4.26)

This algorithm calculates path  loss and R S S  depending on the values of d. d is

the horizontal distance, Prx is received power, Pt is transm it power, and £ is path
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A lgorithm  2 Received Signal Strength Algorithm.

loss.

O u tp u t:  R S S

1. Take  transmi t ted  signal s trength Pt

2. Calculate distance between sender and receiverd

3. Calculate the horizontal distance d^

4. Compute d f r o m  equation^4.9)

5. if d > dh then  th e n

Calculate Fr i i s  path loss t

6. else
Calculate received signal s trength Prx =  Ptx — £

7. e n d  if

4 .5 .3  Im p le m e n ta t io n  o f  A lg o r ith m  3

Algorithm 3 is a summary of ACARS implementation. The goal of this algorithm 

is to return  the best rate to be chosen at each transm ission attem pt. W ith the 
integration of power control into this algorithm, the b it-rate  with the highest 
SNR is chosen for transmission in each transmission a ttem pt. The transmission 

a ttem pts for each bit-rate is done for 3 times, after which algorithm tries with 
another bit-rate.

The two key functions in this algorithm are Ec,  and E H. E c  uses context- 
information represented with ctx as input param eter, and helps to implement line 

14 of Algorithm 3 which is PER, PER  is represented with T. It is determined 
from:

E c ( T V  , j j )  = min(l,exp{jpolyval{PTX( j j , ' . ) , S N R f v )) (4.27)
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a  is assigned based on vehicle speed, it is given as a  =  m a x ( 0 ,m in ( l , v / S ) ) 7 
it determines when to give priority to the E c  function or the E c  function. Vmo6 

is the mobility function th a t uses input param eters for ctx is context-information 

such as speed, length of road, position of vehicle, communication range, position 

of AP. This function helps to determine the distance between the vehicles and 

the AP. W hen it is called in the simulation, it helps in range checking. The 

number of vehicles in communication range and those out of range is determined 
by this function. In order to implement range checking, equation (4.4) on page 

82, determines which vehicles is in or out of communication range. This is done 
by comparing the values obtained from this equation with the value chosen in 
this research as 300 m for communication range. Any value from equation (4.4) 
greater than 300 m is out of communication range, therefore, th a t vehicle has no 

impact on the network performance, since it does not contend for the network 
resources.

Prom algorithm 3, E H uses an Exponentially Weighted Moving Average (EWMA) 

of past transmission statistics of each bit-rate. It is determined as:

E h ( T V , S(TV))  =  E h (TV , 6(TV ))  x (1 -  a) +  B  x a (4.28)

E h = E h ( T V ,:) (4.29)

In order to determine w hat value of a  to be used in Algorithm 3, It is computed
as :

a  =  m ax(  0, m in(  1, v / S )) (4.30)

W hen speed is zero, there is no opportunity for doing any prediction of link 
quality using context-information, hence EWMA is given preference, but when 
vehicle speed is high, context-information is given preference. More precisely, a  is 

determined using equation (4.26). Speed normalizer, S  is selected as 30 (metres 

per second) as the best value, which corresponds to  a vehicle speed of about 65 
miles per hour, as shown in Table 4.1 on page 72.
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The values of E c , and E h help to  compute PE R  in line 13 of Algorithm 3. It 
is determined as:

\]> =  E c  x a  +  (1 -  a) x E H (4-31)

O ther param eters used in Algorithm 3 are: N  is average retries which com­

putes the average number of retransmission attem pts. It is determined as:

N  — (N  x  4 '('v+1) -  ( N +  1) x y N + 1 ) / ( 1  -  +  N  x (4.32)

p signifies the penalty of unsuccessful packet transmission, this value is chosen 

to be 8  from [14] as shown in Table 4.1 on page 72. S  is the speed normalizer, 
v is the speed of the vehicles, a is chosen as 0.003 for averaging the number 
of errors blocks, as shown in Table 4.1 on page 72. 8 is the transmission rate, 

T V  is transm itting  vehicles, C r  is communication range, and T h r  is throughput 
determined as:

T h r  =  $ /$  x ( 1  -  t f " ) '  (4.33)

P l  is packet length, 77 is back-off time. This is calculated using equation (2.4), 
and X max is length of the road. To estim ate SNR to the PHY layer, this algorithm 
uses B  from the look-up-table, and chooses the BER generated for each node, 
and use for each transmission attem pt.

From equation (4.18), the received power can be computer, and once the 
received power is known, Algorithm 3 computes R S S  from equation (4.19) to 

execute line 2. Transmission rate changes based on the value of the estim ated 

SNR. The algorithm calculates estim ated throughput for each b it-rate and selects 
the b it-rate th a t it predicts will provide the most throughput. Since ACARS is 
a SNR-based scheme, its transmission rate is chosen based on which bit-rate has 

the highest estim ated SNR, so th a t the b it-rate with the highest SNR is returned 

after the throughput is computed using line 14. W hen all the param eters defined 
and explained are determined, Algorithm 3 will execute all the 17 lines, and then 

return  the best rate using line 18.
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Algorithm  3 The Adaptive Context-Aware Rate Selection Algorithm.

Function : A C A R S jG e tR a te  
Output: 5 

Input: c t x ,a ,P L

1 . update counter o f  packet transm issions  at each rate(try[  ])

2. update average R S S I s  o f  recent A C K s ( R S S I )

3. B e s tRate = f i n d BestRate(i r y[ 1)

4. D eterm ine a

5. Compute back — o f f

6 . Decrement all back — o f f  counters

7. Update the sim ulation tim e accordingly

8 . Requires  : Vrnob(t, v, P osneW} P osAP,
CR, T V , X max)

9. Update link condition by checking communication range

10. Compute Bper f r o m  the P E R  table

1 1 . Compute E c

12. Compute E H

13. Compute P E R

14. Compute throughput

15. Select 5

16. if T h r  > T h rmax then
U pdate link condition
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4.6 Chapter Summary

B e s tRate B i t  — rate
T h r max 4 ■ T h r

17. e n d  if

18. Return  BestRate

4.6 C hapter Sum m ary

This chapter explains the techniques on how the adaptive context-aware rate se­
lection algorithm is implemented. Chapters 5 and 6  will dem onstrate the imple­

m entation of this algorithm by analysing the results obtained during simulations, 
discussing the results and then making comparisons between existing RAAs and 
ACARS algorithm; using different performance metrics. Chapters 5 and 6  will 

also dem onstrate the performance of each rate selection algorithm in various envi­
ronments and conclusion will be drawn based on the outcome of results obtained.
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5

Com parative Analysis of ACARS  
A lgorithm  w ithout Fading

This chapter will discuss the results obtained from simulations based on different 
metric analysis. This chapter will also evaluate the efficiency of the proposed 
algorithm. It will further evaluate the impact of communication range on RAAs 
from the results obtained. Furthermore, strengths and weaknesses of existing 
RAAs will be determined through results obtained from simulations. Based on 
these results, recommendations and future works will be drawn for further im­
provements where there are weaknesses.

For efficiency and productivity in vehicular networks, reliable communication 
is very essential. Reliable communication in networks means re-transm itting a 

message until it is acknowledged by the recipient(s). This is good for file transfer 
since even one missing byte may render the entire file un-usable. Thus reliable 

transmission protocols like Transmission Control Protocol (TCP) ensure each 
byte is received with certainty. The network design and configuration imple­

mented in such as to achieve a reliable communication. In this simulation, a 

re-transmission attem pt of 3 was adopted, so as to enhance retransmission of 
packets.

This chapter will only evaluate network configuration without a fading pro­

cess. This is to analyse the performance of the proposed algorithm and existing
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RAAs w ithout fading effects. Chapter 6  will consider the im pact of propagation 
phenomena on RAAs.

5.1 S im u lation  M eth o d o lo g y

This section will explain the network configuration th a t was adopted in the sim­

ulation. It will also analyse the methodology adopted, and finally evaluate the 
performance of the network configuration based on the results obtained from 
simulations.

5 .1 .1  C o n ce p t

The modelling and study of vehicular networks using com puter simulation allow 
a great number of scenarios and situations to be studied. In this section, the 
system for simulation which can study the massive dimensional space of available 
param eters is presented. From the analysis of the results, universal behaviours 
in the network will be discovered.

5 .1 .2  V e h ic le -to -In fr a str u c tu r e  (V 2 I) C o m m u n ica tio n s

A V2I network is an architecture th a t allows communication between nodes with 

the help of the AP acting as a router. It coordinates the communication between 
nodes and also help when nodes are far away from each other, and may have 
difficulty in communicating with each other. In this thesis, both AP and RSU 
mean the same thing and have same role. A V2I architecture was implemented 

in this research for the followings reasons:

•  Multiple vehicles transm it packets to a central base station. This scenario 

can be easily found in real world, where many vehicles send da ta  to a base 

station which serves as a central storage/relay node;

•  All vehicles in communication range can hear and communicate with the 

RSU.
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In this network configuration, each time a vehicle enters into communication 

range, it will communicate with the RSU. It will add new vehicle information such 

as vehicle speed, position, distance etc. This information will help the RSU to 

broadcast the emergency information to the vehicle. Every minute, many vehicles 

leave and enter communication range at high speed. The RSU communicates to 
vehicles as soon as they enter the communication range, because for example if 
there are no vehicles within range and there is an accident or emergency message, 

at th a t time; as soon as any vehicle enters the range, the message will propagate 

through the first entered vehicle in th a t communication range. This roadside unit 
communication aids communication when there is no vehicle in the cluster range 
otherwise vehicle communication is possible very easily.

In this scenario, all vehicles act as clients. A fixed base station is used as a 
server which is similar to what is obtained in cities and highways having road-side 
units (e.g., kiosks and cafes) with wireless services. Our scenario consists of a road 
of length 1000 m with multiple lanes. The base station is located at the middle of 
the road. Vehicles select their speeds uniformly over the range [V x 0.75, V  x 1.25] 
km /h. All vehicles s ta rt at the same time at the beginning of the road and move 
towards the end of the road, crossing the server on the way. Once a vehicle is 
in the range of the server, it establishes a connection immediately. The average 
speed ( V)  is selected to be 55 km /h , which results in average duration of 33 
second for each connection.

Some of the network configuration param eters are listed in Table 4.1, and a 
communication range of 300 m is used since the standard  is between 200 — 1000 
m [8 8 ].

In the design of safety application in vehicular communications, preference is 
given to large message ranges rather than smaller ones. On the other hand, large 

message ranges cause more difficulty in network design. The 300 m message range 
corresponds to the comfortable stopping distance of a high speed car. W hen the 

road is jammed, neighbouring vehicles will be much closer, therefore it should 
not be necessary to send safety messages over the same distance. IEEE 802.11a 

radios are designed to transm it over distances of 200 — 100 m [89].
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5 .1 .3  V eh icu la r  M o b ility  M o d e llin g

The modelling of vehicular mobility is primarily concerned with the movement 

of vehicles on a simulated road, and what velocity and heading changes they 
will make. This approach can be divided into various components; from driver 

type to  vehicle age and condition. The environment in which VANET operates 

means th a t minor changes to operational param eters and settings can lead to 
large effects. Vehicles moving a t high speeds will have a short opportunity to 

share da ta  with each other via the AP, so the modelling of these movements is 

very im portant in this work [3].

Some mobility models have been reviewed in Chapter 2 , and reason(s) for 

adopting the mobility model used in this im plem entation was also stated.

5.2 S y stem  P aram eters and P erform ance M et­
rics

The study of network performance requires th a t a number of param eters are ex­
plored, and a number of metrics are used in measuring the effects in the network, 
and the performance of V2I communication primitives. This section will present 

the param eters th a t were varied, how they interact, and w hat effect they have in 
the network utilisation and operation. Also in this section, both system param ­

eters and the metric param eters used in this simulation will also be considered. 

The system param eters explains some techniques th a t are useful in analysing the 
metric param eters, and also for im plem entation of the simulation results, while 
the metric param eters are those param eters used in analysing this simulation 

results.

5 .2 .1  S y s te m  P a ra m e te r s

Some param eters were varied in order to study how the network performance 
distinguishes from the param eters of the MAC and PHY layers. These param eters

112



5.2 System  Param eters and Perform ance M etrics

ar specified by the IEEE standard (i.e. 802.11])). and most devices (network 

interface cards, wireless adapters etc.) do not allow the tuning of these settings, 

other than switching between. Some of the param eters set by the DSRC standard  

arc listed in Table 5.1. From this table, frequency (Hz), latency (msec) and range 

(m) for various communication types are listed.

Table 5.1: Safety Application Parameters.

A p p lica tio n C o m m u n ica tio n  T y p e F requ en cy L aten cy R a n g e

TSV V2I, One-way, P2M 10 100 250

CSW V2I, One-way, P2M 1 1000 200

EBL V2V, two-way, P2P 10 100 200

PCS V2V. One-way, P2M 50 20 50
CYV V2V. One-way, P2M 10 100 150
LTA V2I and V2I, One-way, P2M 10 100 300

LCW V2V, One-way, P2M 10 100 150
SSA V2V, One-way, P2M 10 100 300

5.2 .1 .1  V ehicular D en sity

The density of vehicles affect the channel utilisation, and medium contention in 
a VANET. Given an average vehicle length of 4 m (this covers most vehicles and 
small vans, but not motorcycles or trucks) [7], the maximum number of vehicles 
per lane in a 1 km stretch of road would be approximately 250, but this would 

be static with vehicles bumper-to-bumper. The maximum number of vehicles in 
a given field Vmax is:

Vmax = L / l  (5.1)

where L is the length of the road (in), and / is the average length of a vehicle
(m). Generally, for traffic in motion, the density will have to be much less than 

the maximum given in equation 5.1. However, for a VANET to arise, a t least two 
vehicles must be within range' of one another, so tha t there is a minimum number 

of vehicles in the' field Vm„, to initiate communicatiem:

V,nm  =  L / T X rangc (5.2)
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for a given transmission range T X range (m), and a road of length L  (m). The 
density of vehicles is given by V /L .  The maximum density is given by:

The minimum density is strongly related to the transmission range, which 
is a function of the transmission power, this is discussed later in this section. 

Therefore, density can be considered as an im portant feature for VANETs. A 

protocol project should consider its influence on the quality of transmissions to 
allow continuous and reliable exchange of information between vehicles.

Simulation is used to examine the functional dependence of each m etric (R ) 
as a function (F)  of the param eters varied.

where p is the vehicular density (vehicles/m), s is the packet size sent in bytes, 
/  is the transmission rate (Hz), and p is the transmission power (dBm). As 
the distance from a node to a given vehicle diminishes in relationship to the 
transmission range of th a t vehicle, the value of the density is increased.

Traffic flow theories explore relationships among three main quantities; vehicle 
density, flow, and speed. The flow q measures the number of vehicles th a t pass an 
observer per unit time. The density k represents the number of vehicles per unit 
distance. The speed u is the distance a vehicle travels per unit time. The units 
of these quantities are usually expressed in (veh/h /lane), (veh/km /lane), and 
(km /h), respectively. In general, traffic stream s are not uniform, but vary over 

both space and time. Therefore, the quantities q, k , and u are meaningful only 
as averages or as samples of random  variables. The three quantities are related 
by the so-called fundamental traffic flow relationship [7] as shown in Figure 5.1 

on page 1 0 2 .

Pmax L / l / L  1 / I (5.3)

R  = F(p\ s; f \ p ) (5.4)

q =  u x k (5.5)
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5 .2 .1.2 D e n s ity  E s tim a te

Traffic flow theories suggest [7] that, the average vehicle speed can be expressed 

as a function of density;

u = f ( k )  (5.6)

The fraction of vehicles stopped in traffic f s, is related to the average speed of 
vehicles (including the stopped vehicles),

u = u f ( l - / ar +1 (5.7)

The value of f s can be measured by an external observer counting the number

of vehicles in the traffic. The two-fluid theory [7] relates the time a test vehicle
circulating in a network is stopped, Ts, to the average fraction of vehicles stopped, 
f s during the same period, T.

fs = T(5.8)

Free flow

traffic

Density k

F ig u re  5.1: Flow-Density Relationship.
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5.2.1.3 Back-off T im e

The MAC protocol of the IEEE 802.11 is a stop-and-wait protocol which requires 
the sender to awaits an Acknowledgement(ACK). If there is no ACK received due 

to transm itted packet never reaching the recipient, the packet being incorrect at 

reception, or the ACK being lost or corrupted, a back-off procedure is invoked 
before transmission is allowed. For every a ttem pt to  send a specific packet, the 

size of the C W  will be doubled from its initial va\\ie(CWstart) until a maximum 

value (CWend) is reached.

Back-off time is a time value th a t determines the time of transmission. It is 
calculated by a random value, chosen based on the contention window, multiplied 

by a time slot. Higher priority is assigned to the least amount of back-off time

where 77 is back-off, C W size is contention window size, and t siot is time slot. The 
EDCA have four Access Categories (AC) and make use of the back-off procedure 
to determine which traffic is to be given priority to  at a given time known as 
Transmission O pportunity (TXOP). Each AC obtains a differentiated channel 
access due to varying am ount of time an AC would sense the channel to be 
idle and different length of the contention window size during back-off. EDCA 
supports eight different priorities, which are further mapped into four ACs. For 

the AC[i] (i=0; ...;3). The initial back-off window size is C W minn [i], and C W max 
[i] is the maximum back-off window size. Each AC has its own back-off counter 

(BO[i]), which is independent of others. If more than one AC finishes the back-off 
a t the same time, the highest priority A C  frame is chosen for transmission by 
the virtual collision handler. O ther lower priority A C  frames goes to the next 

round of back-off. Let CWi denotes the to tal contention window size in a back-off 

round i. W hen i =  0, CWi =  C W 0 is the minimum to tal contention window size. 
In this study, it is taken as 32, which is the default for IEEE 802.11 DCF. Since 

total contention window is increased linearly, CWi is given by:

[90] [91].
V    X  t g l o t (5.9)

CWi = (i +  1) x C W 0 (5.10)
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where C W % is the size of the' to tal C W  range.

The performance of CSM A/CA shows th a t to achieve an optimal operation, 

the system param eters must be properly selected according to traffic conditions. 

In particular, the fact th a t the optimal value of C \Y min depends on the number 

of contending stations, suggests th a t the CSMA/CA can be improved by dy­
namically selecting the contention window size' according to an estim ate of the 

number of the contending stations based 011 measurements of the channel activity, 
performed by each station [92].

31 slots

In itia l transmission Previous frame|.V. }■■ -5 DIFS * 1 o o  »  |  |
63 slots

l r  Retransmission
Previous frame 1 «------ DIFS

9 • • •

127 slots

2'-: Retransmission
|  Previous frame | DIFS II O  Q  O

F ig u re  5.2: Back-off Procedure.

P ack e t S ize - This is the' size of the data packet being sent across through the 
network. The size of data  being sent across the medium will affect the channel 

utilisation and back-off function of the MAC layer. The payload (the actual 
data being sent, without the' encapsulated headers) is defined by the application 
running the transmissions.

The contention for the medium is based 011 the amount of time' required to 
utilise the medium for data propagation. A larger packet requires longer time 
within the medium, anel increases the contention (up to the maximum alloweei 

size before it is necessary to fragment the packet) for access. Therefore, the 

performance of the application must be balanced between the data requirements 
and the required access to the medium. 1500 bytes is used in the simulation.

5 .2 .1 .4  E m e rg e n c y  W a rn in g  M essag e  (E W M )

EW is generated by Abnormal Vehicles (AVs). These are vehicles that have m ajor 
mechanical fault, dram atic change of moving direction, deceleration exceeding a
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certain limit [93]. An EWM may encounter some waiting time in the system due 

to queueing and channel access delays, etc., and it may also suffer from retrans­

mission delay due to poor channel conditions or packet collisions. Formally, the 

waiting time of an EWM (Delaywait) is defined as the duration from the time 
the EWM is issued by the vehicular collision warning communication module to 

the tim e it is transm itted  on the wireless channel. EWM delivery (Delay) can 

be represented as,

Delay (Delaywail) -1- (DelayR etransm ission )

From queueing theory, the system is known to be stable if A < y

DelayWait =  l / y  -  A +  l / y  (5-12)

where A is the arrival time, and y  is the channel service rate. Queueing 
theory simple deals with waiting. This theory explains how delay in queue occurs. 
Queuing delay is the delay between the point of entry of a packet in the transm it 

queue to the actual point of transmission of the message. This delay depends on 
the load on the communication link, which is the channel service rate.

If EWM transmission rate is decreased too slowly, the to tal arrival rate of 

EWMs in the system may increase rapidly with the occurrence of new AVs. 
Assuming the i th transm itted  EWM message from an AV A  is the first EWM 
correctly received by a receiver vehicle V, hence the EWM retransmission delay 

from A  to V  can be defined as the elapsed duration from the time when the first 
EWM is generated to  the time when the i th EWM is generated by the AV A  as 

shown in Figure 5.3.

5.2.1.5 Transm ission R ate

Transmission rate is directly related to the size of packet. It is the rate a t which 

packet is transm itted. In order to avoid vehicular collisions in an emergency 
situation, much larger number of transmissions could be required, not only to 

send out more data, but also to tolerate the losses in a highly contended network. 

Most DSRC and WAVE technology applications suggest a maximum data  rate
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EWM Delivery Delay of V

F igu re 5.3: Waiting Time and Retransmission Delay.

of 0 Mbps using OFDM, so a channel is capable of carrying and holding a large 

amount of data, in VANET and ITS systems. This simulation intends to show 
how the network performs when under load condition, and how well da ta  can be 

disseminated when the network load is less congested.

5 .2 .1 .6  T ra n s m it P ow er

There are two types of transm it power. They are :

• M ax im u m  tra n s m it  p o w er - The maximum overall nodes, of the trans­

mit power used by a node (relevant only for static networks);

• A v e rag e  t r a n s m it  p o w er - The average over all nodes, of the transm it 

power used by a node relevant only for static networks).

Transmission power is the power at which a packet is transm itted, expressed 
in W atts or decibels per metre (dBm). It influences the distance over which it 

is usefully received (useful referring to a reception power above a minimum to 
extract the signal). It would appear that increasing the transmission power to a 

large value would increase the probability of recept ion, but due to the contention 
for medium access in VANET, this may lead to a network blockage.



5.2 System  Param eters and Perform ance M etrics

The power levels available for different devices are shown in Table 5.2.

Table 5.2: Power Levels for Different Devices.

P o w er for D ev ices P o w er in  d B m P o w er in m W

802.11 Devices 13 19.95
Horne Wi-Fi (802.11a/b/g/n) 17 50.11
Maximum EIRP allowed by ETSI 2 0 1 0 0

WiMAX 24 251.9

5 .2 .2  P er fo rm a n ce  M etr ic s

This section will define the performance metrics used in this simulation. These 
metrics help to analyse and give further evaluation on each type of RAA list'd in 

this simulation. It also help to study the behaviour of RAAs in various environ­
mental conditions.

5.2 .2 .1  Packet Success R ate

The packet success rate is measured by vehicle and by simulated field. It also 
denotes the number of packets sent, and those which are received successfully 

and unsuccessfully. This metric provides the QoS tha t can be attained in a 
given scenario. ITS and safety applications rely on an appropriate level of packet 
success that ensure it is reached through these simulations.

SU C  =  D R X / ( B R X  +  D R O P )  (5.13)

where S U C  is percentage success, D R O P , is the amount of packets loss, and 
D R X  is packets received per second. Also, successful packet is determined from 

simulation as:

S ta tic # ^  = (5' 14)

when' P kSU( is successful packet, and P k lx is transm itted packet.

1 2 0



5.2 System  Param eters and Perform ance M etrics

5 .2 .2 . 2  E n d - to -E n d  L a te n c y  (A ir tim e )

The time it takes a packet to leave the destination application, pass down the 
protocol stack, cross the medium and then be received, is im portant in calculating 

how many packets must be sent to disseminate da ta  in a timely manner. W hen the 

network is lightly loaded, the end-to-end latency is expected to be the propagation 
time plus a small am ount for processing the device circuitry. However, once the 
network becomes well-utilised, a number of delays can occur to the da ta  packet. 

These delays could lead to loss of da ta  and lack of timeliness in data  reception. In 

applications such as collision avoidance, V2V communication is adopted in order 
to alert vehicles of a sudden breaking by vehicles ahead instead of relying on sight 

and ACK of the brake lights. The end-to-end latency of alarm dissemination is 

therefore a crucial param eter in assessing whether the V2I technology is capable 
of meeting the stringent performance requirements of safety-of-life applications.

A ir t im e  =  M ea n (P kairtime/ P k suc) (5.15)

where P k airtirne is packet airtime, and P k suc is successful packet.

O v e rh e a d  - This is the average non-useful transmission airtim e needed to 
deliver a single packet. It is measured as the difference between the reception 
airtim e and the transmission airtim e per delivered packet. The cause of high 
overhead is due to retransmission over bad links.

5 .2 .2 .3 P a c k e t Loss

Packet loss is the failure of one or more transm itted  packets to reach its destina­
tion. It is known as one of the three key error types in digital communications. 

Packet losses in congestion control are unavoidable owing to uncertainties and 
highly time-varying traffic patterns in the best effort service model, or in conser­

vative end-to-end rate control scheme which uses additive-increase multiplicative 
decrease.

R e c e p tio n  E r ro r  - As da ta  is taken off the medium, there is the tendency 
tha t some bits will be received in error. The entire packet is dropped when the Bit
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Error R ate (BER) becomes too high. Sometimes, the packet may be corrupted 
or dam aged in transit through the protocol stack.

P a c k e t D e liv e ry  R a tio  (P D R ) - Packet delivery ratio is the ratio of the 

number of sent to received data  packet a t the destination. This shows the level 
of delivered da ta  to the destination. B etter value of packet delivery ratio means 

the better performance of the protocol.

T h ro u g h p u t  - Throughput can be defined as the fraction of packets sent by 
any source th a t was successfully received a t the intended destination.

T h r  = y ^ ( P k suc) x PL x 8 / S im time (5.16)

where T h r  is throughput, P k suc is successful packet, Pl is packet length, and 
S im tiTne is simulation time.

5 .2 .2 .4 E n e rg y  E ffic iency

Energy efficiency and capacity maximization are two of the most challenging 
issues to be addressed by current and future cellular networks since they rely on 
their battery  life. It is also im portant because QoS in wireless mobile networks 
depend on energy utilization. In this simulation, energy efficiency is expressed 
as:

r x )  (5-17)

where £ is average energy efficiency, Pt x  is transm it power, and B TX is trans­
m itted bits. In Figure 5.4, this model shows how the reception process takes place 

from propagation phenomena, and through BER before packet is finally received.

5.3 S im u lation  Scenarios

This section will discuss the network configuration used in this simulation for 

various rate selection algorithms. It will also discuss some of the concepts and
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r e c v  okSINR
BER

Propagation
model

B it e r ro r

Collision

F igure  5.4: Generic Model to Evaluate Reception.

mechanisms used in evaluating Iho results in the simulations.

5 .3 .1  V eh ic le  -to -In fra str u c tu r e

This sub-section will evaluate the performance of a V2I network w ithout the 
impact of propagat ion phenomena; like fading log-normal shadowing and Rayleigh 
fading. The reason for evaluation of the network performance of existing RAA 
and ACARS is for application in data transfer and road safety etc. V2 I is one 
the networking platforms for future vehicular applications [1]. Hence, it is a vital 
network analysis to implement. Analysis will be based on the results obtained 
from the simulations which are shown using plots from MATLAB. Figure 5.5 
shows the V2I network configuration. This configuration has vehicles on both 
side of roads acting as clients, while the RSU as a server.

In this scenario, all vehicles act as clients, with a fixed base station acting as a 

server. This scenario is very typical in cities and highways having road-side units 
(e.g., kiosks and cafes) with wireless services. This scenario consists of a road of 

length 1 0 0 0  in with multiple lanes. The base station is located at the middle of 

the road. Vehicles select their speeds uniformly over the range:

v = [V x  0.75, V  x 1.25]km/h  (5.18)

where v is speed of vehicle, and V  is the average speed of vehicle. All vehicles 

start at the same tim e at the beginning of the road and move towards the end
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of the road, crossing the server on the way. Once a vehicle is in the range of 
the server, it establishes a connection immediately. Simulation was done with 

different number of vehicles and speeds. In Figure 5.G on page 112, the vehicles 

in communication range drive past the AP and any vehicle in range can then 
communicate with the AP. This figure explains the process th a t occurs from the 

transm itter to the receiver. It shows the propagation phenomena, the interfer­

ences tha t occur during transmission, and also the processes it undergoes before 
packets are received.

It was also assumed, th a t the vehicle arrival process is Bernoulli with param ­
eter j). T hat is, with probability p. a vehicle will enter range of the AP during 

one time interval (one slot) and with probability (Ip) no vehicle will enter the 
range during th a t slot. Table 5.3 shows the different traffic types and their de­
lay requirements. This is im portant because, delay is an im portant issue is road 
safety application. Packet size is in bytes and latency is in msec.

T able 5.3: Typical Data Traffic.

A p p lica tio n P k t size L aten cy Traffic M sg P rio r ity

ICWA ~  100 ~  100, Event 300 Safety
CCW ~  1 0 0 /~  100K ~  100, Periodic - Safety
WZW ~  1 0 0 /~  I K ~  100, Event 50-300 Safety
CCW ~  1 0 0 /~  100A ~  100, Periodic - Safety

TVSP ~  100 ~  100 Event 300-1000 Safety
TC ~  100 ~  50 Event 15 Non-Safety
SA ~  1 0 0 /~  21< ~  500 Periodic 0-90 Non-Safety
MD >20 M N /A N /A 0-90 Non-Safety

Intersection Collision W arning/Avoidance is (ICWA), Cooperative Collision 

Warning (CCW ), Work Zone Warning (WZW ), Transit Vehicle Signal Priority 
(TVSP). Toll Collection (TC), Service Announcement (SA), Movie Download 
(MD).
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O0B
-

age

iifctCi wm '
Length of Road

RSU (Server)

Figure 5.5: Network Configuration.

F igure 5.G: Vehicles with Short Range Communication devices drive past an 
802.11 Access Point.

5.4 S im u la t io n  R e s u l t s  a n d  A nalys is

This section will analyse the network design with communication range set. w ith­
out communication range set in the presence of no propagation or fading effects. 
It will also evaluate the results with different values of 7  and a as shown in Tables

4.2 and 4.3 respectively.

Discussions of results will be based on results obtained from plots generated 
from the simulations. This section will also discuss and analyse different metric 

param eters, and performances of various RAAs used in the simulations. In this 

research, few environments have been simulated for time constraints, and not 
all t he environments listed in Table 4.4. The behaviour of various rate schemes 

without communicat ion range' set was also analysed.

I11 this section, simulation was done for 7  =  2, a — i)dI3. and P, =  50 mW.
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Figure 5.7: Average System Throughput vs Number of Vehicles.



5.4 Sim ulation R esults and Analysis

As the number of vehicles increases in the network, more vehicles contend for 

network resources which affects the performance of all RAAs. From Figure 5.7, it 

is observed th a t ONOE can hardly accumulate 10 credits to scale up at 24 Mbps 

but a t improving channel condition, it quickly probes at 27 Mbps, and when it 
senses th a t the channel quality is deteriorating, it either stops probing or retracts 

to lower bit ra te  immediately. This behaviour of ONOE affects its overall optimal 

throughput performance as compared to the other RAAs. In this figure, AARF 
and ONOE perform worst than the others. There is no significant difference 

between ACARS and M ODIFIEDCARS, but both of them performed best, the 
reason may be because there are no fading processes to actually differentiate 

these two RAAs in this network configuration. Compared to the results of CARS 
[14]in page 11, it is observed th a t AARF, SampleRate all dropped in throughput 

performance, this should because of the integration of power control scheme in 
proposed algorithm. The im plementations of these RAAs in [14] was w ithout 
power control, so there should be fluctuation in the results as the algorithms 
struggle to cope with power control mechanism which they were not originally 
designed for.
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Figure 5.8: Average Energy Efficiency vs Number of Vehicles.



5.4 Sim ulation R esults and A nalysis

One of the reasons for integration of power control scheme into the ACARS 

RAA is for energy efficiency; so as to reduce power consumption in vehicular 

networks. From Figure 5.8, ACARS and MODIFIEDCARS show low energy 

cons , J ion compared to the other RAAs. The reason may be because ACARS 
was built from MODIFIEDCARS and should have similar characteristics. Ob­

servation shows that AARF and ONOE performed poorly in this regards because 
they could not cope with this power control scheme.

Gamma = 2, sigma = OdB

©— ONOE 

■v1— SAMPLE 

B -  AARF

MODIFIEDCARS

ACARS

60 100 

N um ber o f  Vehicles

F igu re  5.9: Packet Error Rate vs Number of Vehicles.
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5.4 Sim ulation R esults and Analysis

AARF performs better than  the other RAAs as observed from Figure 5.9, 

with SampleRate having the worst performance. The PE R  for ACARS and 

MODIFIEDCARS is still better. It is observed th a t a t 150 nodes, there is not 

much difference between the performances of ACARS, MODIFIEDCARS, and 

ONOE. Packet error rate  is a factor th a t is proportional to  success probability 
and throughput. If many packets are in error, it affects the successfully received 

packets, and hence will affect the overall throughput performance of the network. 
Also, the lower packet delivery ratio is an indication of poor connectivity in the 

network due to increased average distance imposed by constraint movement of 
vehicles w ithin communicate range so as to communicate with the RSU, and by 

the increased interference due to node clustering.

W hen simulating a high way environment in vehicular network operation, 

these two main param eters are very im portant; the end-to-end latency (airtime) 
of a packet travelling across the medium, and the success rate of packets sent. 
A high success rate (above 70% for example) is required for QoS and safety 
applications.
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Packet success rate is a metric that provides the QoS tha t can he attained 

in a network. ITS and safety applications relies on appropriate level of packet 
success rate. The rate of packet success in a collision avoidance application is 

proportional to the velocity and density of the vehicles involved. From simulation 

result in Figure 5.10, it is observed tha t AARF, ACARS, and MODIFIEDCARS 

attained a. success rate above 70% below 50 vehicles in the network, but drops 

as the number of vehicles increase. This is not strange because, as congestion 
increases, there is tendency for increase in collision, and this eventually affects 

the number of successfully received packets. From this scenario, ONOE and 

SampleRate perform poorly, and could not a tta in  the expected success rate even 
at below 10  vehicles in the network. Reason could be because of their peculiar 

behaviour in response' to channel conditions which many not have favoured their 

good performances.

Airtime for gam m a = 2, sigma = OdB
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Figure 5.11: Airtime vs Number of Vehicles.



5.4 Simulation Results and Analysis

Vehicles th a t transm it da ta  onto a shared medium will have to contend for 
access; this means tha t da ta  will take time to leave the transm itting station, and 

get to the receiver. The application of VANET to safety systems relies on data  

being sent and received within a time frame, set by the specific application. So 

analysing the time it takes individual packets to be sent and received explores 

the operating param eters of these applications. For example, a collision avoid­
ance application requires the packets containing location and heading data, to be 

sent and received with a very low latency (below 1 0 0  ms could be accepted), so 

th a t vehicles have time to compute a safe velocity and heading to avoid collision 
with the vehicles around them. Latency in a collision avoidance application is 

proportional to the velocity and density of the vehicles involved.

From Figure 5.11, AARF and ONOE perform so poorly compared to the o th­

ers. SampleRate has the lowest delay, with the best performance, while ACARS 
and MODIFIEDCARS almost over-lap each other w ithout any significant differ­
ence. SampleRate could tolerate some random channel errors and did not drop its 
transmission rates frequently may be the reason for its good performance. This 
metric param eter is very im portant in QoS and safety application in VANET.

From this figure, there is fluctuation ( it increases and decreases) in airtime 

as the number of vehicles increase. This is because, as the number of vehicles 
increase, the duration needed per vehicle to upload the stream  is extended due to 
greater medium contention. This allows the vehicles to upload more packets using 

higher rates while they are closer to the server, which minimizes the transmission 
airtime and the number of retransmissions. As the number of vehicles continue to 
increase, the number of packets transm itted  per vehicle when it is near the server 

reduces due to the contention. Hence, vehicles continue their uploads while they 
are moving away from the server. As vehicle moves away from the server, vehicles 
switch to lower da ta  rates to cope with the change in link conditions.

Simulation was done for 7  =  3, a = 0dB, and Pt =  40 mW. This analysis is 

for results obtained with values of 7  which is path loss exponent, a is shadowing 

deviation, and P, is transm it power.
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F igure 5.12: Average System Throughput vs Number of Vehicles.
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ONOE is a credit-based RAA, it spends much time longer; 10 seconds on each 

bit rate before it increases rate, and then scaling up to the highest bit rate of 27 

Mbps, therefore does not perform well in this scenario. AARF and ONOE have 

same poor performances compared to the others as seen in Figure 5.12. AARF 

waits for 1 0  consecutive successful transmission attem pts before increasing rate 

and also because it a transm itter-based RAA, it cannot adapt faster in selecting 

the proper transmission rate to m atch the channel condition, this may be one of 

the reasons for its low performance. ACARS and M ODIFIEDCARS shows no sig­
nificant differences in performance as both  of them  showing an over-lap; although 

out-perform others. It is observed from this figure th a t SampleRate increases its 

performance gradually and had a better trend than when vehicles were less on the 

network. It struggles to compete with ACARS and M ODIFIEDCARS compared 
to when network was less congested. Observation from this figure shows that, 
SampleRate works better in more congested network than in a sparse network. 
Tendency may be th a t if the number of vehicle is increased more than 150, it may 
perform better than ACARS and MODIFIEDCARS. This will be investigated in 
future work since it was not done in this research because of time constraint.
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5.4 Simulation Results and Analysis

Similar lo the results obtained. ACARS and MODIFIEDCARS from Figure 
5.13 have more energy efficiency c , ared lo the others, which means ii is reliable 

for less energy consumption in vehicular communications, which is one of our aims 

in the design of ACARS. AARF and ONOE performed poorly among all.
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Figure 5.14: Packet Error Rate vs Number of Vehicles.
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5.4 Sim ulation R esults and Analysis

From Figure 5.14. AARF obtained a low PER which is a good indicator of 

this metric that leads to a good overall Systran throughput. This is because. PER 
and success rate are directly proportional to system throughput. If there are 

many packets in error, then the throughput will degrade and same as successfully 

received packets. From this figure, it is quiet difficult to  distinguish between 

the performances of ACARS and MODIFIEDCARS as they over-la]) each other. 

SampleRate from this figure performs poorly compared to the other rate selection 

algorithms.
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5.4 Sim ulation R esults and A nalysis

From Figure 5.15. AARF out-performs other RAAs with a better success 

rate, because its PER in Figure 5.9 on page 129 was less than all the other RAAs. 

ACARS and MODIFIEDCARS still compete with each other without a significant 
difference in their performance. SampleRate rate performs worst in this regard, 

as ONOE over-laps in performance with ACARS and MODIFIEDCARS.
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Figure 5.16: Airtime vs Number of Vehicles.
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5.4 Sim ulation R esults and Analysis

The MAC layer in a traffic safety application is unlikely to need many dif­

ferent service classes or transfer rates. Instead, to guarantee th a t time-critical 

communication tasks meet their deadlines, the MAC method must first of all 
provide a finite worst case access time to the channel. Once channel access is a 
fact, different coding strategies, diversity techniques and retransmission schemes 

can be used to achieve the required correctness and robustness against the im­
pairments of the un-predictable wireless channel. However, if the MAC scheme 

does not provide an upper bound on the maximum delay before channel access, 

it is not possible to give any guarantees about meeting deadlines. Information 
th a t is delivered after the deadline in a critical real-time communication system 
is not only useless, but implies severe consequences for the traffic safety.

For these reasons, delay metric is very vital in vehicular communications be­

cause there is deadline during which a transmission a ttem pt is needed, and when 
a packet is supposed to be delivered. From Figure 5.16, SampleRate has the 
best airtime. AARF and ONOE perform worst in this scenario. It is also ob­
served from this figure, th a t there is much difference between the performance 
of SampleRate and these two schemes. On the other hand, ACARS and MOD­
IFIEDCARS also struggle with each other in competing, but with careful look, 
there is a little difference in better performance for ACARS.

This section consists of results obtained from simulations for 7  =  5, a = OdB, 
and Pt =  40 mW. Analysis is made here for other values of 7  which is path  loss 

exponent, a  is shadowing deviation, and Pt is transm it power.
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5.4 Sim ulation R esults and A nalysis

From Figure 5.17, AARF probes it packets faster in order to change it rates, 
and hence performs better than all other rate selection schemes in this scenario. 

SampleRate performs worst, because it drops to lower rate more frequently com­

pared to ONOE. ACARS performs better than MODIFIEDCARS in this regards 
because it can easily estim ate SNR to the PHY layer.
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5.4 Simulation Results and Analysis

AARF from Figure 5.18 probes faster and performs better having low energy 

consumption than the other RAAs. The poor performance of SampleRate can be 
best explained by its heuristic implementation. It cannot tolerate some random 

channel variations, and drops to lower rate more frequently. Although ACARS 

has lower energy consumption than M ODIFIEDCARS, but could not perform as 
better as AARF and ONOE in this regard.
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5.4 Sim ulation R esults and Analysis

ACARS has the lowest PER from Figure 5.19 followed by MODIFIEDCARS. 
From this figure, AARF, ONOE and SampleRate compete with each other as the 

number of vehicles increase. From careful look. AARF has the highest PER; al­

though there is not much differences between the three of them. ONOE must have 

spent much time trying to increase its bit rate, and AARF may have been very- 

slow in probing the packets so as to increase in ils rate, while SampleRate may 
not have maintained the expected transmission time for each rate, by updating 

it after each transmission. These reasons may have resulted to their in ability to 

perform well in this scenario compared to  ACARS and MODIFIEDCARS which 
have similar behaviours.
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5.5 Network Analysis w ith  no C om m unication Range set

From Figure 5.20, ACARS has the highest success probability compared to 

the other rate selection schemes. AARF performs poorly compared to the other 

schemes. From careful observation, AARF, ONOE, and SampleRate competes 

with each other above 100 nodes. Successfully received packets is an indication 

of good system throughput. This is because, if more packets are successfully 

received, it means th a t there were less collision and corruption, hence less PER.

5.5 N etw ork  A n alysis  w ith  no C om m u n ication  

R an ge set

In this section, analysis on the network with different environmental factors and 
without setting any communication range will be considered. In this case, com­

munication range (Cr ) is not an input param eter to the mobility function ( VMob)- 
This means th a t all vehicles can participate in communicating with the RSU.

This section will also evaluate the im pact of different environment factors, 
and also with no communication restriction on various rate selection schemes; by 
using some of the path  loss exponent and shadowing deviation values for these 
analyses. Results obtained in this section was done for 7  =  3, a = 0dB  and 
Pt = 40 mW. Result obtained from simulation is evaluated here.
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5.5 Network Analysis with no Com m unication Range set

AARF lias poor energy efficiency than all other rati' selection schemes from 
Figure 5.21. From this figure, SampleRate performs better than the other rate 

schemes, followed by ACARS. ONOE struggles to increase its efficiency at higher 
vehicle density. This trend is different from that of AARF tha t degrades its 

efficiency as the density of the vehicle increases.
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5.5 Network Analysis with no Com m unication Range set

The rate at which packet is in error affects the over throughput performance 

of the system. From Figure 5.22, ACARS, lias a low PER rate, which helps 

in the overall system throughput performance for this algorithm. On the other 
hand, SampleRate performs very poorly compared to all other rate selection 

schemes. MODIFIEDCARS struggles to compete with ACARS as can be seen 

from this figure. It also performs better that AARF, ONOE and SampleRate in 

this scenario.
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5.5 Network Analysis with no Com m unication Range set

Furthermore, in Figure 5.23, the success probability for both ACARS and 
MODIFIEDCARS are better than the others. Success rate is proportional to net­

work throughput. If the success rate is high, then the overall system throughput 

will be better. SampleRate performs poorly compared to the other rate selection 

schemes. The channel condition in this scenario may have greatly been affected 

by its ability to choose' an appropriate transmission time in order to change rate. 
The performance measure between ACARS. SampleRate, and MODIFIEDCARS 
is so large. AARF also degrades fasten1 as the number of vehicles increase, it 

is observed in this scenario, how network congestion greatly affects AARF and
ONOE.
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5.6 General D iscussion

From Figure 5.24, ACARS and MODIFIEDCARS have high delay, although 

it is below the recommended delay for real time applications. But the delays 

for these two RAAs are higher than the others. Reason may be because both 

spend much time before changing rate in this circumstance thereby increasing 
the waiting time. AARF performs better than all other rate schemes. ONOE has 

strange trend of reducing delay as number of vehicles increase as seen in Table 

III in [14].

5.6 G eneral D iscu ssion

From the results obtained in this chapter, it can be observed tha t the network 
configuration is similar to the one in [14], where no fading process was consid­

ered as shown in Tables 5.4-5.8 . From these results, there is no much significant 
difference between ACARS and MODIFIEDCARS, because it is a no-fading con­
figuration. These observations are seen in almost all of the metric performances 
carried out in this chapter. From results obtained in this chapter, ACARS offers 
no advantage over M ODIFIEDCARS because of the no-fading condition consid­
ered here.

5 .6 .1  S u m m a ry  o f  S o m e  R e su lts  O b ta in e d

In this section, some results obtained in some metric analyses from simulations 
are summarised in tables for quick understanding of the trend of various RAAs.
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5.6 General D iscussion

T able 5.4: Average Throughput (Mbps) vs Number of Vehicles.

Veh.No. AAR F ACARS M O DIFIEDCARS ONOE SAM PLERATE
10 5.90 8 .1 0 7.90 9.50 6.80
30 2.60 6.10 6.10 6.09 5.10
50 1.85 4.15 4.15 2 .0 0 3.50
70 1.35 3.15 3.15 1.40 2.80
90 0.98 2 .2 0 2 .2 0 1 .0 0 1.98
120 1.15 1.45 1.45 0.80 0.80
150 0.50 0.85 0.85 0.50 1.80

T able 5.5: Packet Error Rate vs Number of Vehicles.

Veh.No. AARF ACARS M ODIFIEDCARS ONOE SAM PLERATE
10 0.05 0.15 0.14 0.38 0.30
30 0.03 0.09 0.10 0.15 0.27
50 0 .0 2 0.06 0.07 0.08 0.17
70 0.01 0.04 0.04 0.03 0.13
90 0 .0 1 0.03 0.03 0 .0 2 0.07
120 0.01 0.02 0.02 0.02 0.04
150 0 .0 0 0 .0 1 0 .0 1 0 .0 0 0.35

T able 5.6: Average Energy (10 3) vs Number of Vehicles.

Veh.No. AARF ACARS M ODIFIEDCARS ONOE SAM PLERATE
1 0 0 .2 0 0 .1 0 0 .1 0 0.15 0 .1 0

30 0.30 0.15 0.15 0.20 0.17
50 0.40 0.17 0.17 0.30 0 .2 0

70 0.60 0.18 0.18 0.59 0.30
90 1 .1 0 0.40 0.40 1 .1 0 0.50
120 1.95 0.60 0.60 1.97 1.10
150 4.30 1.42 1.42 4.40 2 .1 0
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5.6 General D iscussion

Table 5.7: Success Probability vs Number of Vehicles.

Veh.No. AARF ACARS M ODIFIEDCARS ONOE SAM PLERATE
1 0 0.72 0 .6 6 0 .6 6 0.42 0.50
30 0.56 0.40 0.40 0.32 0.24
50 0.32 0.28 0.28 0.26 0.06
70 0.22 0.18 0.18 0.18 0.10
90 0.16 0.13 0.13 0.14 0.08
120 0.09 0.07 0.07 0.08 0.06
150 0.04 0.03 0.03 0.03 0 .0 2

Table 5.8: Airtime (10 '*) vs Number of Vehicles.

Veh.No. AARF ACARS M ODIFIEDCARS ONOE SAM PLERATE
1 0 2.50 1 .2 0 1 .2 0 0.70 1 .0 0

30 3.50 1.25 1.25 2.30 0.80
50 3.60 1.28 1.28 3.20 0.70
70 3.70 1.29 1.29 3.49 0.71
90 3.80 1.29 1.29 3.60 0.80
120 4.00 1.30 1.30 3.80 0.82
150 4.10 1.31 1.31 3.90 0.82
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5.7 Chapter Summary

5.7  C hap ter Sum m ary

Throughput performance depends on the number of active stations, to tal load 

offered to the system and CWmin. However, performance can be substantially 
enhanced if the exponential back-off window adopted in the CSM A/CA DCF 

protocol is substitu ted  by an adaptive contention window. This will depend on 
the number of contending stations and optimized to maximize the throughput of 

the system. It is observed from this research th a t CWmin depends on network 
scenario (contending stations. Hence, high CW min is not good for small number 

of contending stations.

This chapter has dem onstrated the behaviour of RAAs w ithout fading pro­

cesses. It has also given idea and area of concern to look a t in future. C hapter 6  

will be dealing with fading processes. The results obtained in this chapter have 
shown the im pact of mobility and context-information on RAAs. A part from 
no-fading dem onstrated in this chapter, the simulation results also dem onstrate 
mobility in RAAs.

From all the simulated results, it can be observed th a t no RAA is perfect. 
There is no scenario th a t a particular RAA out-perform in all metric analyses. 
These show th a t every RAA has limitation, and th a t each RAA performs better 
in the condition it was actually design for. It struggles in performance when it 
comes to the condition(s) it was not design for. Results also show th a t channel 
condition can degrade and affect the performance of each RAA, and th a t mobility 
have im pact on rate selection speed especially at increase of inter-node distance 
and speed.
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6

R ealistic Analysis o f ACARS  
Algorithm

This chapter will present network analysis on vehicle communications with mo­
bility and propagation phenomena. It will also evaluate the impact of mobility on 
vehicles, the effect of propagation phenomena, and the impact of power control. 
This chapter will also consider analyses on the impact of communication range 
and without communication range.

Analyses in this chapter deals with real world concept of vehicular networks, 
unlike in Chapter 5. Some of the probabilistic concepts are addition of fading to 
the algorithms, because in the real world, vehicles are affected by the propagation 
phenomena as they travel from one environment to the other. The power control 

concept is also applicable to a real world scenario where wireless networks need 
power to sustain communication in vehicular networks. They need to consume 

less energy in order to sustain service and communicate with each other or the 
RSU depending on the type network. This chapter will also analyse the case 

of no communication range set, and their performances of various rate selection 

algorithms, because in real world, vehicles are not given restriction in area to 
move and distance they must be or cover. In this deign, mobility is implemented 

to dem onstrate a real world concept in which vehicles ought to move and not re­
main stationary like an office network. This chapter will also analyse results from
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simulations in MATLAB. The results will be use to compare the performance of 
existing RAAs with proposed algorithm with the impact of propagation phenom­

ena, communication range effect, and transm it power control. Results will also 
be used to  evaluate their performance based on the results obtained for different 
RAAs.

Controlling the communication range by adjusting the transmission power 

can be used to m itigate the adverse effects of high density condition. Hence, the 

choice of communication range has a direct im pact on the fundamental property 
of VANET. In the simulation, RSU also coordinates the communication range 

within which vehicles transm it to regulate the power control scheme for energy 
consumption.

Controlling the transm it power in mobile communications is a  very efficient 

means to control the QoS and the capacity of wireless networks [57]. In envi­
ronments where the channel varies slowly, existing power control schemes are 
designed to operate in such networks, but when it comes to channels like vehicu­
lar networks, it does not perform well because user channels change very quickly 
and these methods fail in such scenario. Power adjustm ent is needed in this case 
rather than tuning the instantaneous SINR.

Power control is vital because, it is a means of balancing received power 

levels or balancing or guaranteeing Signal-to-Interference Ratios (SIRs). It aims 
to minimize energy consumption subject to maintaining a transmission rate. A 

centralized power control scheme is proposed for mobile communication systems 
with shadowing and fast Rayleigh fading. The essence of power control is to 

minimize the to tal transm it power with constrains on outage probability for each 
user on network, and with constrains on individual transm it and received signal 

powers [65]. Here, a transm itter sending da ta  via an AP through a communication 

channel is considered. As the vehicles change speed and locations, there are 
interferences such as tall building and trees which interfere w ith the received 
signal power. Since the goal is to  ensure QoS for information transmission rate 

or average delay while conserving energy, this thesis implements a power control 
scheme with fast fading, so th a t energy distribution and conservation can be
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6.1 N etw ork C onnectivity

utilized by vehicles. In addition to this robust algorithm, this research focuses on 

the performance of power control on existing and proposed rate algorithms.

Power control affects the performance of the physical layer in two ways. First, 

power control im pacts the traffic carrying capacity of the network. More so, 
choosing a high transmission power will lead to  a reduction in the number of 

forwarding nodes needed to reach to the intended destination, and this creates 

excessive interference in a medium tha t is commonly shared. On the other hand, 
choosing a lower transmission power reduces the interference seen by potential 

transm itters, bu t packets will require more forwarding nodes to reach their in­

tended destination [63]. Second, power control also affects the network connec­
tivity or configuration. A high transm ission power increases the connectivity of 
the network by increasing the number of direct links seen by each node, but the 
trade-off is reduction of network capacity [63] [94]. The objective of minimizing 
the maximum transm it power rather than the total over all nodes is because, bat­
tery life is a local resource, and so collective minimization has a little practical 
value [94].

Current rate selection algorithms are dominated by probe-based approaches 
tha t search for the best transmission rate using trial-and-error. In mobile envi­
ronments, probe-based techniques often perform poorly because, they inefficiently 
search for the moving target presented by the constantly changing channel. An 
adaptive rate selection algorithm th a t uses signal strength to select the transm is­

sion rate has been proposed in this thesis.

6.1 N etw ork  C o n n ec tiv ity

Physical connectivity alone does not provide nodes with end-to-end connectivity. 
A routing protocol is im perative in providing nodes with the means of communi­
cating with each other in a multi hop environment. The transmission range used 

has an im pact on the rate of signalling packets required to discover and maintain 

these pipes of connectivity over time in the presence of a node’s mobility. The 
choice of the common transmission power used impacts the number of signalling
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6.1 N etw ork C onnectivity

packets required by the routing protocol. The use of a low common transmission 
power increases the number of interm ediate nodes between source-destination 

pairs. These interm ediate nodes move in and out of existing routes, which re­
quires the routing protocol to take periodic actions to repair these routes in time. 
I t is expected tha t the lower the common transmission power used, the higher 

th e  number of signalling packets required by the routing protocol to  discover and 

m aintain routes. These signalling packets consume capacity, and power resources 
in the network. On the other hand, choosing a low common transmission power 

hoping to increase network capacity, as suggested seen in literature, may gener­

a te  too many signalling packets in the presence of node mobility, and therefore, 
a  higher transmission power may be desirable [63].

At the network layer, reducing the transmission range as a means to in­

crease network capacity could be harmful to the available capacity remaining 
for the nodes. The trade-off between network connectivity, and network capac­
ity presents an interesting paradigm: is it possible to m aintain low overhead 

for the routing protocol while a t the same time provide higher capacity to the 
nodes in the network?. Following the design and performance of common-range 
transm ission M ANET-type routing protocols, the answer is ‘no’, unless a differ­
ent method for discovering, and m aintaining routes th a t departs from common 
transmission range broadcast technique is used. Recently, there has been some 
initial work in this area [95] th a t provide variable-range transmission support for 
routing protocol operation.

Most Ad-Hoc network designs simply borrowed MAC protocols designed for 
wireless LAN operation. IEEE 802.11 standard as well as most CSMA MAC 
protocols use a common-range transm ission which are not flexible enough to 

exploit the spectral reuse potential of the network. In general, nodes transm itting 
with lower transmission power levels may not be noticed by nodes transm itting 

with higher transmission power levels, and as a result, collisions may be difficult 

to avoid. Fortunately, there are some new proposals in MAC design th a t overtake 

this lim itation and take advantage of the spectral reuse potential acquired when 
using dynamic power control [95].
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6.1 Network Connectivity

From research, communication range is proportional to SNR. Simulation was 
done by setting a S N R ,nin, and without communication range. Once the network 
detects a connection with a vehicle, it begins communication, and the values of 

the S N R min is added to the SNR generated from BER table in MATLAB. In 

doing so, the SNR is increased, and a high SNR is an indicator of good channel 

quality.

The trade-off are, too high transm it power reduces forwarding nodes and in­

creases connectivity, but reduce network capacity, and also low transm it power 
reduces the interference seen by potential transm itter, but require more forward­

ing nodes to reach their intended destination.

6 .1 .1  W ire le ss  C h a n n e l M o d e ls

In a mobile communication system, a signal transm itted through a wireless chan­
nel will undergo a complicated propagation phenomena that involve diffraction, 

multiple reflections, and scattering mechanisms. In most cases, a Line-of-Sight 
(LOS) path between the mobile and the base station is hardly in existence due to 
a very dense propagation environment between the mobile and the base station 
[56]. Table 6 .1  shows the different power classes th a t are available in wireless 
networks. It also shows the maximum output power tha t each power class can 
accommodate.

Table 6.1: Power classes in IEEE 802.11 Wireless Networks.

P o w er c lass M a x im u m  o u tp u t  p o w er (d B m )
Class A 0

Class B 1 0

Class C 2 0

Class D 28.8
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6.1 N etw ork C onnectivity

6 .1 .2  F ast H a n d o v er  in V e h ic le -to -In fr a str u c tu r e  C o m m u ­

n ic a tio n s

A vehicle entering a RSUs transmission range needs to be integrated into the 
communication schedule of the RSU as soon as possible. Only then will it be 

polled for da ta  by the RSU, and be part of the collision-free communication re­

quired by real-time safety applications. The centralized approach requires the 
RSU to know about and identify the vehicles currently residing within its trans­

mission range and their communication needs. This makes a connection setup 

between vehicle and RSU necessary. One option is to let the vehicles send out 

Connection Setup Requests (CSR) as soon as they can hear the RSU. Even if the 
RSUs along a road might be widely spaced, we can view this chain of connection 
setup and disconnection as a series of handover procedures. We thus consider just 
one protocol components: fast connection setup with a RSU [26][96]. Figure 6.2 
shows how hand over is implemented between mobile nodes and access routers 
which is same as RSU or AP in this network.

HA Old AR NewAR MR MNN

^Router solid
Neighbour advertise 

Register

ACK 
BU

F ig u re  6.1: IP Layer Hand-off Protocol for Mobile Networks.
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6.1 Network C onnectivity

6 .1 .3  M o b ility  in  R a te  A d a p ta t io n  A lg o r ith m s

IEEE 802.11 wireless networks traditionally involve communication between sta­

tionary devices. They are increasingly being used by mobile devices such as 
802.11 phones, PDAs, embedded devices etc. Mobility issues are more challeng­

ing in RAAs because of the rapid channel variations in link conditions. In such 

dynam ic environments, it is expected th a t fast gain and accurate channel infor­

m ation is necessary in order to effectively utilize the channel.

Many of the RAAs reviewed in C hapter 2  were implemented w ithout mobility 

model. The few of them th a t implemented mobility are CARA, CARS, and 
CHARM etc. In the design of ACARS, mobility model was integrated into the 

algorithm to depict the real world vehicular movement. In the analysis of the 
results from C hapter 5, some RAAs struggle with performance of the network 
dem onstrating the impact of mobility on existing rate selection schemes and the 

proposed RAA.

6 .1 .4  P r o b a b ilis t ic  M o d e ls  o f  R a d io  P ro p a g a tio n

Probabilistic models allow a more realistic modelling of radio wave propagation. 

A probabilistic model takes a deterministic model as one of its input param eters 
in order to  get a mean transmission range [24]. Probabilistic model is a means 
to dem onstrate a more real life scenario in simulation. For example, allowing 
vehicles to communicate and transm it w ithout restriction in area coverage. This 
is more realistic in the real world in vehicular communications.

R ay le ig h : The Rayleigh propagation model is applicable in a situation when 

there is no LOS, and only m ultipath components exist. This model incorporates 

intensive variations in received signal power because multiple paths can either 

combine constructively or destructively. The amplitude, delay and phase shift of 

these components greatly depends on the environment.
L o g -N o rm a l S hadow ing : The Log-normal shadowing model uses a normal 

distribution with variance a  to  distribute reception power in the logarithmic
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6.2 D eterm inistic M odels of Radio Propagation

domain.

F a s t F ad in g : Fast fading occurs due to  scattering from nearby objects, and 

thus is term ed small-scale fading. Generally, fast fading can be observed up 

to  half-wavelength distances. W hen there is no direct path  (LOS), a Rayleigh 

d istribution tends to best fit this fading scenario, thus fast fading is sometimes 
referred to  as Rayleigh fading [62].

6.2  D eterm in istic  M od els o f  R adio  P rop agation

Determ inistic models (like free space, two-ray ground) are often used in VANET 

research. They greatly increases the runtim e performance of a simulation, this is 

the reason they describe real conditions insufficiently. A probabilistic model could 
be tte r account for the variance in real world situations, which enables vastly dif­
ferent communication between two nodes having the same TransmitterReceiver 
(T-R) separation [24]. Another observation is th a t in VANET simulation, nodes 
are often dimensionless. The vehicles have no influence on radio propagation. It 
seems reasonable though, th a t in practice, the large metal bodies of vehicles pro­
vide a wide range of effects on propagation. Vehicles often block LOS between two 
com municating vehicles, making m ultipath components dominant. Also, vehicles 
can function as wave-guides or as reflectors, thereby increasing the transmission 
range beyond what could be expected based on free space propagation.

A determ inistic model allows for computing the R S S ,  based on actual prop­

erties of the environment such as the distance between a transm itter T, and the 
receiver R.  These models range from simple (only account for distance between 
nodes) to very complex where they also account for m ultipath propagation in the 

environment modelled exactly as the area of deployment.

6.3 N etw ork  A n alysis

This section will analysis the simulation results using different metrics th a t were 

earlier explained. Some other new terminologies will be explained in this section
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6.4 Power M easurem ent

as well. The received signal strength of a wireless is given as:

R S S  — Ptx +  G txP  L  +  Grx (6 . 1)

where R S S  is the received signal strength, Ptx is the transm it power, Gtx, 

Grx are the transm it and receive antenna gain, and P L  is the pa th  loss. Thus, a 
transm itter th a t knows the quantity Ptx + GixP L  + Grx can calculate R S S  a t the 

receiver. Ptx, G tx, and Grx are properties of the transm it and receive hardware 

and are generally fixed. Their values can be obtained from the hardware and 
provide to the transm it side rate selection algorithm, although in practice, it is 

not necessary to know the individual values for Gtx and Grx.

Practically speaking, this means th a t if the ” transm itter” knows the transm it 

power used by the ”receiver” , it can estim ate the path  loss (in both  directions) 
by observing the R S S  for packets it receives from the ”receiver” , taking antenna 
gains into account. Equation (6.2) is for path  loss.

where Ptx in this case is the transm it power of the ’’receiver” . For the purposes 
of rate selection, the antenna gains can simply be considered a fixed part of the 
path, so th a t equation (6 .2 ) becomes:

where P L  is path  loss, Ptx is transm it power, and R S S  is received signal strength.

6.4 P ow er M easu rem en t

Minimizing energy consumption is an im portant challenge in mobile networking. 

The wireless network interface is often a device’s single largest consumer of power. 
Since the network interface may often be idle, turning the radio off when not 

in use could save this power. A good power-saving coordination technique for 

wireless Ad-Hoc networks, should have the following characteristics; it should

P L  — Ptx +  Gtx +  Grx — R S S (6 .2)

P L  = Ptx -  R S S (6.3)
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6.4 Power M easurem ent

allow as m any nodes as possible to tu rn  their radio receivers off most of the 
tim e, since even an idle receiver circuit can consume almost as much energy as 

an active transm itter. Furthermore, the back-bone formed by the awake nodes 

should provide as much to tal capacity as the original network, since otherwise 
congestion may increase.

The power saving protocol determines when to tu rn  a node’s radio on or 

off. It depends on the low level MAC layer to support power saving functions, 
such as buffering packets for sleeping nodes. IEEE 802.11 Ad-Hoc power-saving 

mode uses periodic beacons to synchronize nodes in the network. Beacon packets 
contain tim estam ps th a t synchronize nodes clocks. A beacon period starts with 
an Ad-Hoc Traffic Indication Message window (ATIM window), during which all 

nodes are listened, and pending when traffic transmissions are advertised. A node 

th a t receives and acknowledges an advertisement for unicast or broadcast traffic 
directed to it must stay on for the rest of the beacon period. Otherwise, it can 
tu rn  itself off at the end of the ATIM window, the available channel capacity 
is reduced. W hen the 802.11 MAC layer sends a packet, it may or may not 
be able to send it immediately, depending on which ATIMs have been sent and 
acknowledged in the immediate and preceding or current, ATIM window. If the 
packet arrives at the MAC during the ATIM window, or if the advertisement for 
the packet has not been acknowledged, it needs to be buffered [97].

By contrast, existing power control schemes generally focus on capacity and 
quality issues. Power control is employed as a means of balancing received power 
levels or balancing or guaranteeing Signal-to-Interference Ratios (SIRs), typically 

at the maximum possible common SIR; it is sometimes integrated with other 

network management tasks such as base or channel assignment [98]. For cellu­
lar systems in particular, the point is to minimize co-channel interference (as, 
for example, under Time Division Multiple Access (TDMA), Frequency Division 

Multiple Access (FDMA), Packet Reservation Multiple Access (PRM A), or re­
lated protocols) and /o r near far effects (as under spread-spectrum  schemes such 

as Code Division Multiple Access (CDMA)) [6 6 ]. The minimum power level to 

be transm itted  by node i such th a t at least the minimum received power level is
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6.5 R esults and D iscussions

achieved at node j  for a given network configuration is given by:

P \\ij P m ax  ^  P m i n / P r j i  ( ^ ’1 )

where Ptij is power transm itted  by node % such th a t the transmission range 

does not exceed node j , Prji is power received by node j  when node i transm its 

at maximum power Pmax> and p min is minimum received power.

6.5 R esu lts  and D iscu ssion s

This section will explain the results obtained from simulations, and make com­

parison using several m etric analysis for existing RAAs and the proposed rate 
adaptation scheme. Both cases of setting a communication range in the presence 

of propagation phenomena, and also analysing the network configuration w ithout 
restricting vehicles within a communication range will be considered. From the 
simulation model, CR is one of the input param eters to the Va/o6 function, in 
the case of no CR, CR is not included as an input to  the mobility function. The 
reason is to analyse the im pact of CR set in the network.

Results were obtained by simulating for 7  =  5, a = 8dB,  and Pt = 40 mW. 
These param eters will be used in analysing results obtained from simulation.

The results obtained here are based on values of 7  which is path  loss exponent, 
a is shadowing deviation, and Pt is transm it power. The im pact of setting com­
munication range in the network, and also the effect of environmental factors are 

evaluated. One of advantages of communication range set is that, less vehicles 
are available to contend for network resources a t a given time which increases 

system throughput performance.

6.5 .1  R a te  S e le c t io n

Before sending packet to a specific destination, the sender first invokes the path 

loss prediction algorithm to estim ate the current path  loss to the destination. It
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6.5 R esults and D iscussions

then uses its own transm it power and the noise level a t the receiver (provided 
by the receiver to obtain an estim ate of the SINR at the receiver). The SINR- 

estim ate is finally used to determine a set of transmission rates through lookup 
in a  table with SINR-thresholds for the intended receiver.

Using P E R  packet, the driver can specify several transmission rates, used in 

the original transmission, and each of the possible retransmissions in the order 

specified by the driver. For the first transmission, the driver picks the highest 

ra te  supported for the estim ated SINR value, in order to maximize the channel 

throughput. For retransmissions, lower rates are selected according to the sched­

ule described in the implementation section. There are two reasons for switching 
to lower rates fairly quickly. F irst, for the network to deliver the packet and if 
the first transmission fails, then the first rate may have been too high. Second, a 

successful delivery result in an ACK, which provides more up-to-date information 
on the SINR. Updated SINR information will benefit later packets.

Numerous efforts have addressed the problem of transmission rate  selection. 
These approaches have been broadly categorized into probe-based, SINR-based, 
and hybrid techniques, though in many cases, hybrid elements are present in 
probe and SINR-based algorithms. Probe-based rate selection algorithms lever­
age successful packet reception as an implicit indicator of reception conditions 
at the receiver. These algorithms typically use in-band probing via user da ta  
packets. IEEE 802.11 ACKs provide the transm itter with knowledge th a t recep­
tion occurred; ACK-timeouts are taken as an indication tha t reception did not 

occur, though this may not be the case if it is the ACK packet th a t is lost. The 
advantage of probe driven approaches is simplicity, and the ability to implicitly 
take into account complex factors affecting reception. A key disadvantage is the 

speed a t which channel information can be obtained. From the transm itter’s per­
spective, each transmission a ttem pt yields either a success, or a perceived failure. 

Another m ajor disadvantage of probe-based rate adaptation is the inability to 
distinguish the causes of perceived transmission failure; all the transm itter knows 
is tha t it did not correctly receive an ACK. A packet loss could be the result of a 

missing ACK or a collision caused by a hidden terminal, neither of which would 
justify reducing the transmission rate.
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6.5 R esults and Discussions

In contrast to probe-based approaches, SINR-based approaches use signal m et­
rics provided by the wireless devices to select the transmission rate. This scheme 

typically relies on the RTS/CTS mechanism to provide instantaneous receiver- 
side SINR information to the transm itter. In theory, knowing the SINR at the 
receiver would allow the transm itter to directly set the transmission rate without 

wasting precious time probing. However, the use of the RTS/CTS mechanism 
is to communicate the receiver SINR to the transm itter, it introduces signifi­

cant overhead. Moreover, relying on a single unfiltered SINR measurement can 

potentially result in poor rate selection.

Furthermore, the hybrid technique is a combination of both tlie probe and 
SNR-based techniques. This is because, it uses the elements of both of these 
schemes. In this technique, both the server and client are needed to participate 

in the rate control process.
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6.5 R esults and Discussions

Figures 6.2 shows the effect of path loss exponent in the network performance 

and capacity. Since one of the im portance of PC is to increase network capacity, 

from the result in this figure, AARF out-performs other rate selection schemes, 
while iYIODIFlFDCARS performs poorly compared to all the other schemes. Also 

from this figure, AARF as a probe-based algorithm is able to adapt fast to this 
environmental condition in changing its bit rate than other schemes, but MODI­

FIEDCARS could not perform in the bad channel condition. As shown in Table 

4.2 and 4.3, the values of both 7  and a depends on the environment. From these 

tables, these simulations cover a good number of environments as listed in the 
tables.
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G.5 R esults and D iscussions

From Figure 6.3. results show significant reduction in energy consumption in 
the case of AARF compared to other RAAs. AARF has timeout mechanism that 

results in probing the channel at least every 15 packets. O ther rate selection 

schemes have low performance because they could not adapt to the fast channel 

variations, and as a result have many disturbances causing typical packet losses, 

and the behaviour of these losses are prone to burst which affect the final outputs. 
The performance of MODIFIEDCARS is poor compared to ACARS as there is 
a big difference between both of them.
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6.5 R esults and D iscussions

From Figure 0.4. result shows that ACARS has significant improvements us­

ing this scheme to alleviate the challenge of hidden stations common to all wire­

less and mobile networks and RAAs. As earlier mentioned, this scheme causes 

additional over head in cause of solving the problem, which is the trade-off in 
adopting a RTS/CTS mechanism in RAAs. This may probably be the cause of 

low performance for other R AAs especially AARF. From this figure, ACARS and 

MODIFIEDCARS perform better than the other rate schemes. The PER for 

these rate selection schemes are quiet lower than the other. The differences in 

their performances, compared to AARF. ONOE and SampleRate show a huge 
difference.
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6.5 R esults and D iscussions

From Figure 6.5, the airtim e for M ODIFIEDCARS is very high compared to 
the other rate selection schemes. It has poor performance in term s of the delay 

in this scenario. ACARS did not perform well compared to AARF. ONOE. and 

SampleRate. but its delay is more than 1 ms.

This section contains results simulated using 7  =  2 , a — 6dB,  and P, =  40 
111W. Analyses of results will be based on these param eters used in simulation.
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6.5 R esults and D iscussions

As seen in Figure 6 .6 , ACARS adapts to the fast variation of channel con­
ditions. and also estim ate SNR to the PHY layer to improve its performs as 

an SNR-based rate adaptation scheme. From this figure, it out-performs other 

rate selection schemes, especially with significant difference between M ODIFIED­
CARS. There is almost an over-lap between ACARS and Sample Rate at 150 

vehicles. This shows that SampleRate improves its performance as the channel 
condition degrades, while other rate selection schemes struggle in performance. 
SampleRate also performs better because, it tolerates some random channel er­

rors. and does not drop to lower transmission rates as frequent as AARF. AARF 
and OXOE have poor performance and degrade consistently as the number of 
vehicles increase. This result also shows the impact of mobility on these RAAs as 

1 hey st niggle to cope wit h t lit' varying speeds of the vehicles and t ho propagat ion 
phenomena.
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6.5 R esults and D iscussions

The power of each transm itter in a wireless network is related to the resource 

usage of the link. Since the links typically occupies the same frequency spectrum  

efficiency, they mutually interfere with each other. Proper resource management 

is thus needed to utilize the radio resource efficiently [87]. This relation is a 
summary of it: C(t)  =  p(t) +  g(t). where C(t)  is signal power, p(t) is transm it 

power, and g(t) is channel variation or power gain.

Consider a general network with m  transm itters using the powers p^ t), and m  

connected receivers. For generality, the base stations are seen as multiple trans­
m itters (downlink) and multiple receivers (uplink). The signal between transm it­

ter i  and receiver j  is attenuated  by the power gain g^. Thus the receiver con­
nected to transm itter i  will experience a desired signal power Ci(t) = P i ( t )  x gu(t) 

and an interference from other connections plus noise I i ( t ) .  The SIR at receiver 
i  can be defined by:

i ( t )  = Ci(t) /I i( t )  (6.5)

where i(t) is therm al noise, i and j  are users, /*(£) is noise, and Ci(t) is signal 
power.

One of the goals in the design of ACARS is low energy consumption. From 
Figure 6.7, it can be seen th a t ACARS has the lowest energy consumption com­
pared to the other rate selection algorithms. This may be because, it can estim ate 
SNR to the PHY layer. Hence, it is efficient in fast adaptation of varying channel 

condition compared to the others. ONOE did not perform very well in this re­
gard, as it has very poor performance compared to the other RAAs. O ther RAAs 
may not have performed well in this regard, because they were not designed for 

this purpose, hence struggle in performance with the integration of power control 
scheme. ACARS has good power control management as a result of AP coor­
dination, hence, it can be used to improve QoS, effective da ta  transfer, control 
congestion and collision avoidance for road safety.
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6.5 R esults and D iscussions

In a highly mobile vehicular network, delay is an im portant metric for real­

tim e application. This is of concern because, vehicles only stay in the transmission 

range of a RSU for a relatively short time span (approxim ately 20 s for a trans­
mission radius of 400 m and a vehicle speed of 40 mps). ITS safety applications 

benefit from very short connection setup times with guaranteed delay bounds, so 

th a t the deadlines of the real-time data  traffic are not compromised. Hence, any 

ra te  selection scheme th a t should be adopted for this purpose should be able to 

meet up with the delay requirements. From Figure 6 .8 , SampleRate attains the 
lowest delay by m aintaining the expected transmission tim e for bit rate changes, 
and updates it after each transmission. The next performance is followed by 
ACARS, which tends to change its rate by fast estim ation of SNR to the PHY 
layer. The performance of AARF, and ONOE are very poor in this scenario, 

this could be because, AARF cannot send a probe packet faster as a probe-based 
rate selection algorithm, and ONOE as a credit-based rate selection scheme, must 

have stayed longer on each bit rate before changing rate.

ACARS overcomes the challenges in vehicular environments, such as short 
duration of the connection, and the fast change in link conditions, which prevent 
other schemes from selecting the optimum data  rate. SampleRate out-performs 
AARF scheme in exploiting higher da ta  rates. This is due to the enhancements 
in SampleRate th a t uses da ta  rate with the minimum average transmission time. 
It also probe for higher date rates periodically. Using optimum higher da ta  rates 

allow ACARS scheme to reduce the network load, as indicated in the transmission 

airtime.

Simulation was done for 7  =  4, a =  8 dB,  and Pt =  40 mW. The results 

obtained here is achieved with the above parameters.

174



Sy
st

em
 

A
ve

ra
ge

 
T

hr
ou

gh
pu

t 
(M

bp
s)

6.5 R esults and D iscussions

Gamma = 4,  sigm a = 8dB

-Q— ONOE 

v — SAMPLE 

AARF

MODIFIEDCARS 

ACARS

50 100

Num ber of V ehic les

Figure 6.9: Average1 System Throughput vs Number of Vehicles.



6.5 R esults and D iscussions

Figure 6.9 shows that ACARS out-performs all other RAAs. This is an out­
door (for shadowing deviation), and free spacc(for path loss exponent) environ­

ment. This shows the impact of propagation phenomena on these rate schemes. 
Observation shows that AARF. ONOE and SampleRate degrade poorly compared 

to ACARS and M ODIFIEDCARS in this scenario.
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6.5 R esults and D iscussions

From Figure 6 .1 0 . ACARS has the lowest PER from careful look. Although 
there is much competition with M ODIFIEDCARS as observed from this figure'. 

Since PER is a prediction of the overall system throughput, if the PER is high, 

the overall system throughput performance will be low and vice-versa. From 

this figure, AARF, ONOE. and SampleRate over-lapped each other making no 
distinctive performance above' 1 0 0  node's. MODIFIEDCARS gradually degrades 
its performance as the' number of vehicles increases, while ACARS has similar 

tivnel with MODIFIEDCARS as the number of vehicles increase. This result 
ine.lioat.es that ACARS has le'ss number of packed corruption and collisions which 

are' all charaotc'ristics of PER.
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6.6 N etw ork Analysis W ith Fading and no C om m unication R ange Set

The rate of successfully received packet is an indication of the level of packet 
collision and corruption in a network. From Figure 6.11, result shows th a t ACARS 

has the highest success rate; although with much com petition with MODIFIED­

CARS in this scenario. SampleRate from careful look seems to have the worst 
performance, while AARF and ONOE over-lapped each other w ithout significant 

difference between them. Collision rate due to congestion and packet corruption 

may have resulted to the poor performance of these rate  selection algorithms. 
However, ACARS and MODIFIEDCARS show better improvements than the 

rest of them.

6.6  N etw ork  A n alysis  W ith  Fading and no C om ­

m u n ication  R an ge Set

This section will analyse the im pact of fading, and w ithout communication range 
set. It will also implement the real-world application of vehicular communica­
tions where vehicles can communicate w ithout restriction. Also, from network 
concept, increasing transm it power increases SNR, which increases communica­
tion range. In this scenario, a minimum SNR is set for each vehicle to transm it. 
W ith these minimum SNR, the over SNR for th a t node will increase, since this 
value is added to the SNR obtained from the PE R  table. For different simulation 
values, there will evaluation of the performance metrics for various rate selection 
algorithms. Also in this section, a real world scenario will be simulated using the 
value indicated from [24]. This will also help to analyse a probabilistic behaviour 
of the network.

This section contains results simulated for 7  =  2, a  =  IdB ,  and Pt =  40 mW. 
These param eters will be used in analysing results obtained in this section. From 

Figure 6.12, it is observed th a t the behaviour of various RAAs differ from the 
network configuration with communication range set. In this setup, vehicles are 
not restricted to a certain range of communication. This is the typical scenario 

of the real world vehicular concept. From this figure, results show th a t MOD­
IFIEDCARS performs poorly compared to all other RAAs with these settings.
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G.G Network Analysis W ith Fading and no Com m unication Range Set

AARF performs better than all others by probing fast in ibis channel condition 
to increase' its bit- rates. ACARS and ONOE compete in performance as ONOE 

trie's to decmase its bit-rate' upon severe packet loss, while ACARS tries to esti­
mate' SNR to the' PHY layer in this regard which fully relies on information from 

the RTS/CTS mechanism.
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6.G Network Analysis W ith Fading and no Com m unication R ange Set

M O D IFIED CA RS also perforins poorly from Figure' 6.13 followed by ACARS. 

while A A RF out-performs all o ther RAAs using probing to access new rate. From 

observation. SampleRate' diel not make iriueh differe'nex' in performance be'twe'en 

a sparse and dense network. It is nearly like' a straight line' in this regard. There 

is also fluctuation for ON O E as the number of vediicles increase.
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6.6 Network Analysis W ith Fading and no Com m unication R ange Set

M O D IFIED C A R S still perforins poorly from Figure 6.14. Its energy con­

sumption is high in this regard, and may not he ideal for congest ion control 

and Qos etc. AA RF out-performs all o ther RAAs with is probing mechanism. 

ACARS struggles in performance with ONOE. hut as the  network becomes more 

congested, it improves its performance be tte r  than  ONOE; although not with 

much differences. But it was able to sustain its performance as the  network be­

comes denser. This shows tha t  ACARS should bo ideal for QoS application, and 

network congestion control. ACARS is enable to quickly estim ate  SNR to the 

PHY layer to improve its performance in power management, by getting informa­

tion from the R T S /C T S  mechanism to provide instantaneous receiver-side SINR 

information to the transm itter. It will also bo ideal for road safety application.
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6.6 N etw ork A nalysis W ith  Fading and no Com m unication Range Set

From Figure 6.15, ACARS out-performs other rate selection schemes com­

peting with M ODIFIEDCARS. From this figure, result shows th a t Sam pleRate 

performed badly by having high PE R  compared to  AARF. This result also shows 

the rate  a t which packet collision and corruption occurs in this scenario. This 

means th a t, if less packets are corrupted and collides, the over all system PE R  

will be low and vice-versa. From ACARS and M ODIFIEDCARS algorithms, it 

can also be seen from their implementations, th a t PE R  is a param eter needed in 
order to get the maximum bit rate to transm it with. This shows th a t PE R  is 

very im portant in the im plem entation of both ACARS and M ODIFIEDCARS.

Results obtained here were simulated with 7  =  2.56, a =  4dB,  and Pt =  40 
mW. Discussion on results obtained will be based on the values of these param ­

eters used in simulation.

From [24], a real world simulation values were chosen as above. Simulation is 
done with these values to analyse the behaviour of rate selection schemes.
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6.6 Network Analysis W ith Fading and no Com m unication R ange Set
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6.6 Network Analysis W ith Fading and no Com m unication Range Set

From Figure (i. 16, results shows t hat A A RF out-performs all other ra te  selec­

tion schemes, while Sam pleRate did not perform well in this scenario. ACARS 

performs bettor than M O D IFIED CA RS with much significant difference. From 

this figure, observation shows that AARF and ACARS can bo very useful in real- 

world concept where no communication range was set and also simulating with 

the values of 7 and a respectively.

From Figure 6.17. result shows that A A RF have the  least energy consumption 

compared to all o ther rate  selection schemes. ACARS also has low energy con­

sumption compared to SampleRate. ON O E and M OD IFIED CA RS. Sam pleRate  

performs poorly than  all other rate  selection schemes, reason should be that it 

cannot cope with the environmental condition in changing its bit-rate.
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6.6 N etw ork Analysis W ith  Fading and no C om m unication Range Set

6 .6 .1  S u m m a ry  o f S o m e R e su lts  O b ta in ed

In this section, some results obtained in some metric analyses from simulations 

are summarised in table for quick understanding of the trend of various RAAs. 

Tables 6.2-66 summarize some of the metrics used in analysing simulated scenarios 

in this research.

T able  6.2: Average Throughput (Mbps) vs Number of Vehicles.

V eh .N o . A A R F A C A R S M O D I F I E D C A R S O N O E S A M P L E R A T E

1 0 5.60 8.80 7.00 9.60 6.80
30 3.70 6.80 5.20 4.00 5.30
50 2.30 5.00 4.00 2 . 2 0 4.10
70 1.80 3.60 3.00 1.40 3.20
90 1.40 2.80 2.40 1 . 2 0 2.50
120 0.80 1.80 1.40 0.80 1.60

150 0.60 1 .2 0 0.90 0.60 1 . 2 0

Table 6.3 : Packet Error Rate vs Number of Vehicles.

V eh .N o . A A R F A C A R S M O D I F I E D C A R S O N O E S A M P L E R A T E

10 0.72 0.36 0.37 0.56 0.19
30 0.52 0.28 0.29 0.52 0.31

50 0.36 0.17 0.19 0.36 0.36
70 0.24 0.14 0.16 0.24 0.25

90 0.18 0.09 0.08 0.18 0.19
120 0.19 0.08 0.07 0.19 0.19
150 0.08 0.06 0.06 0.08 0.08



6.G Network Analysis W ith  Fading and no C om m unication Range Set

T able  6.4: Average Energy (10 ')  vs Number of Vehicles.

V eh .N o . A A R F A C A R S M O D I F I E D C A R S O N O E S A M P L E R A T E

1 0 0 . 2 0 0 . 1 0 0 . 1 0 0 . 2 0 0 . 1 0

30 0.25 0.15 0.16 0.25 0.20
50 0.27 0.16 0.17 0.30 0.18
70 0.39 0.17 0.18 0.48 0.19
90 0.60 0.19 0 . 2 0 .070 0.38
120 1.40 0.40 0.49 1.39 0.60

150 2.49 0.80 0.95 2.70 1.25

T able 6.5: Success Probability vs Number of Vehicles.

V eh .N o . A A R F A C A R S M O D I F I E D C A R S O N O E S A M P L E R A T E

1 0 0 . 1 0 0.48 0.49 0.30 0.62
30 0.07 0/29 0.28 0.04 0.26
50 0.06 0 . 2 0 0.19 0.05 0.05
70 0.07 0.12 0.11 0.07 0.06
90 0 . 1 0 0.09 0.09 0 . 1 0 0 . 0 1

120 0.02 0.06 0.06 0.02 0.02

150 0 . 0 1 0.04 0.04 0 .0 1 0 . 0 1

Table 6.6: Airtime (10 ’*) vs Number of Vehicles.

V eh .N o . A A R F A C A R S M O D I F I E D C A R S O N O E S A M P L E R A T E

10 1.62 0.90 1.40 0.70 0.80
30 2.10 0.95 1.35 1.80 0.71
50 2.45 0.98 1.38 2.98 0.60
70 2.60 0.97 1.39 3.80 0.61
90 3.05 0.98 1.39 3.55 0.62
1 2 0 3.49 0.99 1.39 3.70 0.61
150 3.60 1 . 0 0 1.38 3.98 0.60
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6.7 Chapter Summary

6 .7  C h ap ter Sum m ary

This chapter can be summarized with this salient features observed in the channel 

measurements.

•  R S S I  measurements are fairly accurate, though there is a small am ount of 

noise inherent in the measurement;

•  The dynamics of large-scale path  loss depend heavily on the environment. 

It can be relatively fixed when the devices are stationary and there is little 

movement in the area. Large-scale path  loss can become more variable 
when there is more movement and it becomes highly dynamic and can 
change abruptly for mobile devices . Adapting rapidly to these changes can 

greatly improve performance;

•  Small-scale fading due to movement increases as line-of-sight and dominant 
rays decrease. Fades occur on a variety of time-scales. Rate adaptation 
algorithm s can benefit from adapting to slower fades, but fades also occur 
on a very small time-scale tha t a rate adaptation algorithm is unlikely to 
be able to adapt to successfully.

From simulation results obtained so far as shown in Tables 6 .2-6.6 , it show 
th a t integrating power control into both existing RAAs increases the performance 

of all ra te  selection algorithms. Although much direct comparisons cannot be 
made with ACARS and simulated RAAs because, the results obtained in the 
simulations have additional param eters like fading, power control etc. th a t were 

not used in the results shown in Table III in [14]. Another fact observed from 
simulation is th a t these existing RAAs can perform better with the integration of 

some of these techniques th a t has been implemented. From [14], SampleRate and 

AARF were all implemented w ithout range checking, fading and power control. 
But from results, it means th a t they can still perform better if much modification 

is done with proper implementation.

From this research, studies have been made on how SNR measurement can 

be used to estim ate the channel quality. It is clear th a t different transmission
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6.7 Chapter Sum m ary

rates have different SNR thresholds. Generally, higher rate requires higher SNR 

in order to be sustained.

The most im portant element of SNR when selecting a rate is the R S S . This 

quantity can be estim ated at the receiver using the RSSI, but must be known at 
transm itter where the transmission rate is selected . From the results obtained 

in this chapter, conclusion can be made tha t, different environmental factors 

have adverse effect on the performance of RAAs. It is also observed from the 
results th a t different RAA work better in different environments and not ju st 
a  particular RAA performing better in all different environments. This chapter 

has also studied the impact of communication range set and when there is no 
communication range set for the various algorithms. From some of the results 

obtained especially in Figure 6.17 without communication range and In same 
environmental condition, the configuration without communication range set has 
better throughput for ACARS achieving 9.2 Mbps for 150 nodes and 1.5 Mbps 
for one with communication range set for 150 nodes.

Rate adaptation algorithms offer an effective means to facilitate system through­
pu t improvement in IEEE 802.11-based wireless networks by exploiting the PHY 
layer m ulti-rate option upon dynamic channel conditions. The key insight learnt 
from the results obtained in both Chapters 5 and 6  is th a t the RAAs have to 
infer different loss behaviours and take adaptive reactions accordingly.
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7

Conclusions and Future Work

In this chapter, the main findings and contributions of this thesis will be sum­
marised. This chapter will also considers the outlook for future work, critical 
evaluation of this work, and references to similar work in this field are shown to 
underline the contribution of this thesis.

7.1 Sum m ary o f th e  T h esis

The common challenges of all RAAs include [14] [34]: (1) Not able to adapt quickly 
to the rapid to the variations caused by fading and vehicular mobility; (2) Not 
able to  distinguish losses due to environment from losses due to hidden stations;

(3) Not able to estim ate link quality from transmission window.

From the implementation of ACARS, two out of the three challenges men­
tioned above have been handled. ACARS algorithm can adapt to variation of 

propagation phenomena. Results from Chapter 5 show th a t ACARS and MOD­

IFIEDCARS has same results in almost all the analyses, because there is one 

propagation phenomena considered, while in C hapter 6 , results show th a t ACARS 
has better performance (e.g. low energy consumption, high throughput put, low 

delay.) compared to existing RAA in the presence of propagation effects as ob­
served in many of the simulation results. For example in Figure 6.7 on page 159, 
ACARS has a low energy consumption of about 0.80 x 10~ 7 Joules as against a
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7.2 M ain C ontributions

high energy consumption of 2.70 x 10 7 Joules achieved by ONOE. It also had 
low energy consumption than M ODIFIEDCARS in this scenario for 150 vehicles.

It has also been dem onstrated th a t ACARS provides lower PE R  and higher 

throughput than  others, because it can effectively estim ate SNR to the PHY layer 
which is a good indicator of channel quality. This handles the second challenge 

faced by all RAAs. Figure 6.16 on page 171 shows th a t the PER  of ACARS has

0.06 compared to 0.08 for SampleRate in a 150 vehicular simulation.

Furthermore, the ACARS implementation adopts the RTS/C TS scheme in 

order to handle the challenge of hidden node problem th a t leads to collision faced 

by all wireless and mobile nodes. Implementing this scheme enables ACARS to 
handle the challenge on how to differentiate between losses due to environment 
and losses due to hidden stations.

This thesis has introduced the ACARS algorithm as another SNRbased RAA 
th a t considered some of the challenges faced by existing RAAs, by integrating 
these challenges in its proposed scheme. It is a robust algorithm th a t adapts 
effectively to different environmental factors. ACARS can be applied to road 
safety from the results obtained. This is because the minimum acceptable delay 
for road safety applications is 100 ms. The airtim e from results in Chapters 5 and 
6  are less than this value, which means tha t, vehicles can effectively communicate 

with each other to minimize packet or vehicle collisions. This also shows th a t 
ACARS is efficient in the collision avoidance application of the DSRC target.

7.2 M ain  C on trib u tion s

R ate adaptation offers an effective means to facilitate system throughput improve­
ment in 802.11-based wireless networks by exploiting the PHY layer m ulti-rate 

option upon dynamic channel conditions. It is expected tha t RAAs should be 

able to adapt to rapid channel variations, handle hidden station problem, esti­
m ate link quality etc. From the results, it is shown th a t ACARS adapts to varying 
channel conditions and can achieve good performances for various environments.

The main contributions of this thesis are:
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7.3 Critical Evaluation

1 . One of the key contributions in this thesis is the implementation of a new 
SNR-based RAA. ACARS is an SNR-based RAA th a t estim ate SNR to the 

PHY layer to enable it to be effective in packet delivery probability. W ith 
this feature, ACARS performed better than compared existing RAAs is ob­

served from results obtained.

2. Another key contribution in this thesis is the integration of power control 

into the design of ACARS algorithm. From the literature, it has either 
been rate adaptation analysis, or power control analysis. W ith the litera­

ture referenced so far in this thesis, there was none tha t had a combination 
of these two. These two techniques were combined in the design and imple­
m entation of ACARS. From this implementation and the results obtained, 

ACARS minimizes energy consumption which is one of the major challenges 
of wireless mobile nodes. It can also reduce network congestion; enhance 
QoS with this power control scheme.

3. Finally, the contribution of this thesis is to propose a robust RAA for col­
lision avoidance and road safety. Since road safety is one of the m ajor 
concerns of the IEEE 802.11 standards, reason for introducing 802.l i p  for 
vehicular communication. This contribution shows th a t ACARS can be 
properly utilized in the CCH channel of the seven channels available in the 

DSRC service divisions.

7.3 C ritica l E valu ation

The major focus of this thesis has been to perform high fidelity simulations in 

vehicular networks. Simulation was done using several path  loss exponent which 

represent different environments and also several shadowing deviation values. 

Mobility model has also been implemented in proposed algorithm, which many 
of the existing RAAs lack, as observed in publications. M athem atical calcula­

tions were integrated into MATLAB code to implement the ConstSpeed mobility
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7.4 Future Work

model. W ith this model, the im pact of context-inform ation on existing RAAs was 

evaluated, and then implemented ACARS and other existing RAA. Appropriate 

param eters were also used in this simulation, such as noise power, shadowing 

deviation, transm it power etc.

7.4 F uture W ork

This section discusses some future directions for research topics presented in 
this thesis. The current implementation only focused on few context-information 

parameters. It will be nice investigating ACARS on other param eters like traffic 

density, acceleration of the vehicles, environmental factors like location, weather, 
type of road, type of road user etc. Implementing these factors will give a better 
design and more realistic analysis of ACARS for applications in safety and non­
safety demands of DSRC.

In ACARS implementation, context-inform ation param eters were implemented 
through m athem atical modelling and calculations. It was not with Global Po­

sitioning System (GPS), which can give accurate readings about location, time, 
distance between neighbouring vehicles etc. It will be more realistic and likely 
achieve better performance if such measuring devices will be used in ACARS 
implementation.

This research did not consider the case of communication outage in vehicular 
communications. In the real world, there will be some points in time when the 
vehicle may be in an environment with a tunnel, the duration in which the vehicle 

may lose communication with each other in such scenario depends on the length 

of the tunnel. It will be another challenge to investigate this issue in ACARS 
implementation and evaluate its performance.

There are four types of traffic mentioned in Chapter 2, known as access cate­

gories. In ACARS im plementation, this research generally considers packet trans­
mission involving d a ta  transfer w ithout analysing each data  type. This is why 

the values of AIFS is used in the simulation, because values of AIFS indicate
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7.4 Future Work

which traffic is in use a t given poin t in time. For future research, these traf­

fic types will be considered, in order to evaluate their performances in ACARS 
implementation.

In the design of ACARS in C hapter 4, only one AP in the network is con­

sidered. There is need to extend ACARS to multiple APs, and a deterministic 
solution to enhance the handover procedures is needed via a fast, proactive han­

dover mechanism th a t will improve the performance of the network.

Since random access MAC protocol of 802.l i p  is a protocol to depend on, 

there is no guarantee th a t a vehicle will be integrated into the collision-free 

infrastructure-based communication within a given delay interval. There is need 
for an alternative way to let the R,SU know th a t a new vehicle has entered its 

communication range. In this case, many RSUs are needed depending on the 
network capacity. This is a lim itation of ACARS, because it was not modelled in 
the proposed algorithm.

This research only considered ai V2I scenario, reasons as stated  in Chapter
2. It will be necessary to have a V2V scenario as in [14] where vehicles can 
communicate to each other withou t the need of an AP. This network scenario 
will be investigated in the future. In a V2V network scenario, all vehicles on 
same side of road acts as clients amd the ones on the opposite act as servers. 
From [14], there was no comparisoni between V2I and V2V scenarios in term s of 
any performance metrics. But it willl be interesting to evaluate the performances 

of these two network scenarios and conclusions can be drawn. This will be an 
opportunity for future research.
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A ppendix A

A .l  C onferen ce P u b lica tion s

From this research work in Chapters 3, 4, the following publications were made 
for various conferences. Results from this research is dem onstrated in Chapters 
5 and 6  and were used in these publications. These publications were made, so 
th a t others can read about this findings in RAAs and vehicular communications. 
A ttending these conferences, were also a time to network with other people in 
similar area of research and sharing ideas and also receiving challenges and making 
amends were work was not properly done.

•  K. S. Nwizege, J. He, K. S. Kim, and P. Igic. “Performance Evaluation 
of Adaptive Context Aware Rate Selection Algorithm (ACARS) for Road 

Safety Applications in Vehicular Network” , EMS2013, IEEE Conference, 
20-22 November, Manchester , 2013.

•  K. S. Nwizege, M. Macmammah, M. Shedrack, F. M. Good, and G. I. Ik- 

hazuangbe.
“Performance Evaluation of Propagation Model on Rate Algorithms in Ve­

hicular Networks” , CICSYN2013, IEEE Conference 5-7 June, Madrid, 2013.

•  K. S. Nwizege, J. He, M. Shedrack, F. M. Good, and M. Macmammah. 

“Analyze Im pact of Context Aware of Rate A daptation Algorithm in Ve­
hicular Comm unication” , UKSIM2013, IEEE Conference 9-12 April, UK, 

2013.
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A .l  Conference Publications

• K. S. Nwizege , J. He, and M. Shedrack. “Optimizing Rate Algorithms in 
Wireless Networks” , EMS2011, IEEE Conference 16-18 November, Madrid, 

2011 .

•  K. S. Nwizege, F. M. Good, A. Taneh, and S. Neenwi. “Performance Analysis 

of Adaptive Rate Mechanism for IEEE802.11p in DSRC for Road Safety 

Application in Vehicular Networks” , CIMSIM2011, IEEE Conference, 20- 

2 2  September, Malaysia, 2011.
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A ppendix B

B . l  Journal P u b lica tio n s

From this research, the following journal papers were published.

•  K. S. Nwizege, and J. He. “ACARS: Adaptive Context Aware R ate Se­
lection Algorithm for DSRC in Vehicular Networks” , IJSSST V13, April, 
2013.

•  K.S. Nwizege, M. MacMammah, and G. I. Ikhazuangbe. “Performance Eval­
uation of P ath  Loss Exponents on Rate Algorithms in Vehicular Networks” , 

IJESE, Volume-1, Issue-10, August, 2013.
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A ppendix C

C .l  P u b lica tio n s  not P art o f th is  R esearch

The publications listed in this section are not directing related to this research , 
but still in wireless communication and com puter technology.

• K. S. Nwizege. “Evaluation of Quality of Service (QoS) Support for Real- 
Time or Mission Critical Services over IEEE 802.l i e  Wireless Networks” , 
EMS2011, IEEE Conference 16-18 November, Madrid, 2011.

• K. S. Nwizege, F. Chukwunonso, C. Kpabeb, and M. Shedrack. “The im­
pact of ICT on Com puter Applications” , EMS2011, IEEE Conference 16-18 
November, Madrid, 2011.
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A ppendix D

D .l  P aram eters  

D .1 .1  S cen a r io  P a r a m e te r s

R o a d  L e n g th (m ) - The length of the studied road/highway used is 1000 m. 
O b s tru c tio n  L o c a tio n  - The area where propagation processes occur using path  
loss exponents and shadowing deviations (for Chapter 4).
V eh ic u la r  D e n s ity  (veh ic les  p e r  m e tre )  - How many vehicles are present 
on a given section of road of a set length, where the density assumes uniform 
separation.

N u m b e r  o f V ehicles - The number of vehicles present in a simulated system 
regardless of any other param eter.

V eh ic le  V elocity  ( m /s ,  m p h , k p h ) - The speed a t which vehicles are trav­

elling. This can be an average across the field or per vehicle depending on the 
implementation.

N u m b e r  o f  L anes - How many lanes the road contains and if the direction of 

travel is the same or opposing.
S im u la tio n  T im e  (s) - The am ount of time th a t passes in a simulation. 

A n te n n a  H e ig h t (m ) - The height at which the radio antenna is positioned, 

for use in the Two-Ray Ground Reflection propagation model.
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D .l  Param eters

D . l . 2 A p p lic a t io n  P a ra m e te r s

P a c k e t T ra n sm iss io n  R a te  (H z) - The number of packets th a t are transm itted  

per second according to a preset distribution.

T ra n sm iss io n  M e th o d  - A model th a t describes the way in which da ta  is trans­

m itted, according to either stochastic or probabilistic functions, or both.

P a c k e t S ize (b ) - The size of the da ta  packet being sent across through the 
network equipment, in most cases this represents the payload and not the added 

data  from encapsulation a t the layers of the OSI model.

D .1 .3  M A C  L ayer P a ra m e te r s

M A C  M o d e l - The particular model tha t represents the MAC layer, w ith spe­

cific functions for each of the IEEE 802.11 standards.
R T S -T im e o u t (m s) - As specified in the particular IEEE 802.11 standard, the 
RTS-timeout represents the time to wait until a RTS authorisation is received 
from a possible recipient.
C T S -T im e o u t (m s) - As specified in the particular IEEE 802.11 standard, the 
CTS-tim eout represents the time to wait until a CTS authorisation is received 
from a possible recipient.
A C K -T im e o u t (m s) - Acknowledgement messages are sent to advise of a suc­
cessful packet reception, in Ad-Hoc and infrastructure-based networks, where the 
tim eout is the time a sending station waits before assuming a packet has been 
lost in transmission.

S IF S  (m s) - The short inter-frame spacing time refers to the minimum interval 
between receiving a d a ta  and sending an acknowledgement, to  m itigate fluctua­

tions on the medium due to interference etc.

D IF S  (m s) - The distribution (coordination function) inter-frame space is the 
time allowed for DCF activity in the MAC layer to sense the medium and deter­
mine i t ’s state.

S lo t T im e  (m s) - The slot time is twice the theoretical time taken to send a 
single pulse between sender and receiver, and enable the MAC layer to calculate
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D .l  Param eters

how long it will require the medium for.

D . l . 4  P H Y  L ayer P a ra m e te r s

T ra n sm iss io n  P o w e r (d B m , W ) - The Equivalent Isotropically Em itted Power 
(EIRP) of a radio signal from a transm itter’s antenna measured in decibel metres 
(dBm) or W atts (W).

C e n tre  F re q u e n c y  (M H z , G H z) - The central frequency represents the centre 
of the used channel in a frequency range, i.e. the 5.9 GHz frequency specified for 
DSRC ranges from 5.860-5.920 GHz in 10 MHz channels (real range is therefore 

5.850-5.925 GHz).
T ra n sm iss io n  R a n g e  (m ) - A pseudo-realistic distance within which a trans­
m itted packet should be received. Inaccurate due to  the complex calculation of 
packet reception according to propagation path  loss and interference or noise on 
the medium, but useful for defining a constraint on calculating packet success in 
a simulated network.
W a v e le n g th  (m ) - The wavelength is the distance between the period of a single 
waveform (the distance between two peaks in a sinusoidal wave) and is calculated 
by A =  C / f  where C  is the speed of light and /  is the centre frequency A is 
wavelength.
P ro p a g a tio n  M o d e l - The propagation pathless model calculate the loss of en­
ergy of a radio wave as it travels away from the transm itter, further explained in 

Chapters 2 , 4, 5 and 6 .
E r ro r -R a te  M o d e l - The error rate model calculates the success of any packet 
reception through a stochastic (dependent on the medium SNIR/Noise level) and 

a probabilistic method, to accurately represent the chance of loss on a utilised 
medium.
E n e rg y  D e te c tio n  T h re s h o ld  (d B m , W ) - The energy detection threshold is 

the power level sensed on the medium th a t enables the PHY layer to switch from 

ID L E  to B U S Y  period (full details of the PHY layer is discussed in Chapters 2 
and 4). This value is device-dependent and varies according to the sensitivity of
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the network device.

D .2  P erform ance M etrics

Average Energy Efficiency - The average of the transm it power over the sum 
of the bits. It is this param eter th a t we use in analysing energy consumption in 

existing rate adaptation algorithm and ACARS.

Collision Probability - The rate which collision occur during network trans­
mission.

Packet Error R ate - This gives the rate at which transm itted packets th a t are 
not corrected received occur. This param eter affects throughout.
N um ber of Transm itted Packets - These show how transm itted packets are 
influenced bu number of nodes, speed , distance etc.
Average Speed (m /s , mph, kph) - The average speed is a mean calculation 
of all the speeds in a simulation, which gives an overall perspective on the flow 
of vehicles along a highway.

Vehicle Flow Profile - The flow profile is the percentage of C ars E n te r in g /C a rs  Leaving. 
This metric shows how many vehicles are being held in the simulated system, due 
to congestion, and also shows the percentage of vehicles th a t have successfully 
traversed the obstruction around which congestion develops. In our simulation 

model, we can determine the number of vehicles in communication range and 

those out of range.

Vehicular Throughput - Vehicular throughput is a more commonly used 

metric than a vehicle flow profile; it represents the actual throughput of vehicles 
at a given position in the simulated system.

Packet End-to-End Latency (m s, ns) - The packet end-to-end latency is 

a measurement of a number of actions. In this thesis, the end-to-end latency of
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a packet is the time from entering the transm itting stations MAC layer to  the 

packet leaving the receiving stations PHY layer, thereby encompassing the DCF 

function, the physical encoding and transmission on the medium and the tim e 

taken to  receive da ta  of the medium by the receiver. The definition of end-to-end 

latency varies through the literature and so should be well-studied if using for 
comparison.

A v erag e  L a te n c y  (m s, n s) - The average latency is a mean calculation of the 

individual end-to-end latencies gathered in a simulation. In this thesis only suc­

cessfully received packets provide an end-to-end value as any dropped packets 

could supply an incomplete traversal of the actions th a t are measured, skewing 
the average. In this thesis, we have used airtim e to evaluate our delay or latency. 
P a c k e t S uccess  R a te  (% ) - The packet success rate is a percentage of pack­
ets sent and packets successfully received, as reported by the transm itter and 
receiver. This rate takes into account packets th a t are lost through collision on 

the medium and errors in reception and is not related to packets th a t are not 
receivable (i.e. outside the range of detection).
A ir tim e  - The duration it takes to receive a successful packet at destination. It 
means same analysis as delay or latency. Network congestion, collision avoidance, 
QoS all depend on this param eter.
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