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Abstract

In recent years, there have been numerous observations of large vacuum level shifts, often attributed to the presence of mid-gap states, at many different metal/organic and organic/organic interfaces. Many of the same interfaces are found in bulk-heterojunction (BHJ) solar cells, where the large vacuum level shifts may alter the energy level alignment compared to common assumption. In this work, we have used a two-dimensional drift-diffusion simulation to calculate the vacuum level landscape for BHJ solar cells. We see that the large concentrations of mid-gap states required for experimentally observed vacuum level shifts to occur completely change the energetics of the device.

When such mid-gap states are present, at thermal equilibrium, we find that the vacuum level landscape is dominated by abrupt changes in the vacuum level at interfaces and a constant value for the vacuum level within the donor and acceptor phase. Under illumination, for mid-gap state depths larger than a certain threshold, the population of mid-gap states becomes dominated by the capture of free charge carriers. This behavior sets and upper limit for the electric field within the donor and acceptor phase, which is much smaller than typical values for the electric field in the device under operational conditions. Our results show that, in general, simply adding experimental values for vacuum level shifts obtained for the individual interface will not produce the real vacuum level landscape in the device. The magnitude of the vacuum level shift at any one interface not only depends on the surface density and energy of the mid-gap states at that interface, but also on the alignment at other interfaces throughout the device.
I. INTRODUCTION

The performance of organic solar cells is largely determined by processes occurring at interfaces, such as charge separation and recombination. Bulk-heterojunction (BHJ) solar cells takes this to the extreme by blending the electron-donating (donor) and electron-accepting (acceptor) material, forming an interconnected structure where interfaces between the two materials are effectively found everywhere throughout the active layer of the solar cell. In a BHJ solar cell, generated electron-hole pairs will diffuse to a nearby donor/acceptor interface where they are quickly dissociated into free electrons and holes of density $n$ and $p$. Some of the energy of the absorbed photon is lost when the electron is transferred from the donor to the acceptor, and the maximum energy that can be extracted is limited by the difference between the highest occupied molecular orbital (HOMO) of the donor and the lowest unoccupied molecular orbital (LUMO) of the acceptor.$^{1,2}$ Another of the main loss mechanisms in BHJ solar cells is recombination, occurring when a free electron and hole meet at a donor/acceptor interface. In fact, the device performance of BHJ solar cells is mostly determined by processes occurring at interfaces in the device.$^{3,4}$

After an electron-hole pair has been separated into free charge carriers, these are extracted by an internal electric field $F$. The magnitude of the electric field is determined by the work function of the anode $\Phi_{\text{an}}$ and cathode $\Phi_{\text{cat}}$, the externally applied voltage and the shape of the vacuum level landscape inside the device. The electric field can be related to the vacuum level (VL) by way of the electric potential $\psi$. The electric field is given by $F = -\nabla \psi$ and in this work, we have chosen the electric potential so that $-e\psi = \text{VL}$, where $e$ is the elementary charge. In the simplest case, at thermal equilibrium, the electric field is constant throughout the active layer, which corresponds to a linearly increasing or decreasing vacuum level. If there are abrupt changes in the potential at interfaces, seen as shifts in the vacuum level or band-bending depending on how far they extend from the interface, a much more complex situation may arise, such as that found in some organic light-emitting diodes.$^5$

There have been many observations of large vacuum level shifts and band-bending at organic/metal and organic/organic interfaces, mainly in photoelectron spectroscopy studies in recent years.$^{6-13}$ Several different origins for vacuum level shifts and band-bending have been proposed, among others the induced density of interface states (IDIS)$^{14}$ and the integer charge transfer (ICT)$^{11}$ model, as well as a broad density of states for the HOMO and LUMO
levels. Both the ICT and IDIS model are based on the existence of allowed states in the middle of the gap between the HOMO and the LUMO. These models describe how vacuum level shifts occur under such circumstances, when the normally unoccupied mid-gap states start to fill up. Similarly, when a large amount of charge carriers reside in the tail of a broad HOMO or LUMO density of states at an interface, band-bending or vacuum level shifts arise there.

The induced density of interface states model describes how the overlap between the wave function of the metal density of states and the molecular energy levels of the organic leads to an induced (continuous) density of interface states in the HOMO/LUMO gap of the organic. By calculating the IDIS and determining the charge neutrality level (CNL) and the slope parameter S, which depends on the screening properties of the material, the model is able to determine the size of the vacuum level shift at the surface in question. The model has also been used to describe energy level alignment at organic/organic interfaces, based on the fact that the CNL is largely independent of the properties of the metal at the interface and can be considered a material-dependent property.

The ICT model is based on integer charge transfer between a metal surface and an organic semiconductor when there is no hybridization between the metal DOS and the molecular orbitals of the semiconductor, for example due to the metal being passivated by hydrocarbons before deposition of the semiconductor. In the simplest approach, the model considers two (relaxed) levels located in the HOMO/LUMO gap, $E_{\text{ICT}^+}$ and $E_{\text{ICT}^-}$, which have a positive and negative charge if occupied, respectively, and are taken to be properties of the semiconductor and therefore have the same energies at all interfaces. At a metal/organic interface, charge may be transferred between the metal and the states $E_{\text{ICT}^+}$ and $E_{\text{ICT}^-}$ of the semiconductor, as well as between the ICT levels at organic/organic interfaces. Energy level alignment at metal/organic and organic/organic is predicted by considering if it is energetically favorable for charge carriers to be transferred across interfaces to these states.

In this work, we have clarified how mid-gap states located at metal/organic and organic/organic interfaces affect the vacuum level landscape in BHJ devices utilizing a two-dimensional drift-diffusion simulation. Drift-diffusion simulations have been used widely to model the device performance of and experimental results for organic solar cells. BHJ solar cells have often been modelled using one-dimensional drift-diffusion simulations, by utilizing effective parameters, to great success. A two-dimensional simulation makes it possible
to directly include the morphology of the active layer and thereby effects occurring at interfaces. Two- (and three-) dimensional simulations have previously been used in several studies for relating the morphology of the active layer to the overall device performance.\textsuperscript{23-27} In this work, we have expanded upon these results by including mid-gap states at interfaces in our two-dimensional drift-diffusion simulation.

II. THEORETICAL BACKGROUND

In our model, we have assumed that the energy of the mid-gap states for a single material have the same energy at each of that materials interfaces. In the donor (acceptor), the mid-gap state has an energy $E_+ \ (E_-)$ and concentration $N_+ \ (N_-)$. The sign in the index specifies the charge of the state when filled and both state are taken to be neutral when empty. The energy at which transport takes place has been denoted $E^{D}_v$ for holes in the donor, $E^{D}_e$ for electrons in the donor and similarly $E^{A}_v$ and $E^{A}_e$ for holes and electrons in the acceptor, respectively. The depth of the mid-gap states has been defines as $\Delta E_+ = E_+ - E^{D}_v$ and $\Delta E_- = E^{A}_e - E_-$. The energy levels of the donor and acceptor are shown in FIG. 1 (a). A negatively charged state close to the donor LUMO and a positively charged state close to the acceptor HOMO were determined to have no influence on the energy level alignment in any of the scenarios we wish to study and were therefore left out from our model.

Under ideal conditions, when the concentration of occupied mid-gap states is negligible, vacuum level alignment occurs, giving rise to an approximately constant electric field in the active layer of the device, as shown in FIG 1 (b). Vacuum level shifts on the order of tenths of an eV over only a few nanometers, as is typically reported, only arise for large concentrations of mid-gap states, similar to that of the HOMO and LUMO levels.\textsuperscript{10,11,28} Above a certain threshold value for the concentration of mid-gap states, the Fermi-level becomes pinned to the energy of the mid-gap states at the electrode/organic interfaces.

For rather shallow mid-gap state depths, vacuum level shifts $\Delta_{\text{an,d}}$ and $\Delta_{\text{cat,a}}$ will only occur at the electrode interfaces while the rest of the potential difference between the electrodes drops over the active layer. For deep mid-gap states, when $E_+$ is higher in energy than $E_-$, a vacuum level shift $\Delta_{D/A}$ may also arise at the donor/acceptor interface. FIG. 1 (c) shows a situation where the mid-gap states throughout the active layer become pinned to the (constant) Fermi level $E_F$ at thermal equilibrium. When the thermal equilibrium is
FIG. 1. Energy level diagram of the materials found in a typical BHJ solar cell, including mid-gap states. The mid-gap states $E_+$ and $E_-$ are shown as shorter lines at interfaces. The vacuum level is shown by the dashed line at the top. (a) The energy levels of the isolated materials, relative to a common vacuum level. The dotted lines in FIG. (b) and (c) emphasize that donor and acceptor phases, and consequently, the transport levels are found throughout the active layer. (b) Vacuum level alignment after device fabrication, giving rise to a constant electric field in the device. (c) Pinning to mid-gap states after device fabrication, giving rise to large vacuum level shifts at interfaces. The vacuum level has a constant value within the material phases with large shifts at interfaces.
broken, as is the case under illumination or when an external potential is applied, it is not straightforward to determine the effects such states have on the device performance.

III. DRIFT-DIFFUSION SIMULATION

A. Model of Charge Transport in the Bulk

A two-dimensional drift-diffusion simulation solves a set of equations, which at steady state is made up of the continuity equation for holes

\[
\frac{1}{e} \nabla \cdot \vec{J}_p(p, \psi) = G - R(p, n),
\]

(1)
electrons

\[
-\frac{1}{e} \nabla \cdot \vec{J}_n(n, \psi) = G - R(p, n)
\]

(2)
and the Poisson equation

\[
\nabla^2 \psi(x, y) = \frac{e}{\varepsilon \varepsilon_0} (n(x, y) + n_{E_-}(n, p, \psi) - p(x, y) - p_{E_+}(n, p, \psi)).
\]

(3)
Here, \(x\) and \(y\) the two spatial dimensions, \(\vec{J}_p\) and \(\vec{J}_n\) the current densities for the respective charge carrier, \(G\) the generation rate, \(R\) the recombination rate, \(\varepsilon \varepsilon_0\) the dielectric constant and \(n_{E_-}\) and \(p_{E_+}\) the concentrations of electrons and holes in mid-gap states. The dependence on the spatial dimensions for the charge carrier concentrations and electric potential is explicitly written out to emphasize that \(n\), \(p\) and \(\psi\) are calculated as functions of these. All other variables can be expressed as functions of \(n\), \(p\) and \(\psi\), resulting in a system of three equations and three unknowns. The charge transport is modeled as the sum of drift and diffusion currents, leading to the following expressions for the current density of holes

\[
\vec{J}_p(p, \psi) = -e p(x, y) \mu_p \nabla \psi(x, y) - kT \mu_p \nabla p(x, y)
\]

(4)
and electrons

\[
\vec{J}_n(n, \psi) = -e n(x, y) \mu_n \nabla \psi(x, y) + kT \mu_n \nabla n(x, y)
\]

(5)
The transport energy levels have been included so that holes are transported at energy \(E_v\) and electrons at \(E_c\), each with an effective density of states \(N_v\) and \(N_c\). The concentration
of free electrons and holes, provided that the Boltzmann approximation holds, are given by

\[
p(x, y) = N_e \exp \left( \frac{E_v - E_F^e}{kT} \right)
\]
\[
n(x, y) = N_e \exp \left( \frac{E_F^h - E_c}{kT} \right),
\] (6)

where \(E_F^e\) and \(E_F^h\) are the quasi-Fermi levels of holes and electrons. The transport levels are shifted into the gap by \(\sigma^2/2kT\) compared to the center of the HOMO and LUMO level DOS, where \(\sigma\) is the width of the Gaussian density of states of these.\textsuperscript{29}

These equations describe the charge transport in the bulk of the materials and some remain valid even at interfaces, while others need to be examined further.

B. Interface model

The benefit of using a two-dimensional model is that the morphology of the active layer of the solar cell can be included directly, which is especially important when studying interfacial effects. We define an interface in the model as two neighboring lattice points situated in two different materials.

The boundary condition at the electrodes include Schottky barriers, given by the difference between the electrode Fermi-level and the energy of a free charge carrier at their respective transport level, using Boltzmann statistics. At the anode, the concentrations are given by

\[
p_{an/org} = N_e \exp(-\left(\frac{E_{an}^{org} - E_v + e\psi_{org}}{kT}\right))
\]
\[
n_{an/org} = N_e \exp(-\left(\frac{E_{an}^{org} - E_c - E_{an}^{an}}{kT}\right))
\] (7)

where \(E_{an}^{org}\) and \(E_{an}^{an}\) are either the donor or acceptor value of \(E_v\) and \(E_c\), \(\psi_{org}\) is the electric potential in the organic, next to the anode and \(E_{an}^{an} = -\Phi_{an} - e\psi_{an}\) is the Fermi-level of the anode. This way, the effects of large dipoles at this interface, effectively raising or lowering the barriers for injection, are included in \(n_{an/org}\) and \(p_{an/org}\).\textsuperscript{28} The concentrations at the cathode are calculated in a corresponding manner.

Generation of free charge carriers was included in the model as a constant generation rate \(G\) at the donor/acceptor interface. Bimolecular recombination mainly occurs between a hole located in the donor \(p_D\) and an electron in the acceptor \(n_A\). At the donor/acceptor
interface, the recombination rate was taken to be given by a Langevin-type expression,

\[ R_{\text{bon}} = \gamma \beta_L (n_A p_D - n_i^2), \]

where the indices \( D \) and \( A \) refer to the parameter value in the donor and acceptor, respectively. Here, \( \beta_L \) is the Langevin recombination coefficient

\[ \beta_L = \frac{q}{\varepsilon \varepsilon_0} (\mu_n^A + \mu_p^D). \]

\( \gamma \) is a reduction factor, \( n_A \) the electron concentration in the acceptor phase next to the interface, \( p_D \) the hole concentration in the donor phase next to the interface and \( n_i^2 \) the intrinsic charge carrier density, which ensures that the net recombination rate is zero at thermal equilibrium, given by

\[ n_i^2 = N_n^D N_c^A \exp \left( \frac{E_v^D - e\psi_D - E_c^A + e\psi_A}{kT} \right). \]

The reduction factor \( \gamma \) is included to compensate for the low recombination rates typically observed in BHJ systems.\(^{30}\)

The mid-gap states were included as single-level trap states in the model. In the donor (acceptor), mid-gap states with the energy \( E_+ \) (\( E_- \)) were assumed to be located at interfaces to both electrodes and the acceptor (donor) phase. The population of the mid-gap states were calculated utilizing SRH statistics.\(^{31}\) The population of the \( E_+ \) state \( p_{E_+} \) at the donor/acceptor interface is given by

\[ p_{E_+} = N_+ \frac{C_p p_D + C_n n_A}{C_n (n_A + n_1) + C_p (p_D + p_1)}. \]

where \( C_n = \frac{q}{\varepsilon \varepsilon_0} \mu_n^A \) and \( C_p \) are the capture coefficients for electrons and holes, which were taken to be equal for simplicity, and the terms \( p_1 \) and \( n_1 \) are given by

\[ p_1 = N_p^D \frac{1}{\exp(\Delta E_+/kT) + 1}, \]

and

\[ n_1 = N_c^A \frac{1}{\exp((E_+ - e\psi_D - E_c^A + e\psi_A)/kT) + 1}. \]

The population of the \( E_- \) state was calculated in a corresponding manner.

Recombination via mid-gap states has been left out of this study for simplicity, since including it would require guessing another set of parameters, further increasing the complexity.
C. Simulation Parameters

The realistic and simplified morphologies used in this work are shown in FIG. 2. Periodic boundary conditions were used in the $y$-direction for both morphologies, so that $y = 0$ nm connects to $y = 20$ nm for structure (a) and $y = 10$ nm for structure (b). Structure (a) was drawn in order to demonstrate that the model works for a morphology resembling that found in a real device. Structure (a) does not contain any geometric symmetries, except for the periodic boundary conditions, which might affect the shape of the vacuum level landscape. The real, 3-dimensional structure also contains pathways in the third spatial dimension, which cannot be included directly in our 2-dimensional model. Therefore, this model should simply be seen as a way to study charge transport within continuous, elongated material structures.

![FIG. 2. (a) The realistic and (b) simplified morphology used for the calculations, referred to as structure (a) and (b). The donor is shown in red and the acceptor in blue and the anode is located at $x = 0$ nm and the cathode at $x = L = 150$ nm. Periodic boundary conditions have been applied for the $y$-axis, connecting $y = 0$ nm to $y = 20$ nm.](image)

For all the simulations, we used the same concentrations of mid gap-states $N_0$ for both the donor and acceptor, so that $N_0 = N_+ = N_-$. In order to study the behavior for devices where the average thickness of the donor and acceptor phases does not vary along the $x$-direction, we chose the simplest possible case, structure (b) in FIG. 2.

The numerical implementation of the equations presented in this chapter are based on the procedure described by Selberher. The C++ code used to run the simulation can be downloaded at https://github.com/cahlang/2DDriftDif. The simulation parameters used in
TABLE I. Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Donor value</th>
<th>Acceptor value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_v$ [eV]</td>
<td>-4.8</td>
<td>-6.1</td>
<td>$\Phi_{an}$ [eV]</td>
<td>4.7</td>
</tr>
<tr>
<td>$E_c$ [eV]</td>
<td>-2.8</td>
<td>-3.7</td>
<td>$\Phi_{cat}$ [eV]</td>
<td>3.8</td>
</tr>
<tr>
<td>$\mu_p, \mu_n$ [cm$^2$/Vs]</td>
<td>$10^{-3}$</td>
<td>$10^{-3}$</td>
<td>$G$ [1/cm$^3$]</td>
<td>$1.5 \times 10^{22}$</td>
</tr>
<tr>
<td>$N_c, N_v$ [1/cm$^3$]</td>
<td>$10^{20}$</td>
<td>$10^{20}$</td>
<td>$\gamma$</td>
<td>0.1</td>
</tr>
<tr>
<td>$E_+, E_-$ [eV]</td>
<td>-4.0 – -4.6</td>
<td>-3.9 – -4.5</td>
<td>$N_0$ [1/cm$^3$]</td>
<td>$5 \times 10^{18}$ ... $10^{20}$</td>
</tr>
<tr>
<td>$\varepsilon_r$</td>
<td>3.4</td>
<td>3.4</td>
<td>$T$ [K]</td>
<td>300</td>
</tr>
</tbody>
</table>

this work are shown in TABLE 1.

IV. RESULTS

In FIG. 3 (b) we show how pinning to mid-gap states occurs, both at the metal/organic and organic/organic interfaces with energies $\Delta E_+ = 0.8$ eV and $\Delta E_- = 0.6$ eV and concentrations $N_0 = 10^{20}$ cm$^{-3}$ for structure (a). FIG. 3 (a) shows the vacuum level landscape without mid-gap states for comparison. The main features of the potential landscape are shifts in the vacuum level at interfaces and a constant vacuum level within the material phases. At the anode, vacuum level shifts of roughly $\Delta_{an/D} = 0.7$ eV and $\Delta_{an/A} = 0.4$ eV are seen at the donor and acceptor interfaces. Similarly, at the cathode interface, shifts of $\Delta_{cat/A} = 0.5$ eV and $\Delta_{cat/D} = 0.2$ eV are found for the acceptor and donor, respectively. At donor/acceptor interfaces throughout the active layer, a vacuum level shift of $\Delta_{D/A} = 0.3$ eV is observed.

Note that the transport levels $E_v^{D}$ and $E_v^{A}$, which are used as reference for the mid-gap state depths $\Delta E_+$ and $\Delta E_-$, are located 0.1 eV above and below the anode and cathode in energy, respectively. Therefore, if the Fermi level becomes pinned exactly to $E_+$ and $E_-$, vacuum level shifts that are 0.1 eV smaller than $\Delta E_+$ and $\Delta E_-$ are to be expected. At the donor/acceptor interface, a vacuum level shift is expected to appear when $E_+$ is located higher in energy than $E_-$, that is when $\Delta E_+ + \Delta E_- \geq E_v^{D} - E_v^{A}$. If the Fermi level aligns exactly to $E_+$ and $E_-$, the shift at the donor/acceptor interface is given by $\Delta_{D/A} = \Delta E_+ + \Delta E_- - 1.1$ eV, meaning that $\Delta_{D/A} \leq 0.5$ eV with the simulation parameters.
FIG. 3. The potential landscape in the active layer (a) without (b) with mid-gap states at thermal equilibrium and (c) with mid-gap states under illumination at short circuit. The projection at the bottom of the graphs shows the morphology of the active layer. The anode is located at $x = 0$ nm and the cathode at $x = 150$ nm and $y = 0$ nm is connected to $y = 19$ nm by the periodic boundary conditions.

used. The values seen in FIG. 3 (b) are almost exactly equal to these, meaning that the Fermi-level has aligned to $E_+$ and $E_-$ throughout the active layer. This is also exactly the situation shown in FIG. 1 (c).

The most interesting result of the pinning situation in FIG. 3 (b) from a solar cell point of view is that there is no electric field within the donor and acceptor phases at thermal equilibrium. This is a direct result of the fact that mid-gap states, to which the Fermi-level is pinned, are found throughout the active layer at donor/acceptor interfaces in a BHJ solar cell.

Under illumination, at short circuit, the vacuum level is no longer constant in the bulk of the materials as seen in FIG. 3 (c). Here, the large free charge carrier concentrations,
In Eq. 11, in the device determine the population of mid-gap states throughout most of the device. Close to the electrodes, within a few nanometer thick region, the concentration of free charge carriers remains small and here vacuum level shifts similar to those at thermal equilibrium are retained. The result is a situation where mid-gap states at the electrodes build up large enough populations that the potential difference between the electrodes drops almost completely over these regions. In the rest of the device, the populations of the $E_-$ and $E_+$ states are equal, resulting in an effectively charge-neutral region, over which the remaining potential difference, roughly 0.15 eV, drops linearly. Even though the vacuum level shifts here do not change noticeably, the mechanism for filling the mid-gap states is completely different compared to that at thermal equilibrium.

Before delving deeper into the details of this behavior, we determined at what density of, and energy for, the mid-gap states Fermi-level pinning occurs at thermal equilibrium. Having seen that the vacuum level landscape is what one would expect for this highly asymmetrical morphology, we switch to structure b, in order to simplify the analysis. For these calculations, the vacuum level showed no or a very weak $y$-dependence (parallel to the electrodes) within the separate material phases and therefore the vacuum level for all the following calculations is only plotted as a function of $x$. The vacuum level in the donor phase is plotted from $x = 0$ to $x = L/2$ and the vacuum level in the acceptor phase from $x = L/2$ to $x = L$. The vacuum level shift at the donor/acceptor interface generally showed no $x$-dependence, and the (constant) value of $\Delta_{D/A}$ can be read from the figures at $x = L/2$. It is important to remember that structure (b) in FIG. 2 was used in each case and donor/acceptor interfaces are therefore found throughout the active layer. A simple bilayer structure where the donor and acceptor are two distinct layers deposited on top of one another would not necessarily reproduce the vacuum level landscapes shown in this work.

The $x$-dependence of the vacuum level landscapes for different values of $N_0$ is illustrated in FIG. 4. The calculations were done ranging from the value for $N_0$ used above, $10^{20}$ cm$^{-3}$, to $5 \times 10^{18}$ cm$^{-3}$. In each case, the vacuum level shift at the donor/acceptor interface had a constant value throughout the active layer. Sharp vacuum level shifts, where the potential drop occurs over a few nanometers, are observed for $N_0 \geq 2.5 \times 10^{19}$ cm$^{-3}$, while the region over which the potential drops extends much further into the active layer for smaller values of $N_0$. As the concentration of mid-gap states is lowered from $N_0 = 2.5 \times 10^{19}$ cm$^{-3}$, a
FIG. 4. The vacuum level at thermal equilibrium as a function of $x$, for different values of $N_0$ with $\Delta E_+ = 0.8$ eV and $\Delta E_- = 0.6$ eV. The region $0 < x < L/2$ shows the vacuum level in the donor phase and $L/2 < x < L$ the vacuum level in the acceptor phase.

Large enough charge concentration for sharp vacuum level shifts to occur can no longer be reached, even if essentially all the states are filled. The charge concentrations are, however, still large enough to significantly alter the potential landscape in the active layer. For $N_0 \geq 2.5 \times 10^{19}$ cm$^{-3}$, the vacuum level reaches a constant value within 15 nm from the electrodes but is seen to saturate to different values for the different concentrations. The length scale of experimentally observed vacuum level shifts varies from system to system, but here we choose to focus on sharp vacuum level shifts for which the potential drops over a few nanometers. Therefore, all the remaining simulations were done with $N_0 = 10^{20}$ cm$^{-3}$.

Next we compare how the depth of the mid-gap states affect the vacuum level landscape, starting with equal depths for both mid-gap states, $\Delta E_+ = \Delta E_- = \Delta E_0$. The $x$-dependence of the vacuum level within the material phases is illustrated in FIG. 5. For $\Delta E_0 = 0.2$ eV, there is a shift in the vacuum level of roughly 0.1 eV at each of the electrodes while the
FIG. 5. The vacuum level at thermal equilibrium as a function of $x$, for different values of $\Delta E_0$ with $N_0 = 10^{20}$ cm$^{-3}$. The region $0 < x < L/2$ shows the vacuum level in the donor phase and $L/2 < x < L$ the vacuum level in the acceptor phase.

rest of the potential difference between the electrodes drops more or less linearly over the active layer. For $\Delta E_0 = 0.4\text{eV}$, sharp vacuum level shifts $\Delta_{an/D} = \Delta_{cat/A} = 0.3\text{ eV}$ are followed by an additional drop of $0.15\text{ eV}$ over $15$ nm at the electrodes. The initial shifts of $0.3\text{ eV}$ already align the Fermi level to $E_+$ and $E_-$, but a significant amount of charge in mid-gap states along the donor/acceptor interfaces causes the vacuum level to drop further. Consequently, at a distance of $15$ nm from the electrodes, the Fermi level is aligned $0.15\text{ eV}$ above $E_+$ and $0.15\text{ eV}$ below $E_-$. The vacuum level is constant throughout the rest of the active layer. As $\Delta E_0$ increases, the region over which the potential drops at the electrodes becomes narrower and the vacuum level reaches a constant value about $5$ nm into the active layer. In each case, we see that $\Delta_{an/D}$ and $\Delta_{cat/A}$ deviates only slightly from the expected value $\Delta E_0 - 0.1\text{ eV}$.

Under illumination, at zero applied voltage, the shape of the vacuum level landscape, shown in FIG. 6, is very similar for all cases with $\Delta E_0 \geq 0.4\text{ eV}$. For these values of $\Delta E_0$, we see that $\Delta_{an,D} \approx \Delta_{cat,A} \approx 0.5\text{ eV}$, falling over a more narrow region with increasing values of $\Delta E_0$ and a small electric field appears in the previously field-free region. For
FIG. 6. The vacuum level under illumination, at short circuit as a function of $x$, for different values of $\Delta E_0$. The region $0 < x < L/2$ shows the vacuum level in the donor phase and $L/2 < x < L$ the vacuum level in the acceptor phase.

$\Delta E_0 = 0.2$ eV, the vacuum level landscape deviates significantly from that seen for larger values of $\Delta E_0$, since $p_\parallel$ and $n_\parallel$ in Eq. (11) are of similar magnitude as the concentrations of free charge carriers in this case. At short circuit, the electric field in the active layer, within the donor and acceptor phases, corresponds to a potential drop of roughly 0.1 eV over the whole device.

When a negative voltage is applied, the electric field within the donor and acceptor phases increases slightly, but remains very small compared to the case without mid-gap states. FIG. 7 (a) shows the electric field at the center of the device, $F_{L/2}$, within the donor phase, plotted as a function of applied voltage for the different mid-gap state depths. FIG. 7 (b) shows the current through the device under illumination, demonstrating the effect of a limited internal field on the performance of the device. The small internal electric field results in poor extraction of generated charge carriers and consequently a noticeable recombination, seen as a decrease in the photocurrent with increasing $\Delta E_0$. The appearance of a S-shape in the IV curve and a large reduction in the open circuit voltage with increasing $\Delta E_0$ is also observed.
FIG. 7. (a) The internal electric field at $x = L/2$, $y = 2.5$ nm as a function of external voltage for different mid-gap state depths $\Delta E_0$. (b) The current as a function of external voltage for different mid-gap state depths.

So far we have only looked at situations where $\Delta E_+ \text{ and } \Delta E_-$ are similar or equal. In the following simulations, we chose a constant value for $E_+$ and studied how the vacuum level landscape changes with changing $E_-$. The vacuum level landscapes for $\Delta E_+ = 0.2$ eV and $\Delta E_+ = 0.8$ eV at thermal equilibrium and under illumination at short circuit are shown as a function of $x$ in FIG. 8.

For $\Delta E_+ = 0.2$ eV, shown in FIG. 8 (a), the Fermi level aligns roughly to $E_-$ at a few nanometers into the active layer, seen as shifts of roughly $\Delta_{\text{cat/A}} = \Delta E_+ - 0.1$ eV. For $\Delta E_+ = 0.4$ eV and $\Delta E_+ = 0.6$ eV, the vacuum level changes by an additional 0.1 eV within a 15 nm thick region. At the anode, the initial shift in the vacuum level $\Delta_{\text{an/D}} \approx 0.15$ eV over a few nanometers is the same in all cases, but for $E_- = 0.4$ eV and $E_- = 0.6$ eV the vacuum level drops further in the same way as was seen at the cathode. For $\Delta E_- = 0.2$ eV, the remaining potential difference drops linearly over the active layer and for $\Delta E_- = 0.8$ eV a small vacuum level shift $\Delta_{\text{D/A}} = 0.05$ eV appears at the donor/acceptor interface. Under illumination, the vacuum level landscape is almost identical for all values of $\Delta E_-$. In the donor phase, the vacuum level is very similar to that at thermal equilibrium with $\Delta E_- = 0.8$ eV. At the cathode/acceptor and the donor/acceptor interface, shifts of $\Delta_{\text{cat/A}} \approx 0.7$ eV and $\Delta_{\text{D/A}} \approx 0.12$ eV are seen for all values of $\Delta E_-$. For $\Delta E_+ = 0.8$ eV, the Fermi level aligns close to $E_-$ at the cathode for all values of
FIG. 8. The vacuum level as a function of $x$ for different values of $\Delta E_-$. The region $0 < x < L/2$ shows the vacuum level in the donor phase and $L/2 < x < L$ the vacuum level in the acceptor phase. a) $\Delta E_+ = 0.2$ at thermal equilibrium. b) $\Delta E_+ = 0.2$ eV under illumination at short circuit. c) $\Delta E_+ = 0.8$ at thermal equilibrium. d) $\Delta E_+ = 0.8$ eV under illumination at short circuit.

$\Delta E_-$. At the anode, the vacuum level shift changes noticeably for the different values of $\Delta E_- but the Fermi-level remains aligned close to $E_+$ and $\Delta_{an/D} \approx 0.7$ eV in all cases. The vacuum level is constant throughout most of the active layer and $\Delta_{A/D}$ has a non-zero value in all cases. Under illumination, for $\Delta E_- = 0.2$ eV, the vacuum level shifts at the electrodes change only slightly from those observed at thermal equilibrium, while the vacuum level shift at the donor/acceptor interface increases slightly. For $\Delta E_- = 0.4$ eV and $\Delta E_- = 0.6$ eV, the shape of the vacuum level is very similar in both cases, except shifted by about 0.05 eV with respect to another. The shape of this vacuum level landscape is also identical, expect for a small shift downwards in energy, to that for $\Delta E_0 \geq 0.4$ eV in FIG. 6.
V. DISCUSSION

Values for many of the parameters relating to vacuum level shifts at interfaces have still not been determined experimentally and therefore we have used as simple a model as possible for the mid-gap state in this work. Although our model is simplified, we expect that the results presented in this work are of qualitative relevance. In reality, the DOS of the mid-gap states has some width and shape, but we expect that the effect of, for example, a Gaussian DOS will look like an effectively smaller or larger depth for the mid-gap states when the DOS is either almost full or almost empty, based on a similar result for the transport levels in a study by J. C. Blakesley and N. C. Greenham\textsuperscript{29}. In most of the situations presented in this study, the population of the mid-gap states is close to half the concentration of states and therefore any DOS which is symmetric around \(E_+\) and \(E_-\) should deviate very little from the results presented in this work. Especially under illumination, we expect that the exact depth and shape of the DOS of the mid-gap states is of minor importance for mid-gap state depths above a certain threshold value, based on the results presented in FIG. 6.

In order to gain a better understanding of the charge transport under illumination we investigated this from an analytical point of view. For mid-gap states depths larger than a certain threshold, \(\Delta E_+ \geq 0.4\text{eV}\) and \(\Delta E_- \geq 0.4\text{ eV}\) with the parameters used in this work, we have shown that the electric field throughout most of the device remains very small even when a voltage is applied. In this region of the active layer, \(\delta < x < L - \delta\), the shape of the charge carrier concentrations are determined by diffusion and can be calculated analytically if the drift component of the current is neglected and the recombination is negligible.\textsuperscript{34} Assuming that the concentrations of free charge carrier concentration at \(x = \delta\) and \(x = L - \delta\) are small compared to those in the bulk, these are given by

\[
\begin{align*}
p(x) &= \frac{eG_{\text{eff}}}{2\mu_e kT} (x - \delta)(L - x - \delta) \\
n(x) &= \frac{eG_{\text{eff}}}{2\mu_h kT} (x - \delta)(L - x - \delta)
\end{align*}
\]

where \(G_{\text{eff}}\) is an effective generation rate. The calculated charge carrier concentrations were also confirmed to have this shape.

In this case, when \(n, p \gg n_1, p_1\), the population of the mid-gap states are dominated by free charge carriers and \(p_1\) and \(n_1\) can be neglected in Eq. (11). The population of the
mid-gap states then becomes

\[
p_{E+} = N_+ \frac{C_{p}p}{C_{n}n + C_{p}p}, \\
n_{E-} = N_- \frac{C_{n}n}{C_{n}n + C_{p}p}.
\]  

(15)

With the expressions we used for the capture coefficients and when the charge carrier concentrations are given by Eq. (14), the population of the mid-gap states becomes \( p_{E+} = n_{E-} = N_0/2 \) and in the region \( \delta \leq x \leq L - \delta \). In this region the potential landscape is therefore completely independent of the mid-gap state depths, as long as these are large enough. This is seen especially well when comparing FIG. 6 and 8 (d), where the vacuum level landscapes are almost identical in the region \( 10 \text{ nm} \leq x \leq 140 \text{ nm} \) but shifted relative to each other due to the different vacuum level shifts at the electrodes.

The \( x \)-dependence of any electric field in this region can be calculated by utilizing the divergence theorem, stating that \( \nabla j(x) = 0 \) in one dimension. The field must therefore have the form

\[
F(x) = F_{L/2} \frac{(L/2 - \delta)^2}{(x - \delta)(L - x - \delta)},
\]  

(16)

The net current through the device, using the expressions for the charge carrier concentrations and the electric field in Eq. (14) and (16), is then given by

\[
j_{\text{net}} = j_{\text{drift}}^p + j_{\text{drift}}^n = -\frac{e^2 G_{\text{eff}}}{kT} F_{L/2} (L/2 - \delta)^2.
\]  

(17)

As shown by FIG 7 (a), \( F_{L/2} \) is only weakly dependent on the applied voltage for deep mid-gap states and therefore also the current in reverse bias. When an external voltage is applied, most of the potential difference between the electrodes drops close to the electrodes within the region \( \delta \), while the electric field within the materials phases throughout most of the device remain mostly unaffected. The reduction in the open circuit voltage and the S-shaped IV-curves can be understood based on increasing effective injection barriers with increasing \( \Delta E_0 \).  

The concentration of mid-gap states required for sharp vacuum level shifts to occur in our model was determined to be roughly \( 2.5 \times 10^{19} \text{ cm}^{-3} \), while lower concentrations give rise to band bending extending tens of nanometers into the active layer. This concentration in our model corresponds to a surface density of \( 1.25 \times 10^{12} \text{ cm}^{-2} \) for the anode and cathode interfaces. In a BHJ solar cell, the effective surface density of interface states at the electrodes
is influenced by the donor:acceptor blend ratio. In devices with a high:low blend ratio, this might lead to a significantly different vacuum level landscape at the cathode compared to experimental values obtained for bilayer structures in photoelectron spectroscopy studies.

Compared to the IDIS and ICT model, our simulation with single-level mid-gap states is quite different compared to the IDIS model but resembles the ICT model more closely. Due to the comparatively large distance between the metal surface and the location of the mid-gap states used in this study, relative to that in the IDIS model, no direct comparison is possible at the metal/organic interfaces. However, we note that the typical surface density of mid-gap states in the IDIS model is of the order $5 \times 10^{13}$ cm$^{-2}$, which is at least an order of magnitude larger than the values used in this work.$^{10}$ In the limit of a very large surface density of interface states, the Fermi-level aligns close to the CNL in energy and in this case $E_+ \text{ and } E_-$ should be taken to be located just below and above the CNL in energy, respectively.$^{28}$

The simulations of the energy level alignment at thermal equilibrium show that the Fermi-level does not always align exactly to the energy of the mid-gap states even for our single-level model. Instead, the exact energy alignment depends on both the concentration and depth of the states and even the alignment at the other electrode. This means that adjusting the energy level diagram for a BHJ solar cell by including experimentally obtained vacuum level shifts does not necessarily produce the real energy level alignment in the device.

The results presented in this work indicate that the effect that mid-gap states, which give rise to large vacuum level shifts, have on the device performance of BHJ solar cells are much more complex than one might expect. This study highlights that when determining the energy level alignment in devices consisting of multiple layers and/or blends, one cannot simply measure the vacuum level shift at each interface separately. The two-dimensional drift-diffusion simulation used in this work has proven to be a useful tool for studying energy level alignment in complex devices, but in order to obtain quantitative values, a comprehensive model of mid-gap states is required.

VI. CONCLUSIONS

In this work we have determined how mid-gap states leading to large vacuum level shifts at interfaces affect the vacuum level landscape in BHJ solar cells. We have shown how the
energy level alignment in a device cannot be determined simply by adding experimentally
obtained vacuum level shifts. The exact energy to which the Fermi-level aligns at one of the
electrodes depends on both the surface density and energy of the mid-gap state, as well as
the exact energy level alignment at the other electrode.

Under illumination, we show how the population of mid-gap states, which have a depth
that is larger than a certain threshold, at the donor/acceptor interface become dominated
by free charge carriers. When this occurs, most of the potential difference between the
electrodes drops over a few nanometer thick region at the electrodes. The electric field in
the active layer remains very small even when an external voltage is applied, preventing
efficient charge extraction.
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