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The light ideality factor determined by measuring the open-circuit voltage (VOC) as a function of light
intensity is often used to identify the dominant recombination mechanism in solar cells. Applying this
“Suns-VOC” technique to perovskite cells is problematic since the VOC evolves with time in a way that
depends on the previously applied bias (Vpre), bias light intensity, device architecture and processing route.
Here, we show that the dominant recombination mechanism in two structurally similar CH3NH3PbI3

devices containing either mesoporous Al2O3 or TiO2 layers can be identified from the signature of the
transient ideality factor following application of a forward bias, Vpre, to the device in the dark. The tran-
sient ideality factor is measured by monitoring the evolution of VOC as a function of time at different
light intensities. The initial values of ideality found using this technique are consistent with estimates of
the ideality factor obtained from measurements of photoluminescence vs light intensity and electrolumi-
nescence vs current density. Time-dependent simulations of the measurement on modeled devices, which
include the effects of mobile ionic charge, reveal that this initial value can be correlated to an existing
zero-dimensional model while steady-state values must be analyzed taking into account the homogeneity
of carrier populations throughout the absorber layer. The analysis shows that Shockley-Read-Hall (SRH)
recombination through deep traps at the charge-collection interfaces is dominant in both architectures
of measured device. Using transient photovoltage measurements directly following illumination on bifa-
cial devices, we further show that the perovskite–electron-transport-layer interface extends throughout the
mesoporous TiO2 layer, consistent with a transient ideality signature corresponding to SRH recombination
in the bulk of the film. This method will be useful for identifying performance bottlenecks in alternative
variants of perovskite and other mixed ionic-electronic conducting absorber-based solar cells.

DOI: 10.1103/PhysRevApplied.11.044005

I. INTRODUCTION

Identifying the dominant recombination mechanisms in
hybrid perovskite solar cells is necessary to rationally
optimize device architectures for performance and stabil-
ity. The “light” ideality factor, nid (also known as the
“quality factor”), determined from the open-circuit voltage
(VOC) dependence on light intensity (Suns-VOC), has clas-
sically been employed as a means to identify the dominant
recombination mechanism in silicon and organic absorber
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DOI.

solar cells [1–3]. Applying this technique to perovskite
devices is problematic, however, since mobile ions mod-
ulate recombination and injection of electronic carriers at
interfaces [4–7], inducing slow transient changes in the
VOC that depend on light and voltage-bias device precon-
ditioning [8]. This same process is responsible for the infa-
mous current-voltage (J-V) hysteresis and changes in dark
J-V ideality between forward and reverse scans in many
perovskite devices [4,6,8–12]. Accordingly, for devices
with hysteresis, light ideality factors depend on the time
at which the VOC is evaluated after illuminating the device
as well as the state of the cell prior to illumination. Differ-
ent approaches have been used in an attempt to circumvent
this problem: Pockett et al. measured VOC values only after
devices had reached steady state [13]. However, a num-
ber of devices in their study showed difficult-to-rationalize
values of ideality factor (nid > 5). Tress et al. conducted
light intensity scanning sweeps in both increasing and

2331-7019/19/11(4)/044005(17) 044005-1 Published by the American Physical Society
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decreasing directions and took the VOC value after 3 s as
a compromise between stabilization of the VOC and irre-
versible degradation of devices [14]. Photoluminescence
(PL) of the perovskite absorber layer has also been shown
to evolve on the same timescale as changes in the VOC and
has been linked to ion migration [15,16]: ideality factor
measurements on perovskite monolayers and heterojunc-
tions using PL quantum efficiency have also been made
under steady-state conditions [17]. To date, however, both
a justification for interpreting the steady-state ideality fac-
tor using established quasi-zero-dimensional models and
a detailed understanding of the time-dependent ideality
factor in perovskite solar cells remain elusive.

In this study, we present a method for determining the
transient ideality factor, nid(t), of a device as it evolves
from an initial state, defined by a voltage precondition-
ing protocol in the dark, toward a steady-state value after
illumination. The measurement, made by monitoring the
evolution of VOC for different light intensities, (which we
will refer to as a “transient Suns-VOC” measurement), is
presented for two different device architectures, which
contain either a mesoporous TiO2 or Al2O3 interlayer
deposited on a compact layer of TiO2. While a mesoporous
TiO2 layer is expected to contribute to electron collec-
tion and possibly recombination, the electrically insulating
nature of mesoporous Al2O3 is expected to block elec-
tron injection from the perovskite. Comparing the two
architectures thus provides a means to control the details
of possible recombination mechanisms. To cross-check
the Transient Suns-VOC measurement, we also present
corresponding instantaneous ideality factor measurements
determined from transient electroluminescence (EL) vs
current density (J -EL) and PL vs light intensity (Suns-PL)
where devices have similarly been preconditioned using
an electrical bias in the dark. In addition, transient photo-
voltage measurements superimposed on the evolving VOC
are used to probe the behavior of charge carriers and the
electric field near the interfaces. In order to interpret the
experimental findings, we perform drift-diffusion device
simulations describing the time-dependent evolution of the
free-electron, hole, and ionic-defect concentration profiles
using our home-built open-source simulation tool, Driftfu-
sion [8,18]. The results show that devices with different
recombination schemes exhibit characteristic nid(t) “sig-
natures,” determined by the change in electron and hole
population overlap at recombination sites and modulated
by the distribution of mobile ionic charges. Following
forward bias, the initial and final values of the nid(t)
can be related to an established quasi-zero-dimensional
model while steady-state values must be analyzed tak-
ing into account the homogeneity of carrier populations
throughout the absorber layer. These insights enable the
dominant recombination mechanism to be inferred in the
measured devices and resolve a long-standing contradiction
whereby devices suspected of being dominated by surface

recombination have shown stabilized ideality factors of
approximately 2 [14,17,19,20].

II. BACKGROUND

A. Measuring ideality factors in solar cells

The ideality factor, nid, describes how the quasi-Fermi-
level (QFL) separation, �EF , at the terminals of a diode
relate to the recombination flux density, U. In a zero-
dimensional picture, it can be defined as

nid = q
kBT

d�EF

d ln(U)
, (1)

where q is the elementary charge, kB is Boltzmann’s con-
stant, and T is the device temperature (see Appendix A
for the full derivation). For diodes, nid is traditionally esti-
mated from the variation of applied voltage (a measure of
�EF ) with injected current density J (a measure of U).
This approach, however, is prone to errors owing to para-
sitic resistances. In solar cells, nid is most readily estimated
from the variation of open-circuit voltage, VOC, with inci-
dent photon-flux density, φ, given that recombination flux
density is proportional to incident photon-flux density at
open circuit [21,22]

nid = q
kBT

dVOC

d ln(φ)
. (2)

The relationship can also be probed using EL or PL as
a direct probe of quasi-Fermi-level separation, given the
exponential dependence of radiative recombination flux
φrad on �EF ,

φrad ∝ exp
(

�EF

kBT

)
. (3)

To derive nid from EL flux φEL, we use the injected current
density J as a probe of recombination flux such that

nid = d ln(qφEL)

d ln(J )
. (4)

To derive nid from steady-state PL flux density φPL, we use
the incident light intensity φ as a relative measure of total
recombination flux density,

nid = d ln(φPL)

d ln(φ)
. (5)

A combination of two or more of these metrics can be use-
ful to robustly probe the underlying relationship between
Fermi level separation and recombination flux.

044005-2
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B. Ideality and recombination

Ideality factors are typically related to recombina-
tion mechanisms and their associated reaction orders
using a quasi-zero-dimensional model. First, a relationship
between the QFL splitting, �EF, and free electron (or hole)
carrier density n (or p) is defined such that

�EF = kBT ln
(

np
n2

i

)
= kBT ln

(
nβ

n2
i

)
+ const, (6)

where ni is the equilibrium charge carrier density and β is
a parameter defining the relationship between the carrier
density and the perturbation of the QFLs from equilibrium
EF 0. This parameter is critical to understanding the ide-
ality factors measured in perovskite solar cells owing to
the influence of electron and hole distributions by mobile
ions. If n ≈ p, then np → n2 and β → 2. In this case, �EF
is split equally between the individual electron (EFn) and
hole (EFp ) QFLs [Fig. 1(a)].

Where a majority carrier type exists, β → 1. This can
be shown by expressing the carrier concentrations in terms
of their change from equilibrium values (n0 and p0) such
that n =�n + n0 and p = �p + p0. If p0 � �p = �n �
n0, then the charge-density ratio in the logarithm of Eq. (6)
can be written as

np
n2

i
= (n0 + �n)(p0 + �p)

n2
i

≈ np0

n2
i

. (7)

In this case, it is apparent that �EF will be almost exclu-
sively influenced by the changes in the minority carrier, n.
Under the assumption that a single recombination reaction
order, γ , dominates recombination in the device such that
U = knγ (where k is the order-dependent recombination-
rate coefficient), nid can be expressed as [22]

nid = β

γ
. (8)

Table I summarizes these quantities for different recom-
bination mechanisms, trap energies, and relative carrier-
population overlap cases. The derivations of the reaction

TABLE I. The derivation of the different values of γ are
given in Appendix B. Note that in the case of shallow traps,
the values of β, γ , and nid tend toward those for band-to-band
recombination.

Recombination
mechanism Trap energy

Carrier
overlap β γ nid

Band-to-band NA n � p 1 1 1
Band-to-band NA n = p 2 2 1
SRH Shallow n � p 1 1a 1a

SRH Shallow n = p 2 2 1
SRH Midgap n � p 1 1 1
SRH Midgap n = p 2 1 2

aγ = 1 (and thus nid = 1) in this situation only if n is held
approximately constant (for example, by a contact). SRH denotes
Shockley-Read-Hall recombination.

orders corresponding to band-to-band recombination or
trap-mediated Shockley-Read-Hall (SRH) [23] recombi-
nation via different trap depths are given in Appendix B.
It is apparent from Table I that in the limiting cases, γ

and β often cancel, resulting in an ideality of nid = 1. SRH
recombiantion via midgap trap energies is the only mech-
anism listed that results in a value of nid = 2. A change in
ideality as a function of time would indicate, therefore, that
there has either been a shift in the dominant recombination
reaction order (for example, from SRH to band-to-band
dominated) or a change in the charge-density dependence
of the QFL splitting as defined by the parameter β.

In thin-film solar cells, trap-assisted nonradiative recom-
bination via defect states in the band gap is of high impor-
tance since the greatest proportion of carriers are often
lost in this way. Furthemore, nonradiative recombination
can be mitigated via passivation of defects, particularly
at grain boundaries and interfaces [24,25]. In p-i-n struc-
tured devices with a built-in electric field, the overlap in
the populations of electrons and holes at the interfaces is
likely to be small, and hence idealities close to 1 are often
correlated with interfacial recombination (recombination
at the intrinsic-doped layer interfaces), while idealities
close to 2 are identified with bulk recombination via traps
(see Table I). In organic solar cells, experimental values

ECB

EVB

EFn

EF0

EFp

ΔEF ΔEF

n = p
β = 2

p >> n
β = 1

(a) (b)

Electron Photon PhononHole

SRH
Interfacial

Bulk
SRH

Band to
Band

FIG. 1. Schematics of idealized QFL split-
ting and fundamental recombination mecha-
nisms in perovskite solar cells. (a) Schematic
of idealized quasi-Fermi-level splitting �EF in
a zero-dimensional material. Where n = p, the
Fermi levels split with equal magnitude from
equilibrium EF 0 under bias. Where one carrier
is in excess (p � n is shown), the shift in the
minority carrier Fermi energy dominates the
change in �EF . (b) Schematic illustrating dif-
ferent possible recombination pathways within
a device.
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between 1 and 2 have frequently been observed, suggesting
a range of behaviors from interfacial to bulk recombi-
nation [21,26]. Idealities greater than 2 have previously
been attributed to a tail of states in the band gap [27] or
nonlinear shunt resistance [28]. Kirchartz et al. showed,
however, that these processes are unnecessary to repro-
duce unusually high idealities in thin devices where the
distribution of the carrier-population overlap is highly
dependent on the device thickness and magnitude of the
carrier densities [22].

Having reviewed the theoretical origins of the ideality
factor, we now examine both measurements and simula-
tions of time-dependent ideality factors in perovskite solar
cells with multiple architectures and simulated recombina-
tion schemes. In particular, we focus on the influence of
mobile ionic charge on localized electron and hole popu-
lation overlaps, and how this alters the measured ideality
factor with time.

III. METHODS

A. Devices

Measurements are performed on devices with two dif-
ferent architectures [device stack shown in Fig. 2(a)]:

(1) Flourine-doped tin oxide (FTO)(400 nm)/compact-
TiO2(50 nm)/mp-Al2O3 (250 nm)/CH3NH3PbI3(200 nm)/
Spiro-OMeTAD(200 nm)/Au(100 nm) as described in
Ref. [29], which we will refer to as mesoporous Al2O3
(mp-Al2O3).

(2) FTO(400 nm)/compact-TiO2(50 nm)/mp-TiO2(250
nm)/CH3NH3PbI3(200 nm)/Spiro-OMeTAD(200 nm)/Au
(100 nm) as described in Ref. [30], which we will refer
to as mesoporous TiO2 (mp-TiO2).

This allows comparison of recombination in a device
containing a planar electron-transporting-material–perov-
skite interface with one in which the interface is likely to
be extended.

B. Transient Suns-VOC measurement

The history-dependent nature of the open-circuit voltage
in perovskite devices requires an adaptation of the conven-
tional Suns-VOC method for determining the ideality factor.
Figure 2(b) shows the experimental timeline for the mea-
surement. The TRAnsient and Charge Extraction Robot
(TRACER) system, described previously [31], is used to
precondition the measured cell for a set time (typically
100 s) at a specified prebias voltage, Vpre, prior to the mea-
surement of VOC at each light intensity. The cell is then
simultaneously switched (with microsecond precision) to
open circuit and a continuous light intensity (with photon
flux ϕ) generated by a bank of white light-emitting diodes
is switched on. The evolution of VOC(t) is then recorded
using a National Instruments USB-6251 data-acquisition
card where t is the time after illumination. This proce-
dure is sequentially repeated for each light intensity used
in the measurement from low to high intensity. The tran-
sient ideality factor, nid(t), of the solar cell for a given
precondition is evaluated from the fit to the slope of the
VOC(t) against ln(ϕ) [Eq. (2)] in the range ϕ = 0.2–2 sun
equivalents (calibrated using photocurrent matching of a
Si photodiode generated by a solar simulator) determined
at different delay times t.

C. J-EL measurement

EL is measured using a Shamrock 303 spectrograph
combined with an InGaAs array detector cooled to
–90 °C. Before measurement of EL at each injection-
current density, the device is preconditioned at a voltage,
Vpre, as described above for the Suns-VOC measurements.
After this poling step, the device is set to a constant
injection current level ranging between J = 1.25 mA cm−2

and J = 1250 mA cm−2. A pair of optical lenses are used
to focus the resulting EL signal, allowing sampling at
time intervals of between 0.02 s and 0.1 s. The EL
signals are normalized relative to the value at t = 1 s.
The relative emission flux for each injection current is

0

Bias
light

0

Open-circuit voltage

Intensity

Preset
voltage

0

Time (s)

(a) (b)

FTO
Base-TiO2

mp-Al2O3/mp-TiO2

Perovskite

Spiro OMeTAD

Gold

FIG. 2. Device architecture and transient Suns-VOC experimental timeline. (a) Device stack: the mesoporous layer can be either
Al2O3 or TiO2. (b) Transient Suns-VOC experimental timeline: the cell is preconditioned in the dark at a preset voltage Vpre for >60 s.
At t = 0, the bias light is switched on and the cell is simultaneously switched to open circuit. The VOC is subsequently measured for
>30 s. The protocol is cycled at increasing bias light intensity and the ideality factor as a function of time is calculated.
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subsequently determined by integration over the whole
spectrum.

D. Suns-PL measurement

PL from perovskite devices is measured with the
same spectrograph and detector system as the EL setup
described above. A 473-nm-diode laser is used as the exci-
tation source, and a set of neutral density filters are applied
to adjust the laser intensity. Prior to each measurement, the
devices are preconditioned at Vpre in the dark (as described
for the Suns-VOC and EL-J measurements). The sample is
then illuminated and the integrated PL signal is recorded
with a sampling interval of 0.1 s.

E. Transient photovoltage measurements

To probe the direction of charge transport within differ-
ent regions of bifacial devices, we use the TRansient Of
The TRansient Photovoltage (TROTTR) technique previ-
ously introduced in Ref. [8], using a 488-nm laser excita-
tion source superimposed on the white LED bias light. The
measurement is similar to the Transient Suns-VOC mea-
surement, performed at 1-sun equivalent intensity, with the
superposition of short (0.5–10 μs) 488-nm laser pulses at
periodic intervals (1 s) throughout the background illu-
mination stage to induce small perturbation photovoltage
transients �V. The experimental timeline and experimen-
tal setup are given in Fig. S1 within the Supplemental
Material [32] and Fig. 8 within Appendix G, respectively,
for quick reference. The relatively short penetration depth
of the laser results in charge carriers generated close to
either electrode, depending on the chosen illumination
side. A negative �V indicates the presence of a reverse
electric field in the region of the active layer probed by the
excitation pulse.

F. Device simulation

Our home-built PSC simulation tool Driftfusion [18]
based on MATLAB’s pdepe solver is used to solve for
electron, hole, and mobile ion densities, and the electro-
static potential as a function of position and time in a
p-i-n device structure. Here, a mirrored-cell approach with
open-circuit (J = 0) boundary conditions is used to directly
solve for the open-circuit voltage as a function of time [8].
Prior to solving with illumination, the equilibrium or quasi-
equilbrium solution for the cell in the dark with an applied
voltage of Vpre is calculated to give the initial condition
for the subsequent VOC(t) solutions. For simplicity, a uni-
form generation profile is used during the VOC simuations
and solutions are calculated for nine different constant light
intensities ranging from 0.1 to 25.6-sun equivalents (where
1-sun equivalent is set to be a uniform generation rate of
2.5 × 1021 cm−3 s−1 throughout the 400-nm thickness of
the intrinsic absorber layer).

A single positive mobile ionic-defect species with
an initial uniform concentration of 1019 cm−3 is used
in the perovskite absorber layer based on a value of
2 × 1019 cm−3 Shottky defects obtained from quantum
mechanical calculations by Walsh et al. [33]. Here, the
mobile defects simulate iodide vacancies, which, accord-
ing to multiple calculations [34–38], are expected to have
the lowest activation energy to site hopping. Density-
functional theory calculations suggest that the iodide-
vacancy-defect energy levels lie outside of the band gap
(or at the conduction-band edge) [39,40], and as such,
these defects would not be expected to act as recombina-
tion centers. A uniform, static negative charge density of
1019 cm−3 is used to simulate a slower moving counter
ion.

Low rates of second-order band-to-band recombination
(UBTB ∝ np) are implemented in all layers in all recom-
bination schemes, whereas SRH recombination (USRH) is
used in different locations of the device dependent on the
scheme. Table II shows the five different recombination
schemes simulated for the study. The parameters used and
a more complete description of the model are given in
Appendix C and Appendix D, and Ref. [8]. The MATLAB
code is freely available (see [41]).

Shallow and deep traps at interfaces and in the bulk
are independently studied. The recombination coefficients
are adjusted dependent on the trap energy to yield VOC
values approximately similar to those observed experimen-
tally. For the shallow trap schemes, the trap energies are
set to be in the band gap, 0.2 eV away from the con-
duction and valence-bands in the n and p-type layers,
respectively. While symmetrical trap distributions such as
this are highly improbable in reality, this approach enables
the study of location-dependent recombination in isolation
from asymmetric electron and hole recombination rates.

The simulated solutions for VOC(t) determined for the
different photon fluxes are used to evaluate nid(t) from the
slope of VOC vs the logarithm of ϕ. Since this slope varies
somewhat over the range of ϕ, in particular with low Vpre

TABLE II. Recombination mechanisms simulated in the study.
The modeling parameters for the each scheme are given in
Appendix D. Shallow traps are set to be in the band gap and
0.2 eV away from the conduction and valence-bands in the n and
p-type layers, respectively. Midgap traps are defined to be in the
center of the 1.6-eV band gap.

Scheme number

Dominant
recombination

mechanism Trap energy

1 Band-to-band only NA
2 Interface SRH Shallow
3 Interface SRH Midband gap
4 Bulk SRH Shallow
5 Bulk SRH Midband gap

044005-5
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values, the average value is quoted in this study (Fig. S2
within the Supplemental Material [32]).

The simulations presented here are not intended as a
highly accurate representation of the measured systems,
but rather as a means to gain insight into the principle
device physics of solar cells with mixed ionic-electronic
conducting absorber layers.

IV. RESULTS AND DISCUSSION

A. The evolution of VOC with light intensity and
preconditioning bias

Examples of the measured evolution for a mp-Al2O3
cell of the following illumination at different constant light
intensities are shown in Figs. 3(a) and 3(b) preconditioned
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(c)

(e)

(d)

(f)

(b)

FIG. 3. Temporal evolution of the open-circuit voltage and
ideality factor in measured and simulated devices. Examples
of the evolution of measured VOC for different incident pho-
ton fluxes (ϕ = 0.2–2 sun equivalents) with time following dark
preconditioning with (a) Vpre = 1.2 V and (b) Vpre = 0 V for a
mp-Al2O3 cell. (c) The measured VOC plotted against incident
photon flux, ϕ, at different delay times following illumination
for the Vpre = 1.2 V case shown in (a). The ideality factor shows
an increase in time. (d) The simulated evolution of the VOC for
different incident photon fluxes (ϕ = 0.1–25.6 sun equivalents)
from a Vpre = 1.1 V dark equilibrium solution and (e) from a
Vpre = 0 V dark equilibrium solution. For both preconditioning
cases shown in the example, recombination scheme 3 is used
in the simulation (Table II, band-to-band in bulk, and interfa-
cial SRH recombination via midgap states). (f) Simulated VOC vs
incident photon flux, ϕ, at different delay times following illumi-
nation for the dark Vpre = 1.1 V initial conditions case shown in
(d) also shows an increase in ideality factor with time.

at Vpre = 1.2 V and Vpre = 0 V, respectively, in the dark.
Following Vpre = 1.2 V, the VOC gradually decays over
the course of 30 s from an initially higher value toward
a steady-state value for each light intensity. In contrast,
following Vpre = 0 V, the VOC rises toward a steady-state
value. The VOC transients for the mp-TiO2 device are qual-
itatively similar (Fig. S3 within the Supplemental Mate-
rial [32]). Figure 3(c) shows that the slope of VOC plotted
against the logarithm of photon-flux density increases with
time after illumination for the Vpre = 1.2 V case. At the
beginning of the measurement (t = 10 ms), the ideality fac-
tor is equal to 1 then increases to a value of 2.3 after 28 s
of stabilization at open circuit.

Figures 3(d) and 3(e) show examples of the evolution
of calculated VOC as a function of time and light intensity
for two initial conditions corresponding to quasiequilib-
rium at Vpre = 1.1 V and equilibrium at Vpre = 0 V for a
simulated device dominated by interfacial SRH recombi-
nation via midgap states (scheme 3 in Table II). The results
reproduce the majority of features recorded in the experi-
mental results [Figs. 3(a) and 3(b)] and are similarly used
to find nid following different illumination times [Fig. 3(f)].
Remarkably, the simulated ideality factor following for-
ward bias also changes from an initial value of 1 to a
stabilized value of close to 2.

We have previously discussed the mechanism under-
lying the evolution of VOC at 1-sun equivalent intensity
following different preconditioning biases in considerable
detail [8]. The gradual change in VOC often observed in
perovskite cells can be explained by a slow redistribution
of ionic charge from an initial state toward a new dynamic
equilibrium at open circuit in the light. The initial state
of the ion distribution is defined by the internal potential
resulting from the combination of the built-in and precon-
ditioning voltages: estimates of intrinsic defect densities
>1019 cm−3 suggest that typical field strengths in thin-
film perovskite devices will be entirely screened by ionic
charge, with Debye lengths of less than 10 nm [10,33].
Upon illumination at open circuit, the development of a
photovoltage and associated change in the electric field
distribution can result in either enhanced segregation of
photogenerated electrons and holes toward the charge-
collecting contacts (following positive Vpre close to the
open-circuit potential) or segregation of electronic carriers
toward the opposite contacts (following zero or nega-
tive Vpre), as shown in the example device simulations
in Figs. 4(a) and 4(b). If these ion-distribution effects
are combined with significant interfacial recombination,
the VOC either slowly increases or decreases from its ini-
tial value as the mobile ionic charge moves to a new
equilibrium distribution, modulating the electronic carrier
concentrations at the interfaces in its wake. Once a steady
state is established, the internal electric field within the per-
ovskite layer is again screened by an accumulation of ionic
charge and a new VOC value is reached [Fig. 4(c)]. The
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diagrams (ECB and EVB are the conduction and valence-band energies, while EFn and EFp are the electron and hole quasi-Fermi-levels,
respectively), electron (n), hole (p), and mobile ion densities after simultaneously illuminating and switching to open circuit with
ϕ = 1.6 sun equivalent for a device preconditioned with (a) Vpre = 1.3 V in the dark at t = 1 ms following illumination, (b) Vpre = 0 V
in the dark at t = 1 ms following illumination, and (c) at steady state (t = 100 s) for both preconditions at open circuit. (d) A device
with the same parameter set without mobile ions. Recombination scheme 3 (Table II) is used in the simulation results shown. The
green and blue shaded regions indicate the respective p and n-type regions of the device.

hysteresis observed in the J-V scans and VOC transients of
the devices measured in this study (Fig. S4 within the Sup-
plemental Material [32] and Fig. 3, respectively) provide
strong evidence for ion-modulated recombination in the
measured devices [4,5,7]. The rate of ionic redistribution
will depend on the ionic conductivity, contact capacitance,
light intensity, and magnitude of the preconditioning bias.
The details of how this redistribution influences the evo-
lution of the transient ideality factor will, in turn, depend
on the details of the recombination processes in the device
and are discussed below.

B. Transient ideality factors

Figure 5 shows the evolution of nid(t) for the two dif-
ferent types of device following dark preconditioning at
Vpre = 1.2 V (mp-Al2O3 device) and Vpre = 1.0 V (mp-
TiO2 device) at bias light intensities of 0.2–2 sun equiva-
lents. For the mp-Al2O3 cell (green curve, circle markers),
following Vpre = 1.2 V, the ideality starts at nid(t = 0) ≈ 1
and increases to approximately 2.1 during the 30 s of the
measurement. When the ideality for the same cell is evalu-
ated following Vpre = 0 V, the values of nid are much higher
than expected given the classical interpretation, starting at
3.7 and decreasing to approximately 1.8 (Fig. S5(a) within
the Supplemental Material [32]).

The mp-TiO2 cell (light blue curve, triangle markers)
also shows an increase in nid following Vpre = 1.0 V, from
1.5 to around 2.7. The curve appears similar in shape

to that of the mp-Al2O3 device, but shifted with respect
to the y axis. Following Vpre = 0 V, the nid again shows
much higher values, starting at 3.2 and finishing at 2.6
(Fig. S5(a) within the Supplemental Material [32]). A
summary of the initial and final nid values for different
measurement techniques and preconditioning voltages is
given in Table III. For real-world applications, where solar
cells are operated at the maximum-power point under
solar illumination, the steady-state ideality factor follow-
ing Vpre = 0 V is of greatest relevance owing to day-night
illumination cycling. We note that the final values mea-
sured here of nid ≈ 2 are consistent with stabilized values
measured in previous works for standard architecture pla-
nar devices [14,17,19,20]. This suggests that either bulk or
surface recombination via deep traps is limiting the per-
formance of devices and that further optimization of both
the perovskite material and interfaces to limit nonradiative
recombination pathways is possible.

We note that when the measurement protocol is applied
to devices with poor degradation stability, we observe
irreversible losses during the measurement that typically
result in a variation in the initial value of the ideality (see
Appendix F). When the measurements are applied to more
stable devices, we observe repeatability in the transient
ideality factor signature and are able to correlate the results
with our simulations.

To interpret these experimental observations, the
transient Suns-VOC measurement protocol is simulated for
the different recombination schemes shown in Table II,
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allowing nid(t) to be evaluated from the results for the two
initial conditions. Remarkably, the five different recom-
bination schemes each produce unique transient ideality
signatures enabling direct identification of the dominant
recombination mechanism in the simulated devices. Since
the primary recombination mechanism is fixed in the sim-
ulations (Fig. S6 within the Supplemental Material [32]),
and thus the reaction order γ is constant, the observed vari-
ation in nid can be related to variation in β [c.f. Eq. (8)],
which defines the relationship between the charge-carrier
density and the perturbation of the QFLs from equilibrium.
Examination of the initial [Fig. 4(a)] and final [Fig. 4(c)]
simulated electron and hole profiles for scheme 3, the
Vpre = 1.3 V case, reveals a change in the electron and
hole population overlap in the interface regions as the ions
redistribute. Initially, n � p is at the n-type interface (and
p � n at the p-type interface), while in the final state,
n ≈ p at both interfaces. This statement can be generalized
to all recombination schemes since the energy-level dia-
grams and electron, hole, and ion profiles are qualitatively
similar in all cases. The similarity in electronic charge-
density profiles following preconditioning at Vpre = 1.3 V
[Fig. 4(a)] and that of a simulated device with a built-in
field and without mobile ionic charge [Fig. 4(d)] is highly
significant; the preconditioning stage reduces the density
of ionic charge accumulated at the interface with respect
to Vpre = 0 V [Fig. 4(b)] and results in an electric field
in the device at t = 0 s of the measurement, which drives
charge carriers toward their respective transport layers.
We note that this internal field would be induced by pre-
conditioning at forward bias regardless of the strength of
the built-in field. Consequently, forward biasing with an

applied potential sufficient to separate the electron and hole
densities at the interfaces determines the conditions for
measuring an instantaneous ideality factor, which can be
interpreted using the quasi-zero-dimensional theory (out-
lined in the introductory theory section). The steady-state
nid value can only be interpreted correctly by consider-
ing the fact that n ≈ p (β ≈ 2) throughout the active layer
(see Table I). More specifically, following a sufficient for-
ward bias, the parameter β always increases from 1 to 2 at
the interfaces. In some cases, such as where SRH-surface
recombination via midgap traps is dominant, the ideality
is sensitive to this change (nid changes from 1 to 2). In
other cases, for example, where bulk recombination domi-
nates, the ideality factor will remain largely unaffected. For
surface recombination with shallow trap energies, the reac-
tion order also changes from 1 to 2, canceling the change
in β and leading to no overall change in ideality (nid = 1
throughout). The transient ideality curve obtained after for-
ward biasing, therefore, provides a signature for different
recombination mechanisms in the device and can be corre-
lated to the values in Table I by considering how β changes
in time at positions in the device where recombination is
localized.

We note that the linearity of the VOC vs ln(ϕ) curves used
to determine nid(t) is considerably greater following the
forward-bias precondition relative to the zero-bias condi-
tion (see examples in Fig. S2). Combined with the discrep-
ancy between the ideality following Vpre = 0 V for different
measurement techniques discussed in Appendix E, this
suggests that nid(t) determined following forward biasing
provides a more reliable measure of the recombination
mechanism. The evolution of the transient ideality factor
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following Vpre = 0 V is discussed further in the caption to
Fig. S5 (see Supplemental Material [32]).

C. Comparison with instantaneous idealities
determined from electroluminescence and

photoluminescence measurements

To cross-check the values of nid experimentally mea-
sured using the transient Suns-VOC method, we make
further measurements of the initial value of the ideality
factor nid(t ≈ 0) following dark prebiasing using both EL
vs current density measurements (J -EL) and PL vs illumi-
nation intensity measurements (Suns-PL). Figure 6 shows
examples of these measurements, the results of which are
summarized in Table III.

There is good agreement between the ideality values
determined using the different methods following Vpre > 0.
For Vpre = 0, we note discrepancies between the Suns-
PL measurements and Suns-VOC values in some cases,
leading us to concentrate our analysis on transient ideal-
ity factors derived for Vpre > 0 (this is discussed further
along with possible explanations in Appendix E). Overall,
the agreement between the different techniques suggests
that the concept of a transient ideality factor measured
by the Suns-VOC technique is related to recombination
processes and not to charge storage or capacitive effects
within the cell. This conclusion is further supported by
recent work from our group and others [5,7] showing that
modulation of interfacial recombination processes by out-
of-phase ionic currents can give rise to large measured
imaginary components of the impedance spectrum, pre-
viously interpreted as “giant” electronic capacitances. We
note here that while it may be possible for degeneracy
to occur at interfaces under specific conditions in certain
architectures of devices, it is unnecessary to explain the
measured apparent capacitances.

D. Assignment of recombination mechanisms to the
measured devices

Different recombination mechanisms might be expected
to dominate different device architectures. By comparing
the experimentally measured values to simulated tran-
sient ideality curves in Fig. 5, we assign the evolution

of the measured nid(t) to likely dominant recombina-
tion schemes. We do not assert here that the dominant
recombination mechanisms we assign to the devices will
always represent the dominant recombination route for the
respective architectures, since it is very likely that varia-
tion in the processing during device fabrication can lead
to a number of possible recombination routes and thus
device-to-device variation in nid(t) for cells prepared with
the same architecture (discussed further in Appendix F).
Rather, the approach described here presents a means to
assess the most likely recombination routes for a particular
device.

1. Recombination mechanism in the mesoporous
Al2O3 cell

As discussed above, the transition in nid(t) from 1
to 2 for the mp-Al2O3 cell (Fig. 5, green curve, circle
markers) is mirrored in the simulated device for which
interfacial SRH recombination via midband-gap states is
the dominant mechanism. This recombination scheme is
also consistent with the large degree of J-V hysteresis
seen in this device (Fig. S4(a) within the Supplemental
Material [32]), since we and others have previously shown
that a combination of mobile ionic charge and inter-
facial recombination are necessary to observe hystere-
sis [6,8,9,17,42]. While computational studies on defective
CH3NH3PbI3 crystals have not shown deep trapping states
with easily accessible activation energies [39,40], the inter-
face between CH3NH3PbI3 and the compact TiO2 layer
is likely to contain a high density of deep interband-
gap electronic states as commonly observed at the TiO2
hole-transporting-material interface in dye-sensitized solar
cells [43,44]. Furthermore, recent studies have shown that
recombination rates at the hole-transport-layer interface
are significantly influenced by doping [20] and that the
CH3NH3PbI3 interface with heavily lithium-doped Spiro-
OMeTAD is a site of significant recombination [17].

As expected, for the simulated device with recombina-
tion scheme 3 [Figs. 3(d)–3(f), 4(a)–4(c) and 5(b)], the
spatially integrated recombination fluxes in the simulated
device indicate that SRH recombination at the contacts
dominates at all times during the simulation [Fig. 6(d)].

TABLE III. Summary of the instantaneous and steady-state ideality factors measured for different devices using different techniques.

Instantaneous ideality, nid(t ≈ 0) 1-sun equivalent J-V performance

Cell architecture Precondition voltage, Vpre (V) Suns-VOC J -EL (0.02 s) Suns-PL (0.01 s) Apparent PCE (%) VOC (V)

mp-AL2O3 1.2 1.0 0.9 0.9 10.5 1.03
0 3.6 . . . 2.0 6.7 0.94

mp-TIO2 1.0 1.5 1.7 1.6 9.7 0.86
0 3.2 . . . 1.8 7.1 0.81

PCE, Power Conversion Efficiency
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FIG. 6. Alternative measurements of the initial transient ide-
ality factor using EL and PL. (a) Integrated electroluminescent
emission flux density vs time for different injection current den-
sities, J = 107, 213, 426, 533, and 853 mA cm−2 following the
application of Vpre = 1.1 V to a mp-Al2O3 cell. (b) Evaluation of
nid for t = 0–0.02 s from EL emission flux density vs injection
current density for the three architectures of the device. (c) Inte-
grated photoluminescent flux density vs time for different exci-
tation intensities following the application of Vpre = 1.2 V to a
mp-Al2O3 cell. (d) Simulated integrated band-to-band (BTB,
radiative, solid curves) and interfacial SRH recombination
(dashed curves) fluxes as a function of time for a cell with
recombination scheme 3 for Vpre = 1.3 V.

There is, however, a significant decay in the fraction of
recombination arising from band-to-band recombination
during the simulation, consistent with the reduction in PL
signal with illumination time observed over a timescale of
seconds in the mp-Al2O3 device [Figs. 6(c) and 6(d)] and
previously reported in lateral perovskite devices precondi-
tioned with similar field strengths [16]. This PL decay can
be explained by an increase in nonradiative recombination
at interfaces as electronic carrier densities are modulated
by ion migration. This, in turn, leads to lower bulk carrier
densities [consistent with the VOC decays seen in Fig. 6(d)]
and hence lower radiative flux. A similar (albeit oppo-
site) mechanism could account for the increase in EL as a
function of time in Fig. 6(a). Together, the transient ideal-
ity signature, J-V hysteresis, and slow timescale PL decay
provide strong evidence that the mp-Al2O3 device is dom-
inated by surface recombination via deep interband-gap
states.

2. Recombination mechanism in the mesoporous
TiO2 cell

The transient ideality factor profile of the mp-TiO2
[Fig. 5(a), light blue curve, triangle markers] following
Vpre = 1 V shows an intermediate behavior between inter-
facial [Fig. 5(b), pink curve, circle markers] and bulk SRH

recombination [Fig. 5(b), dark blue curve, triangle mark-
ers] via midband-gap traps within the bulk of the active
layer.

In order to further investigate the origin of the initial
measured ideality value of 1.5, we probe the internal elec-
tric field by performing TROTTR on similar mp-TiO2 and
mp-Al2O3 architecture devices fabricated using a transpar-
ent conductive adhesive (TCA) top electrode [45] with a
short-wavelength laser-excitation source. The absorption
coefficient for CH3NH3PbI3 at 488 nm is 1.84 × 105 cm−1,
giving a characteristic optical path length of 54 nm (see
optical modeling in Appendix H). Thus, only electronic
charge carriers generated close to the illumination-side
contact are expected to contribute to transient changes in
the photovoltage (�V).

Figure 7 shows the results of the TROTTR experiments
combined with schematics of the inferred band—energy-
level diagrams of the mp-TiO2 and mp-Al2O3 devices.
In both cases, the cells are preconditioned at Vpre = 0 V
for 60 s prior to illumination at 1-sun equivalent inten-
sity. Upon illumination, the configuration of ions under
these conditions would be expected to initially induce a
reverse field in the devices similar to that seen in the sim-
ulated device following Vpre = 0 V [Fig. 4(b)] [4,10,46].
At early times (<10 s) following illumination through the
TCA side of the device, the TPV signal for the mp-TiO2
shows a distinct negative deflection [Fig. 7(a), purple-
pink curves]. This negative response is significantly less
pronounced when the device is instead illuminated through
the glass-FTO side [Fig. 7(b), purple-pink curves]. We
interpret this as evidence that the inverted electric field
is predominantly confined to the pure perovskite phase
in the device containing mp-TiO2 as shown in Fig. 7(c).
In our schematic, we have approximated the mesoporous
region as a homogenous medium similar to the bulk het-
erojunction in an organic solar cell [3,47,48]. While on
the nanoscale, the details of the field are likely to be
more complex, here we illustrate the average field direc-
tion in the active layer. Carriers generated close to the hole
transport layer drift in the wrong direction with respect to
charge collection, leading to an increased accumulation of
minority charge carriers at the Spiro OMeTAD-Perovskite
interface, increased recombination, an associated negative
transient photovoltage (TPV) deflection and reduced signal
magnitude as compared to later times in the measure-
ment [4]. Conversely, carriers generated in the mesoporous
region diffuse toward the correct contact, generating a
positive signal and suggesting that, on average, the field
must be low throughout the mesoporous region. After 50 s
the majority of the mobile ionic charge has migrated to
screen out the field and the signal becomes similarly posi-
tive independent of illumination side [Figs. 7(a) and 7(b),
blue curves].

When the same experiment is repeated on the mp-
Al2O3 device, a similar negative deflection is apparent in
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the initial TPV signals independent of the illumination
side [Figs. 7(d) and 7(e), purple-pink curves], suggest-
ing that the field is extended throughout the perovskite in
the mesoporous region [Fig. 7(f)]. During illumination at
open circuit, the TPV signal follows a similar evolution
to a more positive signal independent of the illumina-
tion side in the proceeding 50 s. The persistent negative
signal during the pulse after 50 s implies a long-lived
polarization in the device that could result from slower
moving ionic species [49]. Following forward-bias pre-
conditioning at Vpre = 1 V, the negative component of the
signal diminishes in all cases, indicating that the strength
of the inverted field at open circuit is reduced (Fig. S7
within the Supplemental Material [32]), consistent with
the simulation following forward-bias preconditioning
in Fig. 4(a).

Given that for the mp-TiO2 device the field appears
to fall predominantly in the pure perovskite phase, we
propose that at the Spiro-OMeTAD interface, the car-
rier populations are separated (β ≈ 1), while within the
mesoporous region and at the c-TiO2 interface, the carrier
populations are approximately equal (β ≈ 2) following a
forward-bias precondition. The scaffold is likely to intro-
duce deep trapping states in the region of this extended
interface, leading to a reaction order of γ ≈ 1. If both inter-
faces have similar SRH time constants, then an ideality
of 1 < nid < 2 is expected: in this case, while the device
might still be dominated by interfacial recombination,

the overlapping electron and hole populations (n ≈ p)
throughout the mesoporous region would result in an ide-
ality factor greater than 1. Further work incorporating the
mesoporous region into models will be required to test
the above hypotheses. The reduced hysteresis in the cell’s
J-V curve by comparison with the mp-Al2O3 device
(Fig. S4 within the Supplemental Material [32]) also sup-
ports the hypothesis that recombination is dominated by
bulklike effects [9].

In summary, these experimental observations imply that
the extended interface introduced by the mp-TiO2 allows
for recombination of electrons and holes via deep traps
throughout the mesoporous region, which appear bulklike
owing to the extended mesoporous charge-collection inter-
face. In contrast, cells with mesoporous Al2O3 appear to
be dominated by deep-trap recombination primarily con-
fined to the charge collecting interfaces, and not extending
through the insulating mesoporous layer.

V. CONCLUSIONS

We introduce a method to evaluate the transient ide-
ality factor of perovskite solar cells following a voltage
preconditioning period in the dark. By modeling devices
using drift diffusion simulations, we correlate the tran-
sient ideality curves extracted from experimental transient
Suns-VOC measurements with the dominant recombination
mechanism in real-world devices. This approach allows
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meaningful information about the dominant recombina-
tion mechanism to be derived in the presence of mobile
ionic defects. The mobile ions result in an evolving elec-
trostatic profile throughout the thickness of a perovskite
solar cell, and consequently, a time-varying VOC, which
hampers measurement of an ideality factor by conventional
means. By preconditioning cells at a forward-bias poten-
tial sufficient to separate the charge-carrier densities at the
interfaces, the cell can temporarily be set in a state that
would yield a similar ideality factor to a similar device that
contained no mobile ions and could thus be analyzed using
an established zero-dimensional theory applied to ideal-
ity factors. The evolution of the ideality to a steady-state
values is understood by taking into account the modula-
tion of carrier-population overlap at positions of localized
recombination by mobile ions.

With the aid of time-dependent device simulations, we
show that the evolution of the ideality factor following dif-
ferent voltage preconditions can be used as a signature to
identify the dominant recombination mechanism in a per-
ovskite solar cell. We demonstrate this idea with standard
perovskite device architectures incorporating mp-TiO2 and
mp-Al2O3 scaffolds. For these examples, we assign inter-
facial recombination via deep traps at the charge collection
layer interfaces as the dominant recombination mecha-
nism in both device types. Transient photovoltage mea-
surements on bifacial devices indicate that, distinct from
the mp-Al2O3 device, the electric field is predominantly
confined to the pure perovskite region in the mp-TiO2
architecture. The homogeneity of electron and hole popu-
lations throughout the extended mpTiO2 interface results
in a measured initial ideality following a forward bias
of 1.5 despite interfacial recombination remaining as the
dominant mechanism in the device.

We emphasize that the dominant recombination mech-
anism can vary between devices that were nominally pre-
pared in the same way, an observation we attribute to small
differences in the processing conditions and microstruc-
tures of the cells. We also note that our observations do
not preclude the possibility that trap energy and spatial
distribution in the device may be dependent on the dis-
tribution of ionic defects. Together, our findings provide
additional insight on the meaningful interpretation of ide-
ality measurements in perovskite solar cells and a valuable
tool for assigning the dominant-recombination mechanism
in devices.
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APPENDIX A: DERIVATION OF IDEALITY
FACTOR N id, AS A FUNCTION OF THE

CHARGE-CARRIER-DENSITY RELATIONSHIP
TO FERMI-LEVEL SPLITTING β, AND THE

REACTION ORDER γ

Using the Shockley diode equation, the ideality factor,
nid can be expressed in terms of the quasi-Fermi-level split-
ting �EF (identical to the VOC in the zero-dimensional
model) and recombination rate, U, such that

nid = q
kBT

d �EF

d ln(U)
,

where q is the elementary charge, kB is Boltzmann’s
constant, and T is the temperature.

Substituting �EF = kBT ln(nβ/n2
i ) and U = knγ yields

nid = q
kBT

d
{

βkBT
q [ln(n) − ln(n(2−β)

i )]
}

d{γ [ln(n) + ln(k(1−γ )
γ )]}

= β

γ

d{[ln(n) − ln(n(2−β)
i )]}

d{[ln(n) − ln(n(2−β)
i )]}

. (A1)

Let

x = ln(n),

b = − ln(n(2−β)
i ),

c = ln(k(1−γ )
γ ),

nid = β

γ

d(x + b)

d(x + c)
.

Using the variable substitution x = x′ − c,

nid = β

γ

d(x′ + b − c)
dx′ = β

γ
.

APPENDIX B: DERIVATION OF REACTION
ORDERS

Here, we examine how the reaction order, γ , for the
general form of the equation describing the recombination
rate, U, in terms of the electron concentration, n, and the
reaction-order-dependent recombination rate coefficient

U = knγ

depends on the recombination mechanism and relative
concentration of electrons and holes as listed in Table I
of the main text.
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1. Band-to-band recombination

For n = p, the recombination rate, U, is given by

UBTB = kBTBnp = kBTBn2,

where kBTB is the band-to-band recombination rate con-
stant, hence γ = 2.

For n � p , the majority carrier density can be consid-
ered as effectively constant, leading to

UBTB ∝ p ,

hence γ = 1.

2. Shockley-Read-Hall recombination

The compact form of the SRH recombination expression
is

USRH = (np − n2
i )

τn(p + pt) + τp(n + nt)
.

τ n and τ n are the trap electron and hole recombination life-
times and nt and pt are the electron and hole densities when
the Fermi level is at the trap level, Et, for example, for
electrons

nt = ni exp
(

Et − ECB

kBT

)
,

where ECB is the conduction-band energy.

3. Shallow traps, n = p

For shallow traps close to the conduction-band, in most
cases, EFn < Et and n � nt, p � pt and p � nt. Where
n = p, the rate of recombination is determined by both
charge-carrier densities

USRH ≈ np
τnp + τpnt

≈ n2

τpnt
,

hence γ = 2.

4. Midband-gap traps, n = p

For deep traps where, in the presence of a bias EFn > Et,
as a result n � nt and p � pt. If n = p then

USRH ≈ np
τnp + τpn

= n2

n(τn + τp)
= n

(τn + τp)
,

hence γ = 1.

5. Shallow traps, n � p

For shallow traps close to the conduction-band, in most
cases, EFn < Et and n � nt, p � pt and p � nt. If n � p
and n are approximately constant (for example, if n is
pinned by the contact concentration ncontact), then recom-
bination is limited by the availability of holes

USRH ≈ np
τnp + τpnt

≈ ncontactp
τpnt

,

hence γ = 1. However, this does not necessarily hold in
general. In the cases considered in the main text, this
implies that the above approximation will be valid fol-
lowing forward-bias preconditioning, but not zero- or
reverse-bias preconditioning.

6. Midband-gap traps, n � p

For deep traps in the presence of a bias where EFn > Et,
then n � nt and p � pt. In a situation where n � p ,
recombination is limited by the availability of holes

USRH ≈ np
τnp + τpn

≈ np
τpn

≈ p
τp

,

hence γ = 1.

APPENDIX C: DEVICE SIMULATION
PARAMETER SETS

Table IV gives the core device parameters used in
the p-i-n drift diffusion simulation. Further details of the
simulation can be found in Ref. [8].

TABLE IV. Key simulation device parameters.

Parameter name Symbol Value Unit Ref.

Band gap Eg 1.6 eV [50]
Built-in voltage VBI 1.3 V [51]
Dielectric constant εs 20 [52]
Mobile ionic-defect density N ion 1019 cm−3 [34]
Ion mobility μa 10−12 cm2 V−1 s−1

Electron mobility μe 20 cm2 V−1 s−1 [53]
Hole mobility μh 20 cm2 V−1 s−1 [53]
p-type donor density NA 3.0 × 1017 cm−3

N -type acceptor density ND 3.0 × 1017 cm−3

Effective density of states N 0 1020 cm−3 [9]
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APPENDIX D: RECOMBINATION SCHEME
PARAMETERS

The following tables give the specific device recombina-
tion parameters used in the simulation for each of the tested
recombination schemes. Trap energies are referenced to
the electron affinity of the material.

1. Band-to-band recombination

Parameter p-type Intrinsic n-type Unit

kBTB 10−10 10−10 10−10 cm3 s−1

τ n . . . . . . . . . s
τ p . . . . . . . . . s
Et . . . . . . . . . eV

2. Interfacial SRH, shallow traps

Parameter p-type Intrinsic n-type Unit

kBTB 10−10 10−10 10−10 cm3 s−1

τ n 10−15 . . . 10−15 s
τ p 10−15 . . . 10−15 s
Et −1.4 . . . −0.2 eV

3. Interfacial SRH, midgap traps

Parameter p-type Intrinsic n-type Unit

kBTB 10−10 10−10 10−10 cm3 s−1

τ n 10−10 . . . 10−12 s
τ p 10−10 . . . 10−12 s
Et −0.8 . . . −0.8 eV

4. Bulk SRH, shallow traps

Parameter p-type Intrinsic n-type Unit

kBTB 10−10 10−10 10−10 cm3 s−1

τ n . . . 10−15 . . . s
τ p . . . 10−15 . . . s
Et . . . −0.2 . . . eV

5. Bulk SRH, midgap traps

Parameter p-type Intrinsic n-type Unit

kBTB 10−10 10−10 10−10 cm3 s−1

τ n . . . 10−10 . . . s
τ p . . . 10−10 . . . s
Et . . . −0.8 . . . eV

While the nominal band-to-band rate coefficients are
set reasonably high, it can be shown that SRH recom-
bination would still dominate in all cases provided that
τSRH � kBTBn. We start by expressing recombination U as

a sum of SRH and band-to-band recombination

U = 1
τSRH

n + kBTBn2.

If SRH dominates

1
τSRH

n � kBTBn2.

This leads to the condition

n � 1
τSRHkBTB

.

Hence, where τSRH = kBTB = 10−10 as in scheme 5, pro-
vided n < 1020 cm−3, which is guaranteed by the choice
of 1020 cm−3 for the effective density of states, SRH will
dominate.

APPENDIX E: DISCREPANCIES BETWEEN
N id(T ≈ 0) FOR Vpre = 0 DERIVED FROM Suns-VOC

AND Suns-PL MEASUREMENTS

For the mp-TiO2 cell, although the changes in nid val-
ues from Suns-PL and Suns-VOC are consistent as Vpre is
varied, the absolute values of nid for Vpre = 0 are lower
with the Suns-PL measurements [nid(t ≈ 0) = 1.8] than the
corresponding Suns-VOC measurements [nid(t ≈ 0) = 3.2].
This difference in absolute values may be related to the
relatively localized generation of charge carriers by the
laser spot during the Suns-PL measurement, which might
avoid localized recombination shunts (dependent on the
ion distribution). These shunts would not be avoided dur-
ing the Suns-VOC measurements since charge carriers are
generated over the whole cell area.

APPENDIX F: DEVICE-TO-DEVICE
VARIABILITY IN THE TRANSIENT IDEALITY

FACTOR

A significant issue for perovskite solar cells is vari-
ation in the properties of devices nominally prepared
by the same methods. This issue has been noted by
many authors including Pockett et al. who observed
significant differences in the steady-state ideality factor
observed for devices prepared in an identical way [13].
We also observe a similar phenomenon, with differ-
ences in the initial ideality factor values as well as at
steady state. For example, for a batch of six planar com-
pact TiO2 cells manufactured in a different laboratory
from those described above, initial idealities after for-
ward biasing at Vpre = 1.1 V are 0.97 < nid(t ≈ 0) < 4.22
(n̄id(t ≈ 0) = 1.78, σ nid = 1.16), while for mp-TiO2 archi-
tectures following the same preconditioning, the values are
0.04 < nid(t ≈ 0) < 1.12 (n̄id(t ≈ 0) = 0.75, σ nid = 0.62,
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for six devices). Mesoporous TiO2 devices with triple-
cation active layers show greater consistency with initial
idealities after forward biasing of 0.40 < nid(t ≈ 0) < 1.04
[n̄id(t ≈ 0) = 0.77, σ nid = 0.32, for three devices]. The
values close to 1 here might suggest that recombination at
the compact TiO2 layer interface is more significant than
at the mp-TiO2/CH3NH3PbI3 interface in these devices.
However, the unexpectedly high nid and standard devia-
tion suggest that the recombination kinetics at any given
interface type are highly dependent on localized details of
the interface formation during device fabrication. Degra-
dation during measurements could account for particularly
low ideality factors since the VOC transients are measured
in order of intensity from lowest to highest. If degrada-
tion is continuous throughout the measurement, VOC would
be lower than expected at higher light intensity, reducing
the measured nid. Further work on high-performing, sta-
ble devices will be required to more confidently ascertain
whether or not the signature transient idealities presented
in this study allow more general statements on identify-
ing the dominant recombination mechanism in different
perovskite device architectures and material combinations.

APPENDIX G: TRANSIENT SYSTEM TECHNICAL
SPECIFICATIONS

Data-acquisition is performed by a Tektronix DPO5104B
digital oscilloscope and a National Instruments USB-6361
DAQ. The laser pulse is provided by a digitally modulated
Omicron PhoxX + 638-nm-diode laser with a 100-Hz rep-
etition rate. The laser spot size is expanded to cover the
active pixel and the continuous-wave intensity over the

DAQ
V

VR1
10Ω

VM1

VPS1

VPS2 VPS3

D1

Q2

Q1

Q3

D2D1

I1

VM2

DAQ

Photovoltaic cell

Variable power supply

Light emitting diode

Laser diode

Transistor switch

Voltmeter

Pulse generator

Data aquisition module

Key to Electronic Symbols

V

FIG. 8. Transient optoelectronic measurement system circuit
diagram. Circuit diagram for the transient data-acquisition sys-
tem. The yellow shaded area is the primary circuit, which allows
the cell to be electrically biased and switched between open
and closed circuits. The light red shaded area is the laser circuit
and the light blue shaded region is the white bias light-emitting
diode (LED) circuit. Figure reproduced from Ref. [8] (Creative
Commons license).

cell pixel area is approximately 550 mW cm−2 during the
pulse. The preconditioning bias is applied using the data-
acquisition card and the system is controlled by a custom
Labview code. See Fig. 8.

APPENDIX H: OPTICAL MODELING OF
DEVICES WITH TRANSPARENT CONDUCTIVE

ADHESIVE ELECTRODE

The normalized optical power density is modeled for a
mp-TiO2 device stack with a TCA top electrode using a
simple Beer-Lambert function such that the light intensity
ϕ at position x in each layer falls exponentially in each
layer

φ(x) = φ0 exp(−αx),

where ϕ0 is the intensity at the start of the layer and α

is the absorption coefficient of the material. For the mp-
TiO2, the optical constants are calculated using the values
for pure perovskite and TiO2 phases in proportions of 1:1
by volume fraction. The polyethylene terephthalate (PET)
layer of the TCA is assumed to be completely transparent.
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FIG. 9. Optical modeling of the mp-TiO2 device with TCA
electrode used in the transient photovoltage measurements. Opti-
cal intensity as a function of position for the mp-TiO2 device
stack incorporating the TCA electrode. Illumination from (a) the
FTO-glass side and (b) the TCA side. Blue and red curves indi-
cate wavelengths of 488 nm and 638 nm respectively, while the
black curve shows the decay of the AM1.5 spectrum integrated
from 300 to 768 nm.
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The optical constants are obtained from Refs. [50,54]. See
Fig. 9.
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