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Highlights

- Theoretical model is developed to study nonlinear oscillations of magnetic levitation in the presence of time delay for vibration suppression and energy harvesting.
- The effects of the main parameters of the system, such as time delay parameters, distance between magnets, and external resistance load, is studied.
- In order to summarize the electrical and mechanical behaviors of the system, the Perfection Rate (PR) is used.
- The presence of the time delay and choosing a point from the region of multiple periodic solutions enhances the output power and suppresses higher levels of vibration.
Using time delay in the nonlinear oscillations of magnetic levitation for simultaneous energy harvesting and vibration suppression
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Abstract

In this paper, the nonlinear oscillations of magnetic levitation in the presence of a time delay is investigated, with the purpose of simultaneous energy harvesting and vibration suppression. To harvest energy, a coil with seven layers of 36 gauge wire wound around the outer casing is utilized. Although the proposed control feedback consumes some power, the results show the harvestable power can be much larger than the consumed power, which makes the proposed concept feasible. The first-order perturbation method is utilized to examine the possibility of energy harvesting and vibration suppression for different selections of the delay parameters, the distances between the magnets and the external load resistances. In addition, the stability map of the time-delayed control is analytically determined. The influence of the time delay parameters chosen from Single Periodic Solutions (SPS) and Multiple Periodic Solutions (MPS) on the vibration and power amplitudes is studied. It is shown that a point chosen from the MPS region enables the system to harvest power over a broad range of excitation frequencies. Also, the effect of the distance between the magnets on the frequency response of the system is examined. In addition, to select the optimum value for the distance between the magnets for different values of the time delay parameters, a parameter called the Perfection Rate (PR), which reflects both the electrical and mechanical behavior of the system, is used. Finally, it is shown that the presence of the time delay and a point chosen from the MPS region enables the system to harvest more power over a broad range of excitation frequency and to suppress higher levels of vibration, than for a point chosen from the SPS region and without time delay.
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1. Introduction

In recent decades, harvesting environmental wasteful energies and converting them into useful electrical energies have attracted many researchers. This idea originated from the requirement to power small electronic sensors with no need of replacement batteries, especially for less accessible places. A variety of ambient energy sources such as solar, thermal, human motions and mechanical vibrations have been studied as additional energy suppliers [1, 2].
Among these alternative sources, mechanical vibrations became a prominent research direction, because of its abundance, and potential technical challenges [3-5]. A variety of methods have been proposed to convert ambient mechanical vibrations into useful electrical power such as electromagnetic [6, 7], electrostatic [8, 9], piezoelectric [10-13] and magnetostrictive [4, 14]. The main problem with most energy harvesters reported in the literature is that they harvest the maximum power when the system is excited at resonance. However, a significant drop in the output power happens when the excitation frequency deviates from the resonance frequency [15]. There are many studies on the tuning of the vibration characteristics of an energy harvester by adjusting the resonance frequency including, but not limited to, adding masses [16], increasing mechanical preloads [17], and varying the geometrical parameters of the structure [18]. For all of these studies, the excitation frequency is supposed to be close to the resonance frequency. Nonlinearity features have been considered to improve the output power capability by broadening the bandwidth of the harvester [19-22]. A variety of investigations into broadband vibration energy harvesters with nonlinear monostable [23-26], bistable [27-33], and tristable [34-36] characteristics have been performed. Through experiments and simulations, Tang and Yang [37] verified the benefits of harvesting energy from the dynamics of a magnetic oscillator.

In recent decades, specific attention has been given to delay-coupled systems. It is apparent that time delay is unavoidable in active control systems since it takes time to measure, process, compute and transmit signals. At first, time delay was assumed to be an undesired feature in active control problems due to the possibility that it might cause instability of the system. More recently, researchers have considered time delay as a control parameter [38, 39]. The influence of time delayed control on quasi-zero stiffness vibration isolators and some nonlinear isolators were investigated [40-43]. Chen et al. [43] proposed a cubic displacement feedback with time delay to improve the isolation performance of high-static-low-dynamic stiffness (HSLDS) vibration isolators. The authors concluded that time delayed feedback control performed as a damping force and the controlled HSLDS vibration isolator outperformed the passive counterpart. Liu and Liu [44, 45] designed a tunable electromagnetic vibration absorber and time delayed control was introduced to widen the operation range. Zhao and Xu [46] proposed time delayed feedback control for nonlinear absorbers with a parametrically excited pendulum. The results indicate a significant decrease by over half in the vertical vibration displacement compared to the nonlinear vibration absorber without delayed feedback control. Wang and Xu [47] proposed a vibration absorber with time-delayed feedback control to suppress vibration of the primary system under excitation with changing frequencies.

Furthermore, using time delay in vibration-based energy harvesting can have a beneficial effect on the energy harvesting performance [48]. Ghouli et al. [49] studied quasiperiodic vibration-based energy harvesting in a forced nonlinear harvester device subjected to a harmonic base excitation in which time delay was inherently present. They concluded that the proposed energy harvester, with optimal values of the time delay, can extract more power over a broad range of frequencies away from the resonance. Belhaq and Hamdi [48] studied quasiperiodic
vibration-based energy harvesting in a delayed van der Pol oscillator with time-varying delays coupled to an electromagnetic energy harvesting device. They assumed that the vibration source of the proposed device is due to self-excitation. The authors concluded that the proposed energy harvester is capable of harvesting more power over a broad range of excitation frequencies. Ghouli et al. [50] added a time delay into the electromagnetic energy harvester studied in [48]. They concluded that the introduced time delay in the electrical circuit is able to control and optimize the energy harvesting performance. Also, the authors reported that the maximum vibration amplitude does not yield the maximum output power. Studying vibration based energy harvesting in a delayed energy harvester device can be useful in certain applications for which a delayed state feedback is present in the mechanical subsystem of the harvester. For example, in milling and turning operations the time delay inherently occurs in the process and the time delay is not considered as an additional input power of the harvester [51–53]. Kammer and Olgac [54, 55] proposed the idea of using time delay in the feedback control. The authors theoretically and experimentally showed that the idea significantly increases the energy harvesting capacity of vibration absorbers by sensitizing the structure with the use of the feedback control law. They also studied delayed feedback control in piezoelectric networks [54]. The time delay can also be used to extend the dynamic range of an energy harvester with nonlinear damping [55] demonstrating that it can substantially enhance the energy harvester capacity. However, in such applications the time delay is presented as an input power, and the problem of the energy balance between the produced and consumed powers should be examined [55].

Based on the literature, utilizing nonlinear properties in an energy harvesting system can significantly shift the resonance frequency away from the linear resonance, and thus enable the system to harvest more power over an extended range of frequencies. In addition, research on the nonlinear system that can harvest energy and simultaneously suppress undesired vibrations using time delayed control is missing in the literature. We propose a concept to enhance the energy harvesting capacity from mechanical vibrations using a delayed feedback tuning mechanism. We take advantage of the magnetic levitation between two fixed magnets and introduce a time delay in the system feedback to harvest more power over a broad range of excitation frequencies. First, we calculate the power required for the control force to confirm that the power required by the feedback mechanism is significantly less than the harvester power. Second, we plot the stability map of the system in the domain of the delay parameters to study the influence of the different parameters on the harvester power. To select the optimum value for the distance between magnets for different time delays, the perfection rate (PR) parameter is introduced. Finally, the effect of the time delay parameters and the external load resistance on the frequency response function of the vibration and the net generated power are studied.
2. Magnetic repulsion force

Figure 1(a) shows the studied energy harvesting device which consists of two fixed magnets and one free magnet, and a mechanical feedback control including the time delay and gain $(\tau, k_1)$ and harmonic base acceleration, $\ddot{z}(t)$. (b) the electrical circuit diagram $(R_{\text{Load}}, R_{\text{Int}}$, and $L$ represent the resistances of the external and internal loads and the inductance of the coil, respectively).

Figure 1 (a) A schematic of the energy harvester consists of two fixed magnets (B and C), a free magnet (A) and mechanical feedback control including the time delay and gain $(\tau, k_1)$ and harmonic base acceleration, $\ddot{z}(t)$. (b) the electrical circuit diagram $(R_{\text{Load}}, R_{\text{Int}}$, and $L$ represent the resistances of the external and internal loads and the inductance of the coil, respectively).
where $\| \cdot \|_2$, $\nabla$, and $\mu_0 = 4\pi \times 10^{-7}\text{H/m}$ denote the Euclidean norm, the vector gradient operator, and the magnetic constant, respectively. Also, $\vec{r}_{AB}$ and $\vec{r}_{AC}$ denote the vectors from the center of magnet A to the centers of magnets B and C, respectively. In addition, $\vec{\mu}_A$, $\vec{\mu}_B$, and $\vec{\mu}_C$ are the magnetic moment vectors of magnets A, B, and C, respectively, and can be written as [33]

\[ \vec{\mu} = MV \]  

where $M$ is the magnetization vector which represents the sum of all of the microscopic magnetic moments within a ferromagnetic material, and $V$ is the volume of the magnet. The corresponding potential energies of the magnetic fields presented in Eqs. (1) and (2) are given by [33]

\[ U_{AB} = -B_{AB} \cdot \vec{\mu}_B \]  
\[ U_{AC} = -B_{AC} \cdot \vec{\mu}_C \]  

By substituting Eqs. (1), (2) and (3) into Eqs. (4) and (5) and assuming that $M_A = M_B = M_C = 0.955 \times 10^6\text{A/m}$, and $V_A = V_B = V_C = 4\pi \text{mm}^3$ one can obtain the following potential energies

\[ U_{AB} = \frac{\mu_0 M^2 V^2}{2\pi} \left( \frac{1}{(d_0 - x)^3} \right) \]  
\[ U_{AC} = \frac{\mu_0 M^2 V^2}{2\pi} \left( \frac{1}{(d_0 + x)^3} \right) \]  

where $d_0$ is the separation distance between the two magnets and $x$ is the displacement of the center magnet at time $t$. The forces exerted by dipole A upon dipole B, or $F_{AB}$, and upon dipole C, or $F_{AC}$, can be derived from the potential energies as [33, 56]

\[ F_{AB} = \nabla U_{AB} \]  
\[ F_{AC} = \nabla U_{AC} \]  

By substituting Eqs. (4) and (5) into Eqs. (6) and (7) and assuming $F_m = F_{AC} - F_{AB}$ as the sum of forces exerted on magnet A by magnets B and C, one may obtain

\[ F_m = -\frac{3\mu_0 M^2 V^2}{2\pi} \left[ \frac{1}{(d_0 + x)^4} - \frac{1}{(d_0 - x)^4} \right] \]
where $x = 0$ is the equilibrium position of the energy harvester and can be calculated from Eq. (8). In the following part, we expand the expression of the magnetic force as a Taylor series about the equilibrium point, i.e. $x = 0$, and the higher orders are neglected

$$F_m = \frac{12\mu_0 M^2 V^2}{\pi}\left[\frac{1}{d_0^5}x + \frac{5}{d_0^7}x^3\right]$$

(9)

For the sake of simplicity, we define the following constants

$$k = \frac{12\mu_0 M^2 V^2}{\pi d_0^5}$$

(10)

$$k_3 = \frac{60\mu_0 M^2 V^2}{\pi d_0^7}$$

(11)

Substituting Eqs. (10) and (11) into Eq. (9), we obtain

$$F_m = kx + k_3x^3$$

(12)

Using these expressions for the magnetic force, we will proceed to the derivation of the governing equations in the next section.

3. Governing equations and periodic energy harvesting

To harvest energy, a coil with seven layers of 36 gauge wire wound around the outer casing is utilized, as described in [15] and shown in Fig. 1(a). Also, it is assumed that the structure is excited with harmonic base excitation $\ddot{z} = F_0 + F_1\cos(\Omega t)$, where $F_0$ is the unmodulated amplitude and $F_1$ and $\Omega$ are the amplitude and frequency of the base excitation, respectively. In order to obtain the equation for the electrical circuit, we apply Kirchhoff’s voltage law to the electrical circuit shown in Fig. 1(b). Thus [15]

$$L \frac{di}{dt} + R_{eq}i - \alpha(x - \dot{z}) = 0$$

(13)

where $i$ and $\frac{di}{dt}$ are the current and derivative of the current with respect to time, $t$, respectively, and have been used instead of the electric charge $q$ ($i = \dot{q}$). Also, $R_{eq} = R_{load} + R_{int}$ is the equivalent load resistance which is a combination of $R_{load}$, which represents the resistance of the external load, and $R_{int}$, which denotes the internal resistance of the coil. $L$ is the inductance of the harvesting coil and $\alpha$ is the electromechanical coupling coefficient and is commonly expressed as $\alpha = NBl$, where $N$, $B$, and $l$ are the number of coil turns, the average magnetic field strength, and the coil length, respectively. By using Newton’s second law, and introducing $y = x - \dot{z}$ as a new variable one may obtain the following electromechanical equation
where \(m\) is the mass of the magnet, \(c_m\) is the mechanical damping coefficient, \(k_1\) is the gain of the delay and \(\tau\) is the time delay. We introduce the following non-dimensional parameters:

\[
2\xi\omega = \frac{c_m}{m}, \quad \beta = \frac{k_3}{m}, \quad \gamma_2 = \frac{\gamma_3}{L}, \quad \gamma_3 = \frac{\alpha}{L}, \quad \hat{k}_1 = \frac{k_1}{m} \quad \text{where} \quad \omega = \sqrt{\frac{k}{m}} \quad \text{is the natural frequency of the energy harvester.}
\]

Next, we introduce a bookkeeping parameter \(\varepsilon\) and scale the following parameters:

\[
2\varepsilon \mu = 2\xi\omega, \quad \varepsilon \hat{\beta} = \beta, \quad F_1 = 2\varepsilon \hat{F}_1, \quad \gamma_1 = \varepsilon \gamma_1 \quad \text{where} \quad \gamma_1 = \frac{\alpha}{m}, \quad \text{and} \quad \hat{k}_1 = \varepsilon \hat{k}_1.
\]

By using the alternative non-dimensional parameters and reordering the parameters in Eqs. (13) and (14) we obtain the following equations

\[
\dddot{y} + 2\varepsilon \mu \ddot{y} + \omega^2 y + \varepsilon \hat{\beta} y^3 - \varepsilon \gamma_1 \dot{y}(t - \tau) + F_0 + 2\varepsilon \hat{F}_1 \cos(\Omega t)
\]

\[
\frac{di}{dt} + \gamma_2 i = -\gamma_3 \dot{y}
\]

Next, we solve the described equations analytically with the assistance of the multiple scale time method [57]. A solution to Eqs. (15) and (16) up to the second order approximation is sought in the form

\[
y(t) = y_0(t_0, T_1, T_2) + \varepsilon y_1(t_0, T_1, T_2) + \varepsilon^2 y_2(t_0, T_1, T_2) + O(\varepsilon^3)
\]

\[
i(t) = i_0(t_0, T_1, T_2) + \varepsilon i_1(t_0, T_1, T_2) + \varepsilon^2 i_2(t_0, T_1, T_2) + O(\varepsilon^3)
\]

\[
y(t - \tau) = y_{\tau} = y_{0\tau}(t_0, T_1, T_2) + \varepsilon y_{1\tau}(t_0, T_1, T_2) + \varepsilon^2 y_{2\tau}(t_0, T_1, T_2) + O(\varepsilon^3)
\]

where \(T_0 = t\) is the fast time scale and two other slow time scales are defined as \(T_1 = \varepsilon t\), \(T_2 = \varepsilon^2 t\), and \(O(\varepsilon^3)\) indicates the higher order terms. We omit the circumflex in the following equations for the sake of notational simplicity. The time derivatives in terms of variables \(T_i\) are formulated as [58]

\[
\frac{d}{dt} = D_0 + \varepsilon D_1 + \varepsilon^2 D_2 + O(\varepsilon^3)
\]

\[
\frac{d^2}{dt^2} = D_0^2 + \varepsilon^2 (D_1^2 + 2D_0D_2) + 2\varepsilon D_0 D_1 + O(\varepsilon^3)
\]

where \(D_i = \frac{\partial}{\partial T_i}\). Substituting Eqs. (17)-(21) into Eqs. (15) and (16) we obtain the following set of equations in the successive perturbation order:

\[
D_0^2 y_0 + \omega^2 y_0 = F_0
\]

\[
D_0 \dot{i}_0 + \gamma_2 \dot{i}_0 + \gamma_3 D_0 y_0 = 0
\]

\[
D_0^2 y_1 + \omega^2 y_1 = -2D_0 D_1 y_0 - \beta y_0^3 - 2\mu D_0 y_0 + \gamma_1 \dot{i}_0 + k_1 i_0 + 2F_1 \cos(\Omega t)
\]
The solution of Eqs. (22) and (23) is expressed in complex form as

\[ y_0(T_0, T_1, T_2) = A(T_1, T_2)e^{i\omega T_0} + \bar{A}(T_1, T_2)e^{-i\omega T_0} \]  
\[ i_0(T_0, T_1, T_2) = -\frac{y_3i\omega A(T_1, T_2)}{y_2 + i\omega}e^{i\omega T_0} + \frac{y_3i\omega A(T_1, T_2)}{y_2 - i\omega}e^{-i\omega T_0} \]

where \( A(T_1, T_2) \) and \( \bar{A}(T_1, T_2) \) are unknown complex conjugate functions. Substituting Eqs. (28) and (29) into Eqs. (24) and (25) yields

\[ D_0^2y_1 + \omega^2y_1 = -2i\omega(A' + \mu A) - \beta \left( 3A^2\bar{A} + \frac{3AF_0^2}{\omega^4} \right) - \frac{y_3i\omega A}{y_2 + i\omega} + k_1A e^{-i\omega T_0} + F_1 e^{i\sigma T_0} \]

where the prime denotes the derivative with respect to \( T_1 \) and CC denotes the complex conjugate of the terms on the right-hand side.

We now analyze and obtain the frequency responses of the energy harvester close to the primary resonance, i.e. \( \Omega = \omega + \varepsilon \sigma \), where \( \sigma \) is called a detuning parameter and acts to describe the proximity of \( \Omega \) to \( \omega \). After substituting the introduced detuning parameter into Eq. (30) and also eliminating the secular terms one can obtain

\[ -2i\omega(A' + \mu A) - \beta \left( 3A^2\bar{A} + \frac{3AF_0^2}{\omega^4} \right) - \frac{y_3i\omega A}{y_2 + i\omega} + k_1A e^{-i\omega T_0} + F_1 e^{i\sigma T_0} = 0 \]

Eliminating from Eq. (30) the secular generating terms we have the following solutions

\[ y_1(T_0, T_1, T_2) = \frac{\beta A^3}{8\omega^2} e^{3i\omega T_0} + \frac{\beta \bar{A}^3}{8\omega^2} e^{-3i\omega T_0} + \frac{\beta F_0\bar{A}^2}{\omega^4} e^{2i\omega T_0} - \frac{\beta F_0}{\omega^4} (3A\bar{A} + \frac{F_0}{2\omega^4}) \]  
\[ i_1(T_0, T_1, T_2) = 0 \]

Substituting \( A = \frac{1}{2}ae^{i\theta} \), where \( a \) and \( \theta \) are the amplitude and the phase of the modulation, respectively, into Eq. (31) and then separating the obtained equation into the real and imaginary components, one may obtain the two modulation equations as
\[
\frac{da}{dt} = -\mu a - \frac{y_1 y_2 y_3}{2(y_2^2 + \omega^2)} a - \frac{1}{2\omega} k_1 a \sin(\omega t) + \frac{F_1}{\omega} \sin \varphi \tag{34}
\]

\[
\frac{d\varphi}{dt} = a \sigma - \frac{3}{8\omega} \beta \left( a^3 + 4a \frac{F_0}{\omega^2} \right) - \frac{y_1 y_2 \omega}{2(y_2^2 + \omega^2)} a + \frac{1}{2\omega} k_1 a \cos(\omega t) + \frac{F_1}{\omega} \cos \varphi \tag{35}
\]

where \( \varphi = \sigma T_2 - \theta \).

By setting \( \frac{da}{dt} = 0 \) and \( \frac{d\varphi}{dt} = 0 \) in the above equations we obtain the steady-state responses. Eliminating the phase in the obtained results lead to the following algebraic equation in \( a \)

\[
C_3^2 a^6 + 2C_2 C_3 a^4 + \left( C_1^2 + C_2^2 \right) a^2 - f^2 = 0 \tag{36}
\]

where \( f = \frac{F_1}{\omega} \) and \( C_i \) are given in Appendix A.

The solution up to the first order can be written as \( y_0(T_0, T_1, T_2) = a \cos(\omega t + \theta) \) and \( i_0(T_0, T_1, T_2) = l \cos(\omega t + \theta - \arctan \frac{y_2}{\omega}) \) where \( l \) is the current amplitude and defined as

\[
l = \frac{y_3 \omega}{\sqrt{y_2^2 + \omega^2}} a \tag{37}
\]

One can obtain the average power as

\[
P_{av} = \frac{1}{2} \left( \frac{y_2 y_3 \omega^2}{y_2^2 + \omega^2} \right) a^2 \tag{38}
\]

where \( a \) is obtained from Eq. (36).

To analyze the stability and instability of the periodic responses we next linearize the steady-state solutions with respect to \( a \) and \( \varphi \). For this, the Jacobian Matrix for Eqs. (34) and (35) in terms of the physical parameters for the energy harvester is defined as

\[
J = \begin{bmatrix}
-\xi a - \frac{y_1 y_2 y_3}{2(y_2^2 + \omega^2)} - \frac{1}{2\omega} k_1 \sin(\omega t) & \frac{F_1}{2\omega} \cos \varphi \\
-\frac{3}{8\omega} \beta (a^3 + 4a \frac{F_0}{\omega^2}) - \frac{y_1 y_2 \omega}{2(y_2^2 + \omega^2)} a + \frac{1}{2\omega} k_1 \cos(\omega t) + \frac{F_1}{2\omega^2} \cos \varphi & -\frac{F_1}{2ao} \sin \varphi
\end{bmatrix} \tag{39}
\]

The system response is stable if all the real parts of the eigenvalues of the Jacobian Matrix, Eq. (39), are less than zero. Otherwise, the system response will be unstable.

4. Energy balance of the system

The studied energy harvester, shown in Fig. 1, consists of a delayed proportional feedback control that requires an actuator to provide the force. Thus the energy inventory of the proposed
energy harvester should be carefully assessed [55]. For this, we assume that a purely harmonic base motion of frequency $\Omega$ yields the following frequency response

$$x(t) = X\cos(\Omega t + \varphi)$$  \(40\)

where $X$ and $\varphi$ are the amplitude and phase, respectively. Then we assume that $y = x - z$, which is the relative motion between magnet A and base displacement, is

$$y(t) = Y\cos(\Omega t + \psi)$$  \(41\)

where $Y$ and $\psi$ are the amplitude and phase, respectively.

Now we obtain the power harvested by the transducer as

$$P_{\text{gen}} = a\dot{y}^2 = a\Omega^2Y^2\sin^2(\Omega t + \psi)$$  \(42\)

and the corresponding energy generated per cycle is

$$E_{\text{gen}} = a\Omega^2Y^2 \int_0^T \sin^2(\Omega t + \psi)\, dt = \frac{a\Omega^2Y^2\pi}{\Omega}$$  \(43\)

where $T = 2\pi/\Omega$ denotes the period of oscillation. One may obtain the average power per cycle as follows

$$P_{\text{gen}}^{\text{av}} = \frac{a\Omega^2Y^2}{2}$$  \(44\)

Next, we obtain the power required for the active control as

$$P_{\text{act}} = k_1x(t - \tau)\dot{y}(t) = -k_1YX\Omega\sin(\Omega t + \psi)\cos(\Omega t + \varphi - \Omega\tau)$$  \(45\)

Following the same procedure, one can obtain the average power consumption per cycle as

$$P_{\text{act}}^{\text{av}} = \frac{k_1YX\Omega\sin(\Omega\tau + \psi - \varphi)}{2}$$  \(46\)

In next section, we use Eqs. (44) and (46) to confirm that the harvestable power can be much larger than the consumed power which makes the proposed concept feasible. Then, by using Eqs. (36) and (38), we study the influence of the different parameters on the scavenged power and the vibration amplitude.

5. Results and Discussions

Figure 2 shows the variation of the generated, consumed and harvested (generated minus consumed) powers with respect to the normalized excitation frequency for the delay parameters $k_1 = 4$ and $\tau = 0.4131$. As can be seen, the potential harvested power increases monotonically.
as the excitation frequency increases. In addition, Fig. 2 shows that the actuator power requirement is quite small and indicates the benefit of power harvesting by using a time delay in the studied system.

Fig. 2 Average powers vs. normalized excitation frequency for the delay parameters $k_1 = 4$ and $\tau = 0.4131$.

Next, the influence of different parameters on the system’s frequency responses are presented. First, we plot the stability map of the system in the domain of the delay and its gain, i.e. $\tau$ and $k_1$. For this, we obtain the characteristics of the system based on the analytical solution from the first order approximation (Eqs. (34) and (35)) as

$$\lambda^2 + Tr(f)\lambda + Det(f) = 0$$

where the trace $Tr(f)$ and determinant $Det(f)$ of the first order Jacobian Matrix (Eq. (38)) are obtained as

$$Tr(f) = 2\left(\frac{C_1}{2\omega}\right)^2$$

$$Det(f) = \left(\frac{C_1}{2\omega}\right)^2 + C_2C_6$$

where $C_{i=4,5,6}$ constants are defined as

$$C_4 = 2\omega^2 + \frac{Y_1 Y_2 Y_3}{\gamma_2^2 + \omega^2} + k_1 \sin(\omega\tau)$$

$$C_5 = \sigma - \frac{3\beta}{8\omega} (3a^2 + 4\frac{F_0^2}{\omega^4}) - \frac{Y_1 Y_3}{\gamma_2^2 + \omega^2} a + \frac{1}{\omega} k_1 \cos(\omega\tau) a$$

$$C_6 = \sigma - \frac{3\beta}{8\omega} (3a^2 + 4\frac{F_0^2}{\omega^4}) - \frac{Y_1 Y_3}{\gamma_2^2 + \omega^2} a + \frac{1}{2\omega} k_1 \cos(\omega\tau) a$$
Substituting Eqs. (50)-(52) into Eqs. (48) and (49) one can obtain $Tr(f)$ in its simplest form as

$$Tr(f) = 2\xi \omega^2 + \frac{\gamma_1 \gamma_2 \gamma_3 \omega}{\gamma_2^2 + \omega^2} + k_1 \sin(\omega \tau)$$

Notice that $Tr(f)$ is independent of the nonlinearity and the resonance amplitude, and hence $Tr(f)$ does not depend on the excitation frequency and its amplitude. On the basis of this explanation, the regions of the Single Periodic Solutions (SPS) and the Multiple Periodic Solutions (MPS) of the original system for the arbitrarily-selected parameters $d_0 = 19.53$ mm, $m = 19.5$ g, $\xi = 0.115$, $\gamma_1 = 397.4872$, $\gamma_2 = 5.9891 \times 10^3$, and $\gamma_3 = 0.0464$ are shown in Fig. 3. In the SPS region there exists a single stable periodic solution, whereas in the MPS region both stable and unstable periodic solutions exist, and in practice the system would converge to one of the stable solutions. In addition, one can obtain the critical values of the delay gain ($k_{cr}$) from Eq. (53) as

$$k_{cr} = \omega(2\xi \omega + \frac{\gamma_1 \gamma_2 \gamma_3}{\gamma_2^2 + \omega^2})$$

According to Eqs. (53) and (54), and considering that $\sin(\omega \tau) < 1$, if $k_{cr} > k_1$ the system has stable solutions, otherwise the system response would be influenced by the time delay $\tau$.

![Stability map of the periodic solutions in the domain (k, \tau) for parameters d_0 = 19.53 mm, m = 19.5 g, \xi = 0.115, \gamma_1 = 397.4872, \gamma_2 = 5.9891 \times 10^3, and \gamma_3 = 0.0464. SPS: Single Periodic Solution, MPS: Multiple Periodic Solution.](image)

Next, we study the influence of several points chosen from the SPS and MPS regions in Fig. 3 on the vibration and power amplitudes. Figure 4 shows the influence of the time delay gain chosen from the MPS region (for $\tau = 0.4131$) in Fig. 3 on the frequency response of the
vibration and power amplitudes. The physical parameters are assumed to be the same as in Fig. 3. The unstable solutions are shown in red whereas the stable solutions are denoted with the colors other than red. The response exhibits a hardening spring-type behavior, and there are multiple solutions in the frequency response curves. The energy harvester response settles on either the stable or unstable branch depending on the initial conditions. Therefore, the energy harvester can experience nonlinear dynamical behaviors such as the jump phenomena and hysteresis in this region. It is seen that the vibration amplitude and power amplitude varies with different values of the time delay gain. Also, it is seen that the system has nonlinear hardening behavior for time delay gains of \( k_1 = 0 \) and \( k_1 = 4 \). Further increases in the time delay yields a system response with a linear behavior which results in a significant drop in the vibration and power amplitudes. The results highlight the key influence of the time delay gain on the system responses.

![Fig. 4 Influence of the time delay gain \( k_1 \) chosen from the MPS region (\( \tau = 0.4131 \)) on the (a) vibration and (b) power amplitudes.](image)
Figure 5 shows the influence of the different values of the time delay gains chosen from the SPS region ($\tau = 0.75$) on the vibration and power amplitudes, for similar conditions to Fig. 4. It is seen that as the time delay gain is increased the instability and hysteresis regions in the system responses disappear. In addition, the system responses are changed from a hardening behavior without time delay to a linear behavior as the time delay gain increased. Also, a significant drop in the vibration and power amplitudes is observed: the vibration amplitudes are 0.0122 and 0.007 without the time delay and with a delay gain of $k_1 = 4$, respectively, which exhibits a significant reduction of 74.3% in the vibration amplitude.

The influence of the distance between the magnets without the time delay and with a time delay chosen from the SPS and MPS regions on the vibration and power amplitudes are shown in Fig. 6. The red color indicates the unstable responses, whereas the stable responses are shown in colors other than red. It is seen that without the time delay and for small values of $d_0$ the system has a linear behavior. Increasing $d_0$ shifts the resonance frequency to the right which leads to a nonlinear hardening behavior for the system. Also, increasing $d_0$ results in higher vibration and power amplitudes. For example, when the distance between magnets is equal to 15 mm the vibration and power amplitudes are now 3.22mm and 0.0125$\mu$W, respectively, and the resonance frequency for the corresponding vibration and power amplitudes occur at a frequency ratio of 1:1. Changing $d_0$ from 15mm to 20mm significantly affects the system’s responses. For example, the vibration and power amplitudes are now 14mm and 0.053$\mu$W, respectively, which occur at frequency ratios of 1.948 and 1.9, respectively. Comparison of the output power for $d_0 = 15$mm and $d_0 = 20$mm indicates a 324% increase in the scavenged power for $d_0 = 20$mm. Figure 6(c) and (d) show the vibration and power frequency responses with a time delay of $\tau = 0.75$ chosen from the SPS region for a delay gain of $k_1 = 4$. Increasing $d_0$ results in an increase in the vibration amplitude and interestingly a decrease in the output power. Varying $d_0$
from 15 mm to 20 mm changes the natural frequency of the system from 82 rad/s to 40 rad/s. Since $\omega$ appears in the average power coefficient (Eq. (38)), it affects the average power significantly and causes a decrease in the output power if $d_0$ is changed from 15 mm to 20 mm. Also, for this case it is seen that the system has a nonlinear hardening behavior even for the small values of $d_0$, in contrast to the system without a time delay which has a linear behavior as discussed earlier. Comparison of the output power between the systems with and without time delay parameters chosen from the SPS region reveals the importance of the time delay in the studied energy harvester. For example, when $d_0 = 15\text{mm}$ the output power without a time delay is $0.0125\mu\text{W}$ while it is $0.0539\mu\text{W}$ (a $331.2\%$ increase) with a time delay. Also, the effect of the distance between magnets on the frequency response of the vibration and power amplitudes with a time delay of $\tau = 0.4131$ chosen from the MPS region for the delay gain of $k_1 = 4$ is studied in Fig. 6(e) and (f). For $d_0 = 20\text{mm}$ a significant increase in the resonance frequency occurs compared to the system without a time delay and with time delay parameters chosen from the SPS region. This enables the system to harvest more power over a broad range of excitation frequencies away from the primary resonance frequency.
Fig. 6 Influence of the distance between the magnets $d_0$ on the vibration and power amplitudes: (a, b) without time delay, (c, d) with time delay $k_1 = 4$ chosen from the SPS region ($\tau = 0.75$), and (e, f) with time delay $k_1 = 4$ chosen from the MPS region ($\tau = 0.4131$).

Since we are trying to design a system that can maximize the harvested energy and minimize the mechanical displacement simultaneously, we define the so-called Perfection Rate (PR). The PR summarizes both electrical-based and mechanical-based performance in a variable defined as [59, 60]:

$$PR(\%) = (WF_1 \times \frac{P_{rms}}{P_{max}} + WF_2 \times \frac{a_{rms}}{a_{max}}) \times 100$$ (55)

where $WF_1$ and $WF_2$ are weighting factors for the power-based and vibration-based objectives, respectively. $P_{rms}$ and $a_{rms}$ are the root-mean-squares of the output power and vibration,
respectively, and $P_{max}$ and $a_{max}$ are the maxima of the output power and vibration, respectively. The weighting factors are in the range of the zero to one and their sum is equal to one ($WF_1 + WF_2 = 1$). We select three different arbitrarily selected values for the $WF_1$ to show the importance of the output power or vibration. These values are selected as $WF_1 = 0.2$ (to show the importance of the vibration), $WF_1 = 0.8$ (to demonstrate the significance of the output power). Also, $WF_1 = 0.5$ entails equal importance to the output power and vibration. The best value of $d_0$ for the physical and electrical parameters of $F_0 = 2\, \text{m/s}^2$, $F_1 = 5\, \text{m/s}^2$, $R_{eq} = 188\Omega$, $\alpha = 7.751$ and $L = 167$ is shown in Table 1. The highest perfection rate occurs for $WF_1 = 0.2$, $k_1 = 4$, and $\tau = 0.4131$ when $d_0 = 15\, \text{mm}$. The presence of the time delay and for the delay parameters chosen in the MPS region not only produces more power, but also suppresses the vibration better than without the time delay or with delay parameters chosen from the SPS region. In addition, as shown in Table 1, for any selected values of $WF_1$, the parameters $k_1 = 4$, $\tau = 0.4131$ and $d_0 = 15\, \text{mm}$ lead to the best perfection rate.

**Table 1** Best values for $d_0$ to have maximum perfection rate.

<table>
<thead>
<tr>
<th>Delay parameters</th>
<th>$d_0$(mm)</th>
<th>$WF_1 = 0.2$</th>
<th>$WF_1 = 0.5$</th>
<th>$WF_1 = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without delay ($k_1 = 0$)</td>
<td>15</td>
<td>55.1408</td>
<td>51.2454</td>
<td>47.3501</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>55.1359</td>
<td>51.2333</td>
<td>47.3307</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>55.1353</td>
<td>51.2317</td>
<td>47.3281</td>
</tr>
<tr>
<td>$k_1 = 4$, $\tau = 0.4131$</td>
<td>15</td>
<td>55.1429</td>
<td>51.2508</td>
<td>47.3586</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>55.1353</td>
<td>51.2317</td>
<td>47.3282</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>55.1353</td>
<td>51.2317</td>
<td>47.3281</td>
</tr>
<tr>
<td>$k_1 = 4$, $\tau = 0.75$</td>
<td>15</td>
<td>55.1375</td>
<td>51.2372</td>
<td>47.3363</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>55.1363</td>
<td>51.2341</td>
<td>47.3320</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>55.1373</td>
<td>51.2366</td>
<td>47.3360</td>
</tr>
</tbody>
</table>

Figure 7 shows the influence of the time delay parameters on the output power for different values of the excitation frequencies while varying the external load resistance for different delay parameters chosen from the SPS and MPS regions and without delay. The excitation frequency and time delay parameters can significantly influence the output power. The maximum output power occurs at optimum external load resistances of 2.7 k$\Omega$, 10.34 k$\Omega$ and 7.8 k$\Omega$ for the excitation frequencies of $\Omega/\omega = 0.46$, $\Omega/\omega = 1.46$ and $\Omega/\omega = 1$, respectively, for any values of the delay parameters. The maximum scavenged power occurs at $\Omega/\omega = 1$ and is equal to
24.1μW, 70μW and 55μW for the delay parameters of $k_1 = 4$, $\tau = 0.75$ and $k_1 = 4$ and $\tau = 0.4131$ and without delay, respectively. It can be concluded that choosing delay parameters from the MPS region can increase the output power without changing the optimum load resistance.

![Graph a](image1)
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*Fig. 7 Variation of the average output power versus load resistance for (a) $k_1 = 4$ and $\tau = 0.75$ (b) $k_1 = 4$ and $\tau = 0.4131$ and (c) without time delay.*

Figure 8 illustrates the effect of the cubic nonlinear parameter of the exerted force between magnets ($\beta$) on the frequency response of the vibration and power amplitudes. The figure highlights the importance of the nonlinearity as opposed to a linear characteristic and shows...
results for $k_1 = 4$, $\tau = 0.4131$, $d_0 = 19.53\text{mm}$, $R_{eq} = 188\Omega$. It is seen that the frequency response curves for $\beta \neq 0$ are bent to the right, which depicts a hardening behavior. In addition, there exists three equilibria, two of which are stable and the other one is unstable. Also, due to the existence of the stable and unstable manifolds in the multi-valued frequency response curves, bifurcation occurs in the system. The stable branches meet the unstable branch at the fold bifurcation points A, B, C, D, and E. Furthermore, when the nonlinear model is excited by forward and backward frequency sweeping, the result is the nonlinear behaviors of jumps and hysteresis. The influence of $\beta$ on the frequency response of the system is significant and this parameter remarkably alters the locus of bifurcation points and the hysteresis region.

![Graph](image)

Fig. 8 Influence of the nonlinear parameter $\beta$ of the exerted force between magnets on the (a) vibration and (b) power amplitudes for $k_1 = 4$, $\tau = 0.4131$, $d_0 = 19.53$, $R_{eq} = 188\Omega$.

Figure 9 shows the influence of the excitation amplitude on the vibration and power amplitudes for different values of the time delay parameters chosen from the SPS and MPS regions. For each value of the time delay parameters, increasing the excitation amplitude results in a rise in the vibration and power amplitudes monotonically. High excitation amplitudes result in an extended range of large amplitude responses that are obtained by engaging the nonlinearity of the system. Also, for the excitation amplitude of $F_1 = 5\text{m/s}^2$, and for the time delay parameters selected as $k_1 = 4$ and $\tau = 0.4131$, the system is capable of harvesting more energy over a broad range of excitation frequencies, in contrast to the time delay parameters chosen as $k_1 = 4$ and $\tau = 0.75$. Thus, the system with time delay parameters chosen from the MPS region is capable of engaging nonlinearities and relocates the peak resonance away from linear resonance. Thus, for this case, the ability to tune the restoring forces becomes an essential consideration for applications with either fixed or varying excitations.
Figure 9 Vibration and power amplitudes for different values of the excitation amplitude for (a, b) $k_1 = 4$ and $\tau = 0.75$ (c, d) $k_1 = 4$ and $\tau = 0.4131$.

Figure 10 investigates the influence of the time delay gain $k_1$ on the vibration amplitude as the base excitation amplitude is selected from two different points in the SPS and MPS regions, and the other parameters are arbitrarily selected as $\frac{\Omega}{\omega} = 1$, $R_{eq} = 0.5k\Omega$ and $d_0 = 19.53$mm. The vibration amplitude increases as the base excitation amplitude is increased and there exists only one stable solution regardless of the excitation amplitude. For the SPS region, Fig. 10(b), the biggest vibration amplitude occurs at the smallest $k_1$. Thus, the time delay suppresses the vibration. A different scenario happens for the points selected in the MPS regions, shown in Fig. 10(a). For a delay gain of $0 \leq k_1 \leq 4$, the largest vibration amplitude occurs at the largest value of the delay gain $k_1$. This means that if $k_1 < k_{cr}$ the external force acts like an actuator that
additionally stimulates vibrations and when $k_1$ crosses $k_{cr}$ the solution loses its stability. However, as we continue to increase the delay gain it is observed that the control feedback again suppresses the vibration amplitude, as explained for the Fig. 10(b) case.

![Fig. 10](image_url) In Fig. 10, Influence of the time delay gain $k_1$ on the vibration amplitude versus base excitation amplitude for (a) time delay $\tau = 0.4131$ chosen from the MPS region and (b) time delay $\tau = 0.75$ chosen from the SPS region, for $\frac{\Omega}{\omega} = 1$, $R_{eq} = 0.5k\Omega$ and $d_o = 19.53mm$.

A similar example to Fig. 10, for a different excitation frequency of $\frac{\Omega}{\omega} = 1.42$, is shown in Fig. 11. It is seen that for some values of the delay gains chosen from the MPS (Fig. 11(a)) and SPS (Fig. 11(b)) regions there exist two stable and one unstable solutions, whereas for some other delay gains there exist only one stable solution. For example, with the delay gain $k_1 = 4$ and for both the SPS and MPS regions, a force sweep leads to jumps and hysteresis in the response. For $k_1 = 8$ and for both the SPS and MPS regions, there just exists one stable nontrivial solution for the system. For these cases, the delay gain increases the response monotonically as $F_1$ increases and neither a jump nor a hysteresis occurs in the system. In addition, when the delay gain is equal to $k_1 = 6$, it is seen that for the point chosen from the MPS region there exists two stable and one unstable solutions, whereas for the point chosen from the SPS region there exists only one stable solution.
In the presented paper, time delay in a nonlinear magnetic levitation system is introduced for both energy harvesting and vibration suppression. To study the influence of the time delay on the vibration and power amplitude, we plotted the stability map of the system in the domain of the delay parameters. The results show there are two kinds of responses: Single Periodic Solution (SPS) and Multiple Periodic Solution (MPS). Next, we choose different points from the SPS and MPS regions to study the effect of the introduced time delay on the vibration and power amplitudes. It was observed that the points chosen from the MPS region results in more power generated over a broad range of excitation frequencies. Also, for the points chosen from the MPS region, increasing the delay gain first increases the vibration and power and then decreases it. This means that there is an optimum value for the delay gain. In contrast, for a point chosen from the SPS region, it was shown that increasing the delay gain decreases the vibration and power monotonically. Furthermore, the influence of the distance between the magnets on the frequency responses of the vibration and power amplitudes was studied. It was shown that, without the time delay, increasing the distance between the magnets increases the output power and also extends the frequency range where more power could be scavenged. However, with the time delay and for a point chosen from the SPS region, it was shown that the maximum vibration does not necessarily occur simultaneously with the maximum power. It was shown that increasing the distance between the magnets increases the vibration amplitude and decreases the output power. Also, to design the optimum system with the maximum power and minimum vibration the so-called Perfection Rate (PR) was introduced. The effect of the distance between the magnets on the PR for different values of the time delay parameters was studied. The optimum values for the time delay parameters and the distance between magnets were calculated in a way to have the...
maximum value for the PR. The effect of the external resistance load on the output power was studied. It was shown that there is an optimum external load resistance to generate the maximum output power and the optimum values were given.

Appendix A

\[ C_1 = \mu + \frac{y_1 y_2 y_3}{2(y_2^2 + \omega^2)} + \frac{1}{2\omega} k_1 \sin(\omega \tau) \] (56)

\[ C_2 = -\sigma + \frac{3\beta P_0^2}{2\omega^5} + \frac{y_1 y_3 \omega}{2(y_2^2 + \omega^2)} - \frac{1}{2\omega} k_1 \cos(\omega \tau) \] (57)

\[ C_3 = \frac{3\beta}{8\omega} \] (58)
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