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Abstract—This paper proposes a deep learning framework where wavelet transforms (WT), 2-dimensional Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM) stacked autoencoders (SAE) are combined towards single-step time series prediction. Within the framework, the input dataset is denoised using wavelet decomposition, before learning in an unsupervised manner using SAEs comprising bidirectional Convolutional LSTM (ConvLSTM) layers to predict a single-step ahead value. To evaluate our proposed framework, we compared its performance to two (2) state-of-the-art deep learning predictive models using three open-source univariate time series datasets. The experimental results support the value of the approach when applied to univariate time series prediction.
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I. INTRODUCTION

Time series prediction is typically considered as a challenging task, which applies to many fields of endeavour. In the financial sector, analysts are tasked to predict stock market prices, exchange rates, loan default rate, or stock market indices. For instance, electricity generation and distribution companies require predictions of load demand to enable efficient electricity generation and distribution. Similarly, in traffic management, there is a need to predict one or more traffic parameters to manage the traffic situation effectively. A common theme in the problems listed above revolves around the need to analyse past and/or current observations of a variable (or variables) to predict the values of future observations. Due to the broad significance and multidisciplinary application of time series, there has been an increase in research studies targeted at the development of techniques for making accurate time series predictions.

A number of techniques and algorithms have been proposed for time series prediction, such as linear models, which include (but are not limited to) Auto-Regressive Integrated Moving Average (ARIMA) and its variants [1], support vector machines [2], statistical analysis [3] and, more recently, deep non-linear neural network algorithms like Recurrent Neural Networks (RNN) [4], LSTMs [5] and CNNs [6], which have been applied in many areas such as in financial prediction [7], [8], traffic prediction [9]–[11], machine fault prognosis/diagnosis [12] and anomaly detection [13], [14]. Although ARIMA and ARIMA-based model variants such as Seasonal ARIMA (SARIMA) [1], Vector ARIMA (ARIMAX) [15] have shown promising signs when applied towards univariate and multivariate time series prediction, they however show vulnerabilities when applied to non-linear, sequential, or time series data, such as traffic and stock prediction [9]. In recent literature, the trend is inclined towards the use of deep learning algorithms for short to medium-term time series forecasting. This is mainly due to the performance of such models in extracting robust features in time series data while preserving the temporal/sequential dimension of time series data, which results in improved predictive accuracy with compared to traditional and non-linear machine learning algorithms [16], [17].

Broadly speaking, three main approaches for deep learning are popular in literature – convolutional neural networks (CNNs) [18], deep belief networks (DBNs) [19], and stacked autoencoders (SAEs) [20]. Extant studies have exhaustively studied these three broad categories, with a number of novel algorithms, frameworks, and approaches proposed in the last decade. For instance, a stacked autoencoder framework was proposed in [21] for stock market prediction. Similarly, the authors in [22] presented a bidirectional convolutional LSTM model for hyperspectral image classification. While recent research has resulted in many accurate time series prediction algorithms, there are still opportunities for the development and application of new algorithms and methodologies. This paper, therefore, aims to contribute to the growing time series prediction research community by proposing a deep learning framework comprising bidirectional ConvLSTM stacked autoencoders for univariate time series prediction.

Our proposed framework comprises of three distinct stages: (i) Wavelet Decomposition/Transformation, (ii) Stacked AutoEncoders (SAE), and (iii) 2-Dimensional bidirectional ConvLSTMs. The SAE architecture, which also serves as a dimensionality reduction technique, performs feature extraction and sequence learning from the time series input data in an unsupervised manner. The approach proposed in this study differs from extant related studies by utilizing a
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Fig. 1: Flowchart of proposed framework
2-dimensional bidirectional ConvLSTM architecture in which the input time series are learned in an unsupervised manner by the 2-dimensional Convolutional stacked autoencoder layers. The hybrid ConvLSTM architecture is a well-known technique [23] for accurately predicting time series. LSTMs are a type of recurrent neural networks (RNN) that have forgotten gates, which provide control to the model in terms of what to forget/remember in a time series or sequential learning process [24]. Studies [10], [13] have shown that LSTMs outperform traditional RNNs in time series prediction, which justifies its use within our framework. Wavelet decomposition can also be used as a denoising strategy in time series data and has been widely used in filtering/mining signals [25]. Within our proposed framework, we use WT for denoising the input time series before learning using the ConvLSTM-based deep learning framework. The proposed model, which is a combination of WT, SAE, and 2-D-ConvLSTM, will be hereafter referred to as the 2DWSAE. The novelty of our approach lies in the application of 2-dimensional bidirectional ConvLSTM bidirectional stacked autoencoders and wavelet denoising towards time series prediction.

To test our framework, we selected three (3) openly available univariate time series datasets: (i) The Chickenpox dataset, (ii) minimum daily temperatures dataset and (iii) PeMS daily traffic flow dataset. The dataset contains 51,840 observations of traffic flow. It is important to mention here that our framework is tested for generalization on the three datasets, as opposed to extant studies that validate on a single dataset. We also benchmark the performance of 2DWSAE against two (2) state-of-the-art time series prediction models in literature. The models are: (i) CNN-LSTM Autoencoder (CNN-LSTM-SAE) and (ii) 2D Convolutional LSTM (2DConvLSTM). The CNN-LSTM-SAE is a gold-standard time series prediction model that has been applied in various fields such as in machine health [26], solar irradiance forecasting [27], stock prediction [28] and fault diagnosis [26], [29]. Similarly, the ConvLSTM has been applied in time series prediction [30]–[32].

The remainder of this paper is organized as follows. Section II presents our framework methodology and technical background of key concepts. In Section III, we describe the datasets used, while Section IV discusses the experimental setup including model description and implementation environment. The results are presented in Section V, while we conclude and discuss future work in Section VI.

II. METHODOLOGY

Fig. 1 depicts the flowchart of the proposed 2DWSAE model for single-step prediction from time series input data. The framework comprises three stages: (1) input data pre-processing and transformation using wavelet decomposition, which is a denoising strategy applied to decompose the time series and eliminate noise; (2) stacked autoencoders, which represent a deep learning architecture by training on a dataset in an unsupervised learning method; (3) a bidirectional 2D ConvLSTM in order to extract features of the input data and learn sequentially. We present further descriptions about the distinct stages in the next paragraphs.

A. Continuous Wavelet Transformation (CWT)

A wavelet can be defined as a function with zero mean and one that is localized in both the frequency and time domains [33]. Wavelet transformation is typically applied in time series data denoising as it is able to handle non-stationary time series data [33]. A key characteristic of wavelet transformation is the simultaneous analysis of frequency components with time, a property lacking in the also popular Fourier transformation [34]. The Fourier transform uses a series of sine-waves with different frequencies in order to analyze an input signal. In other words, the input signal is represented via a linear combination of sine-waves. The wavelet transform uses a series of ‘wavelets’, which are small waves in order to decompose or transform the dataset. In this way, the wavelet transform is able to preserve the time factor of the time series data, instead of decomposing the input data into a frequency-based output as is applicable in the Fourier transform. Mathematically, the WT of a continuous time series $f(t)$ is given by the following equation:

$$X_\omega(a,b) = \frac{1}{a} \phi \left( \frac{t-b}{a} \right)$$  \hspace{1cm} (1)

Where $\phi(t)$ represents a continuous function both in the time and frequency domain, $a$ and $b$ represent the scale and translation factor respectively.

B. Deep Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM)

Recurrent Neural Networks (RNNs) [4] constitute a class of traditional neural networks that extend the functionality of neural networks by preserving the temporal dimension of sequential data (for instance, time series). Unlike traditional feedforward neural networks, RNNs add a loop or ‘recurrent’ component in order to connect the neuron to itself and unfold it as many times such that it is able to produce a probability distribution in the sequential data. RNNs have hidden states that are updated by the sequential information obtained from a time series with an output that is dependent on the hidden states. Fig. 2 shows the mechanism of an RNN being unfolded into a network. $U$ and $V$ represent the weights of the hidden layer and output layer respectively, while $W$ represents the transition weights of the hidden state.

In Fig. 2, let us consider an input vector $x_t$ at time $t$. Also, let $s_t$ represent the hidden state of the RNN at time $t$, which is calculated as the element-wise product of the input vector and the previous hidden state. Therefore, the hidden state at time $t$, given its previous hidden state $h_{t-1}$ is calculated using (2) below.

$$h_t = \sigma(W_{hx}x_t + W_{hh}h_{t-1} + b)$$ \hspace{1cm} (2)

Where $W_{hx}$ represents the weight between the input and recurrent hidden nodes, $W_{hh}$ represents the weight between the recurrent node and the previous time step of the hidden node itself, $b$ and $\sigma$ represent bias and non-linear (sigmoid) activation respectively.

Although RNNs perform better in sequential datasets, they still have issues yet to be addressed [35]. As can be seen from equation (2), the recurrent hidden node with respect to itself
approaches zero as the time interval increases. This leads to a situation referred to as diminishing gradient [36], [37], a vulnerability that is encountered when using RNNs for long-term time series modelling. To resolve this, German engineers Hochreiter and Schmidhuber [24] proposed the Long Short-Term Memory (LSTM) RNN, which had the primary objective of modelling long-term time dependencies in time series. The LSTM model replaced the recurrent hidden unit with a memory cell. The memory cell contains a node with itself connected to the recurrent edge of a fixed weight node, thereby ensuring that the gradient survives longer time steps without vanishing. The representation of the LSTM having one memory block is depicted in Fig. 3. It can be observed from Fig. 3 that the memory block contains input, output, and forget gates, which respectively represent write, read, and reset functions on each cell. The multiplicative gates allow the memory block to store information over long periods, thereby ensuring that the gradient survives longer time steps without vanishing. The representation of the LSTM having one memory block is depicted in Fig. 3. It can be observed from Fig. 3 that the memory block contains input, output, and forget gates, which respectively represent write, read, and reset functions on each cell. The multiplicative gates allow the memory block to store information over long periods, thereby eliminating the vanishing gradient problem commonly observed in traditional neural network models [36].

Consider a time-series input sequence denoted by \( x = x_1 + x_2 + x_3 \ldots x_t \) and output sequence of \( y = y_1 + y_2 + y_3 \ldots y_t \), where \( t \) is the prediction horizon. The LSTM automatically computes the predicted output in the next time step using the historical information supplied, without predetermining the lag observations to use. The following set of equations are performed by the model and enables the model to predict the output variable:

\[
\begin{align*}
i_t &= \sigma(W_{ix}x_t + W_{ih}h_{t-1} + W_{ic}c_{t-1} + b_i) \\
f_t &= \sigma(W_{fx}x_t + W_{fh}h_{t-1} + W_{fc}c_{t-1} + b_f) \\
c_t &= f_t c_{t-1} + i_t g(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \\
o_t &= \sigma(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_t + b_o) \\
h_t &= o_t h(c_t)
\end{align*}
\]

Where \( W \) and \( b \) represent the weight matrix and bias vector respectively and \( \sigma(.) \) denotes a standard logistic sigmoid function defined as:

\[
\begin{align*}
\sigma(x) &= \frac{1}{1 + e^{-x}} \\
g(x) &= \frac{4}{1 + e^{-x}} - 2 \\
h(x) &= \frac{2}{1 + e^{-x}} - 1
\end{align*}
\]

Where \( g(.) \) and \( h(.) \) are the respective transformations of the sigmoid function above. The variables \( i, f, o, \) and \( c \) are the input gate, forget gate, output gate, and cell activation vector respectively. This particular characteristic makes LSTM a reliable and accurate model for use in time series analysis and traffic prediction.

C. Convolutional LSTM

A convolutional LSTM or ConvLSTM is a variant of the LSTM that replaces the fully-connected layer operators with convolutional operators [38]. Fig. 4 represents the structure of the ConvLSTM model. The left hand image represents the conventional LSTM memory cell, which appears to be zoomed in on the convolution layers of the right hand side. Within the LSTM memory cell, the \( \oplus \) and \( \otimes \) operators refer to the matrix addition and dot product operators respectively. Therefore, by replacing the convolution operators with an LSTM memory cell, the ConvLSTM is able to know what information is to be ‘remembered’ or ‘forgotten’ from the previous cell state, using its forget gate. Similarly, the ConvLSTM also decides what information is to be stored in the present cell state. The process of the ConvLSTM is described in a similar manner to the equations (3) - (7) used for the LSTM memory cell computation.

D. Stacked Autoencoders

In its simplest form, an autoencoder is a type of feedforward network in which the input is the same as the output. In other words, autoencoders compress the input vector into a lower-dimensional code and attempt to reconstruct the output from this given representation. Fig. 5 represents the basic structure of an autoencoder. As can be seen, the autoencoder consists of three major components: the encoder, the code, and the decoder. The functions of these elements are as easy as their respective names suggest. The encoder compresses the input to a ‘latent space’ to produce the code, which is then decoded by the decoder. In other words, the output is reconstructed from the code using the decoder.

The stacked autoencoder is a stack of autoencoders and, just like autoencoders, learn in an unsupervised manner. In this study, the stacked autoencoders are represented by the bidirectional 2-dimensional ConvLSTM architectures discussed in the previous section and depicted in fig. 4. The learning process involves layer-wise training in order to minimize the error between input and output vectors. The activation function applied within the hidden units is the Rectified Linear Unit (ReLU), which is mathematically defined by (11).

\[
g(z) = \max(0,z)
\]

Fig. 4: Basic structure of the Convolutional LSTM
The subsequent layer of the autoencoder is the hidden layer of the previous one, with each of the layers using an optimization function, which is the squared reconstruction error \( f \) of the individual autoencoder layer described in (12).

\[
\text{argmin}_{W_1, b_1, W_2, b_2} \frac{1}{2} [\sum_{i=1}^{m} \|x_i^j - x_i^j\|^2 + J_{\text{reg}} + J_{\text{sp}}]
\]

Where \( f \) represents the squared reconstruction error of the single autoencoder layer, \( x_i \) and \( x_i^j \) respectively represent the \( i \)th value of the input vector as well as its corresponding reconstructed version. \( m \) represents the training dataset size, corresponding to the length of the input time series.

III. DATA DESCRIPTION

In this section, we present details about the dataset description, as well as the data resources.

A. Chickenpox dataset

The chickenpox dataset is a univariate timeseries of monthly chickenpox instances over a period of 42 years. The chickenpox dataset is obtainable online1.

B. Daily minimum temperature in Melbourne Australia

This dataset contains 3,650 observations of the daily minimum temperature in Melbourne, Australia from 1981-1990. This dataset can be obtained online2.

C. PeMS daily traffic flow dataset

This dataset contains 5-min aggregated traffic flow from the California Department of Transportation PEMS website. The dataset contained 51,840 observations of traffic flow. This dataset is publicly available online3. The sample period spanned from 01/01/2013 to 30/06/2013, representing 180 days of 5-min aggregated traffic flow.

IV. EXPERIMENTAL SETUP

For this study, we used the prediction setup described in [9]. In particular, the procedure involves the application of an overlapping sliding window approach for reconstructing the input time series from a univariate time series to a supervised learning format. A sliding window size of 12 was used, with the last 12 lags (previous time steps) used as input timesteps in order to predict a single step ahead. The time shift factor was also unity, with the sliding window being shifted a single step forward per window/observation. The subsequent dataset was then split into training and testing datasets using a ratio of 70:30 for train and test partitions respectively. Finally, the respective datasets were exposed to the models for learning to perform single-step prediction on the test subsets of the respective datasets.

A. Model Description

The proposed model incorporates a bidirectional 2DConvLSTM stacked autoencoder architecture. The LSTMs used within the framework are bi-directional (the hidden layer of the previous layer serving as the visible/input layer of the next layer) each had 200 hidden units. For all inter-connected layers (except the output layer), the activation function utilized was the Rectified Linear Unit (ReLU), which introduced non-linearity to the learning process, and is defined according to equation (11). The performance of deep learning networks is dependent on key parameters that must be predetermined. Some of the parameters are: model depth (i.e. hidden layer size), model width (i.e. number of units within each hidden layer), number of epochs/iterations for training, batch size, dropout rate, and optimizer. The process of selecting the combination of these parameters is not standardized and so is more of an art than a science, with many data scientists opting towards a ‘brute force’ approach. In order to identify the optimal set of hyper-parameters to apply, we developed a grid search framework. This enabled a quicker, and more efficient method for arriving at the optimum set of parameters.

In order to evaluate our proposed framework, we benchmarked the performance of our model against state-of-the-art predictive models (see Section 2). Each of the models were trained to learn the features provided within the time series datasets. The overall prediction algorithm is presented in Algorithm 1.

Algorithm 1: Algorithm for 2-dWSAE

Input: observed sequences \( X = x_1, x_2, x_3, \ldots, x_T \)

Output: single-step predicted value \( Y = y_{t+1} \)

1. Split \( X \) into training and testing data with 70:30 ratio
2. Perform wavelet transformation using Haar distance
3. Randomly initialize model parameters weight \( w \) and bias \( c \)
4. for each iteration do
5. Select lookback steps/batch size \( b \)
6. Generate lookback sequence as \( x_1, x_2, \ldots, x_b \)
7. feed sequential batch into the 2-D CNN-LSTM SAE
8. Train using forward greedy layer-wise and bi-directional processing
9. Obtain actual value and compute error (i.e. MSE)
10. Update model learning by backpropagation algorithm using optimizer (Adam in this case), minimizing loss function \( L = \frac{1}{T} \sum_{t=1}^{T} \| y^t - \hat{y}^t \| \), where \( \hat{y}^t \) is the predicted sequence in the \( t \)th layer.
11. End for
12. Reiterate until training set is exhausted
13. Return prediction output sequence \( Y \).

B. Model Performance Evaluation

In terms of model evaluation, we adopted a technique referred to as walk-forward validation or back testing [39].
Traditional prediction evaluation methods such as k-fold cross validation or train-test splitting do not work directly when applied to time series data, due to the fact that these evaluation methods assume there is no relationship between the observations, which is not the case with time series data, where the sequential dimension needs to be preserved.

For model accuracy evaluation, we applied three accuracy evaluation metrics – Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Symmetrical Mean Absolute Percentage Error (sMAPE), which are all defined by the respective equations below.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |e_i| \tag{13}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (e_i^2)} \tag{14}
\]

\[
sMAPE = \frac{200}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i + \hat{y}_i} \right| \tag{15}
\]

Where \(e_i, i = 1, 2, ..., n\) represents n samples of modal errors, \(x_i\) and \(y_i\) respectively represent the input and output values.

C. Implementation Environment

The experiment environment used for this study was on a single machine in Windows 10 Operating System with Intel® Xeon® E-2146G CPU @ 3.50GHz, 32-GB Memory, and NVIDIA Quadro P2000 GPU. The GPU is used for accelerated model training due to large computation demand in deep learning models. The development was performed using Python 3.6.8, R version 3.5.1, and Tensorflow 1.12.0.

V. RESULTS

For each of the three datasets, we aimed at carrying out single-step prediction of the input variable, for instance the daily minimum temperature in the daily minimum temperatures dataset. Fig. 5 illustrates the results of the predictive models on the respective datasets.

As can be seen from the results, our proposed model outperformed the other models in terms of prediction accuracy, with the CNN-LSTM-SAE being the close second. The results show only a marginal improvement in the CP dataset, which can be attributed to the fact that the dataset size is relatively small, having only 498 observations. Deep learning models are known to be data-intensive and mostly leverage on massive datasets and sometimes tend to perform poorly with small to medium datasets [40].

<table>
<thead>
<tr>
<th>Model ID</th>
<th>Metric</th>
<th>CP</th>
<th>Temp</th>
<th>PeMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our Model</td>
<td>MAE</td>
<td>75.24</td>
<td>1.85</td>
<td>10.06</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>92.57</td>
<td>2.43</td>
<td>13.95</td>
</tr>
<tr>
<td></td>
<td>sMAPE</td>
<td>0.271</td>
<td>0.146</td>
<td>0.190</td>
</tr>
<tr>
<td>CNN-LSTM-SAE</td>
<td>MAE</td>
<td>80.09</td>
<td>2.33</td>
<td>10.52</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>115.42</td>
<td>2.95</td>
<td>13.94</td>
</tr>
<tr>
<td></td>
<td>sMAPE</td>
<td>0.274</td>
<td>0.180</td>
<td>0.190</td>
</tr>
<tr>
<td>2DConvLSTM</td>
<td>MAE</td>
<td>96.45</td>
<td>1.96</td>
<td>10.06</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>140.43</td>
<td>2.530</td>
<td>13.91</td>
</tr>
<tr>
<td></td>
<td>sMAPE</td>
<td>0.415</td>
<td>0.146</td>
<td>0.190</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This paper has presented a deep learning framework for single-step time series prediction incorporating wavelet transformation, 2-dimensional convolutional LSTM deep neural networks, and stacked autoencoders. The procedure for the framework actualization is as follows: the input time series is first denoised using wavelet transformation by computing the Haar wavelet. Secondly, the denoised time series is converted into a sequence of 2-dimensional images. This is done to make it suitable for image-recognition CNN networks, which are skilled at image recognition. The proposed framework has been tested using three open source datasets: (1) chickenpox dataset, (2) Daily minimum temperatures in Melbourne Australia, and (3) PeMS traffic flow dataset. In addition, we have compare our framework with state-of-the-art models including 2-dimensional ConvLSTM and CNN-LSTM-SAE models. The results substantiate the value of our proposed framework.

Further research work is identified in applying transfer learning using open-source pre-trained image recognition models such as the VGG16 [41], Squeezenet [42], or AlexNet [43]. Furthermore, the model could be evaluated on additional time series datasets.
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