Calibration of Turntable Based 3D Scanning Systems
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SUMMARY The consistent alignment of point clouds obtained from multiple scanning positions is a crucial step for many 3D modeling systems. This is especially true for environment modeling. In order to observe the full scene, a common approach is to rotate the scanning device around a rotation axis using a turntable. The final alignment of each frame data can be computed from the position and orientation of the rotation axis. However, in practice, the precise mounting of scanning devices is impossible. It is hard to locate the vertical support of the turntable and rotation axis on a common line, particularly for lower cost consumer hardware. Therefore the calibration of the rotation axis of the turntable is an important step for the 3D reconstruction. In this paper we propose a novel calibration method for the rotation axis of the turntable. With the proposed rotation axis calibration method, multiple 3D profiles of the target scene can be aligned precisely. In the experiments, three different evaluation approaches are used to evaluate the calibration accuracy of the rotation axis. The experimental results show that the proposed rotation axis calibration method can achieve a high accuracy.
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1. Introduction

A 3D model of a real-world object can be constructed by capturing multiple partial scans of the object from different viewpoints and then aligning them into a consistent coordinate system. One approach to obtaining multiple scans is to use a hand-held scanner to scan a fixed object, but this can cause a registration problem because of unstable scanning motion. A more stable approach is to use a turntable to rotate the object itself or camera to acquire different parts of the object. Brown et al. [4] used a turntable based scanning system to acquire 3D geometry of archaeological wall painting fragments. Li et al. [10] introduced a turntable based 3D scanning system to study plant growth, particularly focusing on accurate localization and tracking topological events like budding and bifurcation. More recently, along with the popularity of consumer-level 3D printers, the demand for low-cost 3D scanners is increasing significantly. To meet this requirement, 3D scanning systems comprising line-laser emitter, mobile phone (with camera) and turntable are now popular [1], [2]. Using a turntable has many advantages, including easy installation, good stability, and low registration cost. Once the turntable axis is calibrated, the scan sequence of any object can be easily integrated into a complete model by rotating the partial scans around the calibrated turntable axis, without suffering from interference caused by noise, outliers, low degrees of overlap, and so on.

The commonly used combinations of camera and turntable are shown in follows:

Combination 1. As shown in Fig. 1, the camera is fixed and the object for scanning will be placed on the turntable. The partial scans of the object are captured by rotating the turntable. The calibration of the turntable in this combination has been extensively studied by researchers. Rushmeier et al. [16] proposed an approach to calibrate the turntable by placing a pin-registered 45-degree plane onto the turntable. The target is scanned at three different turntable positions. The rotation axis is then found by taking the intersection of the three planes. Soon-Yung Park and Murali Subbarao [14] used a checkerboard as a calibration tool to estimate the rotation axis. Their approach involves computing the 3D positions of corner points on the checkerboard in different scans and solving an over-determined linear equation to approximate the axis direction. Li et al. [3] used a criterion sphere mounted on the turntable as a calibration tool. They captured a circle fitted to the center of the sphere at different angles by rotating the turntable. They then used a different-sized sphere to obtain another circle and defined the rotation axis as the line joining the centers of the two circles.
Ye et al. [17] set a pattern perpendicular to the turntable to calibrate the rotation axis, and calculated the turntable axis with respect to the fixed camera coordinate frame. Chen et al. [5] proposed a method in which a checkerboard plate is placed on a turntable and photos of 3D corner points of checkerboard pattern is taken from a 360-degree viewpoint. The circular-trajectory plane equation of the retrieved corner points is then computed and the normal vector along the rotation axis is calculated by using the least square method.

Pang et al. [13] proposed a tool-free method to automatically calibrate the turntable axis directly from the 3D scan sequence of the input object. Their method first registers a pair of 3D scanned points to recover the initial turntable axis. The turntable axis is then optimized by iteratively approximating a rotation matrix to the refined registration matrix.

**Combination 2.** As shown in Fig. 2, the camera is mounted on the top of the turntable. The camera turns around the rotation axis when the turntable is rotating. This combination can be used to reconstruct an environment in which camera is placed (for example, a full room scene). However, the rotation axis calibration methods mentioned above are not suitable for this combination, since the camera is moving and it cannot see the rotation axis. Few turntable calibration methods have been proposed for this combination so far. Niu et al. [12] proposed a method in which two cameras and two checkerboards were used. It means users need to have at least two cameras even if the scanning system itself just needs one camera. In this paper, we propose a simple method for the turntable calibration of this combination. The proposed method uses the scanning system itself and a checkerboard to implement the calibration. The proposed method can be applied to general turntable-based scanning systems, including the system with one camera. Our discussion is based on the use of a line laser scanning system that consists of a camera, a laser projector and a turntable.

3D scanning systems comprising line-laser projector, camera and turntable have been presented that are able to produce 3D points for 360 degree viewing from image sequences. In [7], Konolige et al. proposed a 3D distance measurement system which consists of a laser emitter, a camera and a turntable, to acquire 3D information of indoor environments. Gao et al. [6] introduced a simple system just comprising laser emitter and mobile phone (with camera) for the applications in outdoor environments. They pointed out that their system can be combined with a turntable to acquire a complete 3D information of the environment. However these papers have no explanation about the point cloud registration and the accurate calibration of turntable.

This paper is an extension of our previous work [9]. The major additions are:

- The calibration method shown in this paper can calibrate the turntable with any rotation angle, even the rotation angle is very small. However, the method presented in [9] can only calibrate the turntable with larger rotation angle.
- In this paper, we show details for the localization of laser center.
- In this paper, we present a new evaluation method for checking the accuracy of the turntable calibration.

2. **Experimental Setup**

We implement the proposed calibration method on a turntable based laser scanning system. The diagram of the experimental system is shown in Fig. 3. The line-laser projector and camera are fixed and mounted on the turntable. During scanning, the line-laser projector remains open, the turntable starts from a position with angle of 0 degree, and images with the laser-line are captured every $\alpha$ degrees. The 3D coordinate of the point cloud of the intersecting line of the laser plane and the surface of the objects is calculated under the current camera coordinate frame. The turntable rotates $360/\alpha$ times to complete a full scan. With the rotation axis calibrated, point clouds computed at various scanning positions can be registered to a unique coordinate system. The synchronization between the turntable, camera and laser projector is controlled by the synchronizer which consists of a single-chip controller and a electrical relay.

3. **Laser Line Extraction**

The brightness of the cross-section of the laser beam follows the Gaussian distribution, thus it is possible to utilize Gaussian profile fitting to detect the laser line center. Matiukas and Miniotas [11] use two shifted kernels of the first order Gaussian derivatives to detect the left and right edges of the laser line, then a nonlinear combination of these two filters.
is used for further computation of laser line center. Our laser line extraction method is based on their algorithm. The left and right edge detectors are designed as follows:

\[
E_L(x, y) = -G'_s(x + s, y) \\
E_R(x, y) = G'_s(x - s, y)
\]

(1)

where \(G'_s(x \pm s, y)\) denotes the shifted kernels of the first order Gaussian derivatives; \((x, y)\) represents the coordinate of pixel in the image; \(\sigma\) is the data variation of the Gaussian distribution. For simplicity, we take \(\sigma = s\) and the calculation of \(s\) depends on the width of the laser line profile \(w\). Here we let \(s = 0.4482w\). These two edge detectors combined, as follows, to detect the bar-like structure in the input image \(I\).

\[
F(x, y) = \min[\text{pos}(E_L \otimes I)(x, y), \text{pos}(E_R \otimes I)(x, y)], \quad \text{s.t.} \text{pos}(\mu) = \begin{cases} \mu, \mu > 0 \\ 0, \text{otherwise} \end{cases}
\]

The center line of the laser beam is calculated from the local maxima in the filtered image. The local maxima correspond to the first and second order derivatives of the filtered image. In our implementation, for detecting a laser beam with different width, we use 4 different scales for the filters with varying \(\sigma\).

4. Calibration of Camera and Laser Plane

The 3D reconstruction system presented in this paper is based on the pinhole camera model. As shown in Fig. 4, a point in the world coordinate frame can be transformed to the camera coordinate frame, then to the image frame. The relation between a 2D image point, \(P_i(u, v)\) and a 3D world point, \(P_w(x_w, y_w, z_w)\) can be expressed:

\[
\begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = A \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_w \\ y_w \\ z_w \end{bmatrix}
\]

with \(A = \begin{bmatrix} \alpha & \gamma & u_0 \\ 0 & \beta & v_0 \\ 0 & 0 & 1 \end{bmatrix} \)

(3)

where \((R, t)\), the extrinsic parameters of camera, are the rotation and translation which relate the world coordinate frame to the camera coordinate frame, and \(A\) is called the camera intrinsic matrix where \((u_0, v_0)\) are the coordinates of the principal point of camera in the image coordinate frame, \(\alpha\) and \(\beta\) are the scale factors along with \(X_i\) and \(Y_i\) axes in the image coordinate frame and \(\gamma\) is the parameter describing the skew of the two image axes. The extrinsic parameters \((R, t)\) can be expressed by the following \(4 \times 4\) matrix.

\[
\begin{bmatrix} R & t \end{bmatrix} = \begin{bmatrix} r_{11} & r_{12} & r_{13} & t_x \\ r_{21} & r_{22} & r_{23} & t_y \\ r_{31} & r_{32} & r_{33} & t_z \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]

(4)

4.1 Camera Calibration

For the calibration of camera parameters including distortion coefficients, Zhang [19] proposed a flexible and high precision approach requiring only a camera to observe a planner pattern which can be printed and placed on a rigid planar surface shown at a few different orientations. Our camera calibration follows Zhang’s method.

When considering lens distortion of camera, there are deviations between the actual projection points \((u', v')\) and the theoretical projection points \((u, v)\) in the image [8]. For most lenses, the distortion model can be approximated as:

\[
\begin{align*}
  u' &= u(1 + k_1 r^2 + k_2 r^4) + 2 p_1 u v + p_2 (r^2 + 2 u^2) \\
  v' &= v(1 + k_1 r^2 + k_2 r^4) + p_1 (r^2 + 2 v^2) + 2 p_2 u v
\end{align*}
\]

(5)

where \(r^2 = u^2 + v^2\), \(k_1\) and \(k_2\) are the coefficients of radial distortion, \(p_1\) and \(p_2\) are the coefficients of tangential distortion.

4.2 Laser Plane Acquisition

In the camera coordinate frame, the laser plane can be formulated as:

\[
ax_c + by_c + z_c = c
\]

(6)

where \(a, b, c\) and \(d\) are correlations describing the laser plane. Then the 3D coordinate of an image point \((u, v)\) can be determined by Eqs. (3) and (6) jointly. For solving the laser plane equations, at least three non-collinear 3D points in the camera coordinate frame are needed.

During camera calibration, each calibration plate with different orientations corresponds to a group of extrinsic parameter \((R, t)\). If we irradiate the laser beam on the calibration plates with different orientations, a group of 3D points without a linear relation can be computed. More specifically, according to Zhang’s calibration method, the calibration plate is on \(Z = 0\) of the world coordinate frame, therefore with the image coordinates of laser line, Eq. (6) can be solved, where the laser line can be extracted with the method proposed in Sect. 3. With a number of image points \((u_k, v_k)\), \(k = 1, 2, 3, \ldots, n\), on the laser line, the corresponding 3D
points \((x_k, y_k, z_k)\) under the camera coordinate frame can be calculated using the following equations:

\[
\begin{align*}
    z_k &= \frac{r_{31}t_z + r_{32}t_y + r_{33}t_z}{(u_k - u_0)r_{33}/\alpha + (v_k - v_0)r_{32}\beta + r_{33}} \\
    y_k &= \frac{z_k(v_k - v_0)}{\beta} \\
    x_k &= \frac{z_k(u_k - u_0) - \gamma y_k}{\alpha}
\end{align*}
\]

where \(r_{31}, r_{32}, r_{33}\) and \(t_x, t_y, t_z\) are corresponding elements of the rotation matrix and translation vector. Moreover, the laser plane can be fitted by using a series of laser lines on the calibration plates with different orientations.

\[
\min_{a,b,c} \left\| \begin{bmatrix} x_1 & y_1 & 1 \\ \vdots & \vdots & \vdots \\ x_n & y_n & 1 \end{bmatrix} \begin{bmatrix} a \\ b \\ c \end{bmatrix} - \begin{bmatrix} z_1 \\ \vdots \\ z_n \end{bmatrix} \right\|^2
\]

By solving Eq. (10) via the known least squares method, the constants \(a, b\) and \(c\) can be uniquely identified.

5. Turntable Calibration

The proposed turntable calibration method consists of three phases. In the first phase, the transformation matrix of two cameras in different positions is computed. In the second phase, a fitting circle is computed using the result of the first phase. In the third phase, many similar fitting circles are obtained and the rotation axis is computed using centers of those fitting circles.

5.1 Phase 1: Trasformation Matrix Computation

While the turntable of the scanning system is rotated, the obtained multiple 3D laser lines should be aligned together under the same coordinate frame. We select the camera coordinate frame of the starting position of turntable as the unique coordinate frame. If the installation of the scanning system is precise, the rotation axis will coincide with the vertical support of the turntable as shown by Fig. 5. The transformation matrix between \(O_{c0}X_{c0}Y_{c0}Z_{c0}\) and \(O_cX_cY_cZ_c\) can be obtained using Rodrigues rotation formula [15].

In practice, it is impossible to obtain the ideal mount of bracket and camera. The camera coordinate frame doesn’t revolve around the vertical support but around the rotation axis. It is difficult to estimate the transformation matrix between \(O_{c0}X_{c0}Y_{c0}Z_{c0}\) and \(O_cX_cY_cZ_c\). On the other hand, from the camera calibration, we know that the transformation matrix which relates the world coordinate frame to the camera coordinate frame was obtained after camera calibration. Therefore if two cameras located at \(O_{c0}\) and \(O_c\) take a picture from a fixed calibration plate respectively, as shown in Fig. 6, we can get their transformation matrix as:

\[
\begin{bmatrix}
    X_{c0} \\
    Y_{c0} \\
    Z_{c0} \\
    1
\end{bmatrix} = H_w^0 \begin{bmatrix}
    X_w \\
    Y_w \\
    Z_w \\
    1
\end{bmatrix}, \text{with } H_w^0 = \begin{bmatrix}
    R & t \\
    0 & 1
\end{bmatrix}
\]

(11)

\[
\begin{bmatrix}
    X_c \\
    Y_c \\
    Z_c \\
    1
\end{bmatrix} = H_w^c \begin{bmatrix}
    X_w \\
    Y_w \\
    Z_w \\
    1
\end{bmatrix}, \text{with } H_w^c = \begin{bmatrix}
    R & t \\
    0 & 1
\end{bmatrix}
\]

(12)

\[
\begin{bmatrix}
    X_c \\
    Y_c \\
    Z_c \\
    1
\end{bmatrix} = H_w^c H_w^0 \begin{bmatrix}
    X_{c0} \\
    Y_{c0} \\
    Z_{c0} \\
    1
\end{bmatrix} = Tr \begin{bmatrix}
    X_{c0} \\
    Y_{c0} \\
    Z_{c0} \\
    1
\end{bmatrix}
\]

(13)

The transformation matrix corresponds to the unit angle \(a = n \times \alpha\) \((n = 0, 1, 2, \ldots, \lceil 360/\alpha \rceil)\), the camera coordinate frame can be transformed to the unique coordinate frame as:

\[
\begin{bmatrix}
    X_{cn} \\
    Y_{cn} \\
    Z_{cn} \\
    1
\end{bmatrix} = Tr^n \begin{bmatrix}
    X_{c0} \\
    Y_{c0} \\
    Z_{c0} \\
    1
\end{bmatrix}
\]

(14)

To improve the computation speed, \(Tr^n\) is stored as a look-up-table. The scanning system can reconstruct the laser line at every \(\alpha\) degrees, and with the global registration, a complete 3D model of the scene can be obtained.
Fig. 7 Qualities of reconstructions with different rotation angles. (a) Computer box for scanning; (b) reconstruction with rotation angle of 0.1°; (c) reconstruction with rotation angle of 1°.

5.2 Phase 2: Rotation Axis Calibration

In practice, a smaller rotation angle (unit angle) will generate a higher quality of 3D reconstruction, see Fig. 7. However, the registration method shown in Sect. 5.1 will fail when the unit angle \( \alpha \) is too small or changes during the reconstruction procedure. If the unit angle \( \alpha \) is too small, for example 0.1°, the position change of camera is not significant and it is hard to obtain the transformation matrix \( Tr \) exactly. Therefore, the rotation axis should be calibrated.

As shown in Fig. 8, a laser line is irradiated on a flat object and reconstructed using the camera model and laser plane equation. A point is selected from the reconstructed laser line and transformed \( n \) times using transformation matrix \( Tr \) where we set the unit rotation angle \( \alpha = 1° \) and \( n = 360 \). The trajectory of the transformed points is a circle and its center is located on the rotation axis. We call this circle, the fitting circle, its center, radius and normal vector can be computed in the following four steps. First, we fit a plane using those points on the trajectory circle, where the plane fitting method described in Sect. 4.2 is used. Second, we use the Rodrigues rotation formula to project the 3D trajectory points onto the fitting plane and get their 2D \( X-Y \) coordinate in the coordinate system of the plane. The Rodrigues rotation formula is shown in Eq. (15), where \( P \) and \( P_{rot} \) represent the points before and after rotation, respectively, \( \theta \) is rotation angle, \( k \) is a unit vector describing an axis of rotation. We choose axis of rotation \( k \) as cross product between plane normal and normal of the new \( X-Y \) coordinate.

\[
P_{rot} = Pcos(\theta) + (k \times P)sin(\theta) + k(k \cdot P)(1 - cos(\theta)) \quad (15)
\]

Third, we fit a circle in 2D \( X-Y \) coordinate. In 2D space, a circle with radius \( r \) and center \((x_c, y_c)\) can be formulated as:

\[
(x - x_c)^2 + (y - y_c)^2 = r^2 \quad (16)
\]

where we introduced a vector \( c = (c_0, c_1, c_3)^T \) \((c_0 = 2x_c, c_1 = 2y_c, c_3 = r^2 - x_c^2 - y_c^2)\) for unknown parameters. Applied to all projected points, it yields to a system of linear equations

\[
Ac = b \quad (17)
\]

where

\[
A = \begin{bmatrix}
x_1 & y_1 & 1 \\
\vdots & \vdots & \vdots \\
x_n & y_n & 1
\end{bmatrix}, \quad b = \begin{bmatrix} x_1^2 + y_1^2 \\
\vdots \\
x_n^2 + y_n^2 \end{bmatrix}
\]

Since we have more equations than unknowns, we can find a solution by method of least-squares as described in Sect. 4.2, which minimizes the square sum of residuals \( \|b - Ac\|^2 \). Finally we use the Rodrigues rotation formula again to transform 2D circle center to 3D coordinate.

According to Rodrigues rotation formula, the normal vector of the plane and 3D circle center can be computed using the transformation matrix between two cameras with different positions around the rotation axis. As shown in Fig. 9, when the camera moves from position \( O_c \) to \( O_{c0} \) around the rotation axis with rotation angle \( \theta \), the transformation matrix can be expressed as follows:

\[
\begin{bmatrix}
R(\bar{n}, \theta) & (I - R(\bar{n}, \theta))\bar{C} \\
0 & 1
\end{bmatrix}
\]

with \( R(\bar{n}, \theta) = I + \sin[\theta][\bar{n}]_x + (1 - \cos[\theta])[\bar{n}]_x^2 \)

where \([\bar{n}]_x = \begin{bmatrix} 0 & -\bar{n}_z & \bar{n}_y \\
\bar{n}_z & 0 & -\bar{n}_x \\
-\bar{n}_y & \bar{n}_x & 0 \end{bmatrix}\)

where \(C(x_{cc}, y_{cc}, z_{cc})^T \) is the coordinate of the center of the fitting circle and \( \bar{C} \) is its homogeneous expression such that

\[
\bar{C} = C(x_{cc}, y_{cc}, z_{cc}, 1)^T \quad (19)
\]

The normalized normal vector is...
5.3 Phase 3: Optimization

In phase 2, only one fitting circle is computed and used to calibrate the rotation axis. However, we can obtain many such fitting circles by selecting different points from the reconstructed laser line, see Fig. 10. In general, the rotation axis passes through centers of all the circles. Therefore, the rotation axis can be fitted by those center points. A least-squares line fitting algorithm[18] is used to fit the rotation axis.

6. Evaluation

In this section, the calibration results for the camera, laser plane and rotation axis are described first. Then three different evaluation methods are proposed to evaluate the rotation axis calibration method proposed.

The experimental setup consists of a USB 3.0 camera with resolution of 1280×1024 pixels, and a lens with a 6mm focal length. A red line laser with an emitting angle of about 90 degree is used. After installing the scanning system, the camera can be calibrated using the method of Zhang. The calibration takes a total of 23 calibration plate images, of which the last four are used to fit the laser plane equation.

During camera calibration procedure, we irradiate the laser beam on the last four calibration plates and extract the centers of each laser beam as laser line. According to the Eqs. (7)-(9), we can get the 3D points \((x_k, y_k, z_k)\) \((k = 1, 2 \ldots n)\) of the laser line under the camera coordinate frame. Then, using these points, Eq. (10) can be solved and the coefficients of the laser plane can be obtained. The laser plane coefficients are shown in Table 2.

The calibration results for the rotation axis are shown in Table 3. In the following subsections, we use three different evaluation methods to evaluate the proposed rotation axis calibration method.

6.1 Evaluation Approach 1

We mount a plane object to the scanning system, see Fig. 11. The relative position of the plane object to the camera and
Now we evaluate the proposed method by the reconstruction of a indoor scene. By placing the scanning system in the
position.

The accuracy of the calibration of rotation axis can be evaluated by the following equation, where \((x_i, y_i, z_i)\) is 3D coordinate of the selected laser point at camera position \(i\) and it is computed using the rotation axis. The corresponding ground truth is indicated by \((x'_i, y'_i, z'_i)\). The total number of camera positions is indicated by \(n\). The experiment shows that the error can be controlled within 0.5mm.

\[
\text{Error} = \frac{\sum_{i=1}^{n} \sqrt{(x_i - x'_i)^2 + (y_i - y'_i)^2 + (z_i - z'_i)^2}}{n} \tag{20}
\]

6.2 Evaluation Approach 2

To verify the calibration accuracy of the turntable, a flat glass surface with circle markers is used, see Fig. 13. The diameter of marker is 3cm. The glass wall has a distance of ~2.5m to the camera. The vertical and horizontal ground-truth distance between markers is 300mm and it is estimated by a steel ruler manually. By measuring the distance between each pair of neighboring markers with the scanning system and comparing it with the ground truth, the registration accuracy of the scanning system can be evaluated. More specifically, the distance between a pair of markers is estimated using the scanning system as follows: first, we use the least square method to compute the center of each reconstructed marker. Then compute the distance between markers using the obtained centers. The registration accuracy mainly depends on the calibration of the rotation axis. Therefore, if measured distance between markers is very different to the ground truth, it means our rotation axis calibration method is not precise. The experimental results show that, the average measurement error is 0.726mm, see Table 4.

The planarity of the glass may affect the estimation of ground-truth distance of two markers (it is estimated by steel ruler). Therefore, we have used the reinforced glass to build the glass wall. On the other hand, the distance between two neighbouring markers is only 30cm, therefore we believe the planarity error can be omitted for two neighbouring markers. However, the planarity of glass has no impact on the reconstruction. Since we always can obtain 3d information of the markers even the glass is not plain enough.

The reconstruction accuracy also depends on the power of laser projector and the focal length of the camera. For the camera (industrial camera) and laser projector used in this work, the maximum reconstruction distance is about 6m. If the scanning object is within 6m, the reconstruction error is always smaller than 3cm. However, if it is larger than 6m, the error will be increasing significantly. For example, if it is 8m, the error will be larger than 10cm because the laser line captured is not clear. However, we can use more powerful laser projector to overcome this defect of the hardware system.

6.3 Evaluation Approach 3

Now we evaluate the proposed method by the reconstruction of a indoor scene. By placing the scanning system in the
center of a room and rotating it, the dense 3D point cloud of full room scene can be obtained. The size of the room is estimated by a 1D laser range finder and it is 3816 mm × 4652 mm. From the reconstruction results, the measured size of the room is about 3809 mm × 4647 mm. The measurement error can be controlled within 1 cm. The top and side views of the reconstructed room scene is shown in Fig. 14.

7. Conclusion

The consistent alignment of the point clouds obtained from various scanning positions is a crucial step for many 3D modeling systems. This is especially true for environment modeling. In order to observe the full scene, a common approach is to rotate the scanning device around a fixed axis using a turntable. The final alignment of each frame data can be computed from the position and orientation of the rotation axis. This paper presents a novel turntable calibration method. It is evaluated by different evaluation approaches and experimental results show that the proposed method can achieve a high accuracy. Because our proposed method only requires one scan of the scanning object and a calibration plate, it can be applied to any kind of turntable-based scanner, such as stereo-based, structured light-based, or laser.
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