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SUMMARY 

Prostate cancer (PCA) is one of the most common cancers in males’ affecting the genitourinary 

system. Although early stage PCA can be effectively treated, therapeutic options for patients 

with aggressive PCA are more limited and have lesser efficacy. In recent years, aspirin has been 

found to be an effective chemo-preventative treatment for a range of cancers. However, its 

mechanism of its action is not fully understood yet. Aspirin has shown great promise in PCA 

and is currently being employed in clinical trials. Thus, defining aspirin’s molecular impact on 

prostate cancer cells would provide valuable information to improve the clinical management 

of PCA patients. This thesis aimed to evaluate the consequence of aspirin exposure on cell 

cycle, proliferation and functional parameters of prostate cancer cells to determine aspirin’s 

mechanistic role in supporting the treatment of prostate cancer patients. This thesis also 

established a 3D culture system to enhance our standard in vitro models applied in the 

evaluation of drug efficacy and toxicity. 

The metabolite of aspirin, salicylate, was exposed to PC3 and DU145 prostate cancer cell, and 

PNT2, a normal prostate cell line. Cytotoxicity analysis based upon relative population 

doubling (RPD), Real-Time Quantitative Polymerase Chain Reaction (RT-qPCR) for gene 

expression profiling and INCell Analyzer 2000 analysis for cell morphological and DNA damage 

assessment, were used to evaluate the cellular impact of salicylate exposure. The role of the 

COX-2 signalling pathway in salicylate’s mode of action was considered by repeating salicylate 

exposure experiments in the presence of the inhibitor celecoxib; while activation of the NF-

𝜅B pathway was also studied. To better understand the consequence of salicylate exposure 

on a human tumour, PC3 cell-spheroids were fabricated on agarose-coated 96 well-plates and 

were characterised by the MTT assay (cell viability), confocal microscopy (to assess necrosis, 

oxygen availability and morphology), and RT-qPCR for COX-2 expression. Salicylate was 

subsequently exposed to these spheroids and consequence of this treatment was established 

by comparing the experimental outcomes to the endpoints evaluated in 2D PC3 cell exposures. 

Salicylate was found to downregulate effects on growth and COX-2 gene expression; it induced 

morphological changes, DNA damage and cell mitochondria loss; delayed the cell cycle; and 

increased intracellular Ca2+ level. These effects were more prominent in the PCA cells than in 

PNT2 cells indicating that the cancer cells were more sensitive to salicylate toxicity than 

normal prostate cells. The role of salicylate in PCA was partially COX-2-dependent and NF-𝜅B-

dependent. Although similar responses were noted when salicylate was exposed to PC3 cell 

spheroids, generally the level of response was lower than observed in the 2D PC3 cultures.  

The data contained within this thesis demonstrates that aspirin induces anti-cancer effects on 

PCA cells partially via NF-𝜅B and COX-2 mediated pathways. The 3D culture system provided 

an exciting and more realistic model for drug evaluation. Aspirin, therefore, has significant 

potential value for the clinician management of PCA patients.  
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Chapter 1 General Introduction 

1.1 Prostate cancer 

Prostate cancer (PCA) is the most common malignancy reported among men in the world. It 

has the highest incidence and highest mortality rates compared to other types of cancer (Torre 

et al., 2015). In the United Kingdom, the incidence rate of PCA ranks first in males and follows 

behind breast cancer rates when both genders are considered (NHS, 2015; CRUK, 2014a). 

There is a higher incidence of PCA in developed countries compared with developing countries 

(CRUK, 2014b). The incidence rate of PCA increases with age, like most cancer types, while 

men aged 50 and above suffer from a higher incidence of clinical PCA than that of young men 

(CRUK, 2014c).  

1.1.1 Introduction to PCA  

The prostate is an organ in the male mammalian reproductive system, consisting of glandular 

tissue and muscle tissue. The surface of the prostate is covered with fascia sheath, known as 

the prostate capsule, while the prostate venous plexus (consisting of the prostatic veins) lie 

between the capsule and the prostate. There are 4 different zones that exist within the 

prostate; they are the peripheral zone (PZ), central zone (CZ), fibromuscular zone and 

transition zone (TZ; Fig. 1.1). The prostate is an unusual organ in the human body as it has the 

capacity to act as both an exocrine and endocrine gland. As an exocrine gland, the prostate 

secret about 2 mL per day of prostatic fluid, which is the main component of semen. The 

primary function of the prostate is to store prostatic fluid, which is combined with sperm to 

produce semen. As an endocrine gland, the prostate secret hormones which are called 

"prostaglandins." There are anatomical, physiological and evolutionary differences of the 

prostate structure dependent on the species. For a healthy human male whose prostate size 

is slightly larger than a walnut, the prostate is located at the bottom of the pelvic cavity, under 

the bladder, on the urethra, at the back of the pubis, and in front of the rectum (Figure 1.2). 

The upper diameter of the prostate is about 4 cm, and the vertical diameter is about 3 cm.  
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Figure 1.1. Front view of the main tissue zones of the prostate.  

Source: Reeves et al., 2016. 
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Figure 1.2. Prostate anatomy and its location.  
Source: https://www.cancer.gov/publications/patient-education/prostate.pdf on 22nd March 2017. 

 

PCA is a malignant tumour appearing in the prostate. In addition to volume expansion and 

invasion of adjacent organs, cancerous cells may also metastasise to other parts of the body, 

especially the bones and lymph nodes. Prostate tumours predominantly develop in the PZ, 

with 75% of PCAs occurring in this zone (Shaikhibrahim et al., 2012). At the dorsal and 

dorsolateral side of the prostate, only 20% of PCAs occur in the transitional zone (TZ) 

(Shaikhibrahim et al., 2012; McNeal et al., 1988; Guo et al., 2009). It is currently unclear what 

molecular mechanisms dictate the zonal location of an individuals’ prostate tumour; one 

theory suggests an embryological basis (Shaikhibrahim et al., 2012).  



 

4 

 

PCA may cause discomfort, pain or aching in the testicles, difficulty in urinating, erectile 

dysfunction, lack of libido and blood in the urine. Acinar adenocarcinomas (AC) is the most 

common tumour type which clinicians encounter in daily diagnostic work (up to 95%) (Munoz 

et al., 2007; Li and Wang, 2016). This tumour type is originally from the gland cells that line 

the prostate gland (Devita Jr et al., 2015; Tobias et al., 2014; CRUK, 2016; Li and Wang, 2016). 

There are several rare histologic variants coexisting, including ductal carcinoma (DC), 

squamous cell carcinoma (SQCC), small-cell carcinoma (SCC) (CRUK, 2016; Li and Wang, 2016; 

Huang and Chen, 2012). DC is the most common rare variant, accounting for 5% of total PCAs, 

and it develops from the primary periurethral prostatic ducts; on the contrary, AC arises from 

non-primary periurethral prostatic ducts (Baig et al., 2015). Compared to AC, DC grows and 

metastasises more rapidly (DeVita et al., 2012; Tobias and Hochhauser, 2014; CRUK, 2016). DC 

is rarely seen but is often found in association with an acinar component (Huang and Chen, 

2012). Transitional cell cancer originates from the bladder and metastasises into organs 

nearby, such as the prostate. Therefore, it is rare to see transitional cell cancer arise in the 

prostate and when identified, it has likely spread from the urothelium (DeVita et al., 2012; 

Tobias and Hochhauser, 2014; CRUK, 2016). As neuroendocrine cancer, the prostatic SCC was 

first defined more than 30 years ago. Since then, 0.5–2% of men with prostate cancer have 

been reported with this sub-type of PCA (DeVita et al., 2012; Tobias and Hochhauser, 2014; 

CRUK, 2016). It is reported that this SCC arises from the same site as AC. SQCC of the prostate 

is a particularly unusual pathological and clinical entity, accounting for 0.5% to 1% of PCAs 

(MALIK et al., 2011). Due to its rarity, the origin of SQCC has not been conclusively determined, 

and its cell of origin is also subject to debate. Older literature suggests the source of this rare 

malignancy is the prostatic urethral mucosa; however, in more recent articles, it has been 

suggested that SQCC arises from the transitional epithelium of periurethral ducts or the basal 

cells of prostatic acini (MALIK et al., 2011; WERNERT et al., 1990). These cancer cells have a 

similar growth rate and metastasis rate to AC (DeVita et al., 2012; Tobias and Hochhauser, 

2014; CRUK, 2016). 
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1.1.2 PCA Incidence Rates  

Male Caucasian and African Americans have a higher incidence of PCA than xanthoderm 

populations in the world, especially within economically developed countries (Jemal et al., 

2011; Kimura, 2012). Within these sub-populations, there however is still variance in 

worldwide incidence rates, resulting from differences in screening practice, genetics and 

cultural background.  

Firstly, genetic background has been confirmed as a risk factor, though the underlying 

mechanism of the cancer initiation remains mostly unknown (Colloca and Venturino, 2011). 

The risk of PCA is higher if family members have been diagnosed with the cancer compared 

to people without a family history of PCA (Pomerantz and Freedman, 2010; Lichtenstein et al., 

2000). Although there is a high risk in Caucasian populations, different countries have different 

incidence rates of PCA. According to Cancer Research UK statistics, in Australia and New 

Zealand, there were an estimated 101.86 cases of PCA per 100,000 men in 2012, and it is 

estimated that 26,130 cases were diagnosed in Oceania (CRUK, 2014d; Kimura, 2012). 

However, this incidence rate was 60% higher than that of Europe, where there were an 

estimated 64 cases of PCA per 100,000 male Europeans in 2012. Oceania had an incidence 

rate 4 times higher than Africans (23.19 cases of PCA per 100,000 men in 2012). In Asia, the 

incidence rate was much lower than any of the areas above, with an estimated 9.43 cases of 

PCA per 100,000 men in 2012. It is noteworthy that there is high variability in east Asian 

countries and southeast Asian countries, which is associated with their economic 

development (Kimura, 2012). Taiwan, Japan and South Korea have been financial leaders for 

a long time, and it has been found that the incidence rate of PCA in these countries (over 20 

per 100,000) was higher than in other countries, such as China Mainland (9 per 100,000), 

Vietnam (5 per 100,000), and Philippines (less than 15 per 100,000). As the Philippines has 

had a higher GDP per capita for around 20 years than that of China, this may in part explain 

the slightly higher incidence (The World Bank, 2016).  

It appears that the incidence rate of PCA can be explained via geographical and genetic 
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differences. Nevertheless, the differences cannot be fully explained. In the United States, 

which has a complex population with a high proportion of immigrants, there were an 

estimated 75.01 cases of PCA per 100,000 men in 2012. For Asian immigrants, their incidence 

rate of PCA was higher than Caucasian living in America as well as some European countries, 

which in turn is substantially higher than the incidence rates in their countries of origin (Arnold 

et al., 2010). Thus, screening practice is thought to explain this because in China, Vietnam and 

other developing countries, even Japan, a screening practice (e.g. use of prostate-specific 

antigen (PSA) analysis), has not been incorporated into a systematic PCA screening 

programme. In Tianjin, a city of China, there is an international programme for PCA screening, 

and here the incidence rate is significantly increasing (Song et al., 2008; Ito, 2014). Therefore, 

access to screening practice (such as PSA testing) substantially contributes to the global 

differences in the incidence rate of PCA. Nonetheless, despite immigrants having greater 

access to PSA screening compared to people in their birth country, their PCA incidence rate is 

still lower than that of African Americans and Europeans living in the same regions (Kimura, 

2012). Some diet factors could be responsible for the elevated risk of PCA (Aune et al., 2015; 

Lin et al., 2015). For example, soy diets are popular in Asians while they are not often seen on 

the table of Caucasians and blacks and are thought to lower the risk of PCA by 25 – 30% (Yan 

and Spitznagel, 2009; Kurahashi et al., 2007; Hwang et al., 2009).  

1.1.3 Detection and grading methods for prostate cancer 

Based on a simple blood test, PSA has been widely used in the clinic and is currently the most 

sensitive tumour marker used in PCA detection and monitoring (Foekens et al., 1999; 

Diamandis et al., 1999). If the level of PSA is extremely high, then a digital rectal examination 

(DRE) is usually performed, with biopsy often recommended as a follow up. Prostate biopsy is 

the gold standard for the diagnosis of PCA. Hodge first proposed the 6-core transrectal 

ultrasound-guided prostate biopsy in 1989 (Hodge et al., 1989). However, nowadays, a 12-

core transrectal ultrasound-guided prostate biopsy has been found to improve the accuracy 

of the diagnosis (Abd et al., 2011; Guo et al., 2017).  
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1.1.3.1 Prostate specific antigen 

PSA is a protein produced by prostate and ductal epithelial cells. The level of PSA can be 

measured with a blood sample from patients. In recent years, PSA screening has been 

increasingly applied for early screening of PCA. Under normal physiological conditions, 

prostate tissue can act as a natural barrier to high levels of PSA, limiting the level of serum 

PSA. Therefore, the level of PSA in the serum is not high in individuals that have no prostate-

associated disease. However, when lesions exist, tissue architecture is abnormal and/or with 

rupture of prostate tissue, a large amount of PSA leaks into the serum, therefore increasing 

the level of PSA that can be detected in the blood. Based on this, testing serum levels of PSA 

has become an important method in prostate disease detection in clinical settings. Serum PSA 

levels have also become an important indicator for early observation and prognosis of PCA 

(Small and Roach, 2002; Polascik et al., 1999; Nash and Melezinek, 2000). 

From a general clinical viewpoint, serum PSA < 4 ng/mL is normal; however, PSA > 10 ng / mL 

indicates an increased risk of PCA (Atan and Güzel, 2013). This method is simple, and the price 

for screening is relatively cheap. This screening can eliminate the concern for most men as to 

whether they are suffering from PCA. Through PSA screening, PCA can be detected and 

treated in a timely manner, thereby reducing the incidence of metastatic disease and 

improving the survival rate of patients with PCA. At present, the "normal" threshold is 

reported as 0.0 to 4 ng/mL, but this value does varies with age (Lee and Oesterling, 1995; 

Goonewardene et al., 2014). The prostate continues to grow with age and the continued 

proliferation of epithelial cells in the prostate affects both the volume of the gland and PSA 

levels; thus, the PSA range considered "normal" typically increases with age. In addition to 

age, there are other conditions not associated with cancer that can elevate PSA, such as the 

inflammatory condition, benign prostatic hyperplasia (BPH) (Kim et al., 2016). The high PSA 

levels of the elderly may be also related to ischemia, embolism, subclinical inflammation, and 

physiological defences in the prostate gland (Khosravi et al., 2016). 

The scientific literature demonstrates that there is a direct correlation between the level of 
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PSA in serum and tumour progression (Lee and Oesterling, 1995; Goonewardene et al., 2014; 

Wood et al., 2016). Tumour stage can affect the level of PSA, which impacts the reliability to 

predict the degree of tumour progression. If a number of preoperative parameters, including 

the clinical stage (usually by DRE) and tumour classification (by biopsy) are combined, it can 

improve the PSA’s predictivity (Lee and Oesterling, 1995; Goonewardene et al., 2014; Wood 

et al., 2016). In the actual clinical application of the PSA screening process, other parameters 

including volume of the prostate, free prostate specific antigen (fPSA) and total PSA (tPSA) will 

generally be used to improve the accuracy of PSA testing. By measuring the volume of the 

prostate, the ratio of the prostate volume to the serum PSA level can be obtained. Clinically, 

this ratio is often called PSA density. fPSA is not attached to proteins in a blood sample while 

bound PSA is attached to proteins in the blood. tPSA is equal to bound PSA and fPSA. In 

multivariate analysis, only PSA density and biopsy were considered to be the most relevant 

factors for PCA detection (Aslan et al., 2005; Liu and Pan, 2014; Lin et al., 2015).   

PSA screening is however not infallible. In order to identify the normal baseline for males of 

different ages, a large amount of screening is still needed. Although PSA screening of 

asymptomatic men may prevent a person from dying of PCA, this is at the cost of screening a 

large number of healthy people. Secondly, during the screening process, each step causes a 

certain degree of harm to the body and mental burden. Moreover, as the sensitivity of PSA 

testing is not high, the false positive results (caused by age and non-cancer related disease) in 

particular may increase the patient's mental stress. It is also well known, that PSA is not always 

elevated in PCA in all patients, which means some patients with the disease can be missed or 

cannot be monitored appropriately upon diagnosis. A further problem is that although PSA 

screening enhances detection of PCA, in many of these patients the tumour will not affect the 

patient’s quality of life as most often they are slow growing such that patients often die with 

the disease rather than dying because of their cancer. Thus, the cancer diagnosis can lead to 

over-treatment that in turn results in the patient suffering side-effects to the treatment that 

affect their quality of life. For example, radiotherapy and chemotherapy after radical resection 

can result in erectile dysfunction, urinary incontinence, and urethral complications (Korfage 
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et al., 2007). Thus, the cost-effectiveness of PSA screening is difficult to measure because of 

the lack of relevant data and the inability to calculate the economic, physical and mental costs 

of the patients (Korfage et al., 2007).  

In summary, PSA level is an important indicator for PCA screening, and early screening of PCA 

is of great significance to the early detection of PCA, having a positive effect on survival rates. 

However, as a biomarker, PSA it is not wholly ideal and further research to enhance the 

accuracy of PCA detection and subsequent monitoring is still warranted. 

1.1.3.2 Transrectal ultrasound guided biopsies 

Transrectal ultrasound-guided (TRUS) biopsies are the gold standard for the diagnosis of PCA 

(Kumari and Durga, 2014). The TRUS technique clearly shows the internal structure of the 

prostate, measures the size of the tumour and guides the biopsy. The advantages of TRUS are 

low costs, wide availability, and improved ability to visualize the prostate in real time (Kumari 

and Durga, 2014).  

In 1989, Hodge et al. proposed a classic 6-core systematic prostate biopsy that has long been 

considered a standard for the diagnosis of PCA (Hodge et al., 1989). However, it has been 

reported that the false negative rate with this puncture method was high due to insufficient 

puncture points covering the PZ where 80% of PCA originate (Eskicorapci et al., 2004; Ceylan 

et al., 2014). The detection rate of the tumour was therefore improved by increasing the 

number of biopsy cores taken (Eskicorapci et al., 2005; Kanao et al., 2014). At present, 8, 10, 

11, 12, and 13 cores are now advised, dependent upon the patient's age, prostate volume and 

patient health among other clinical factors (Rifkin, 1998; Ukimura et al., 2011; Thrasher, 2006). 

Older patients usually are associated with a shorter life expectancy, and so less cores are 

preferred to avoid complications. However, for young patients with longer life expectancy and 

when the PCA volume is small, by expanding the puncture area and increasing the number of 

cores, clinicians can obtain a more accurate diagnosis and classification of the tumour (Luciani 

et al., 2006; Santoni et al., 2016).  
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1.1.3.3 Gleason score 

Grading PCA is important in prostate pathology to understand the severity of the disease and 

the degree of tumour progression, this is achieved by assigning a Gleason score based on the 

biopsy tissue morphology. Gleason score reflects the nine types of tissue growth of PCA. 

According to prognostic information, prostate tissue characteristics are divided into five 

patterns (Gleason, 1977). Low-score cancers (under Gleason 6) grow slowly and they are 

usually not metastatic. The moderate score is Gleason 7, while tumours scored from Gleason 

8 to 10 grow more quickly and are more likely to metastasise (Gleason, 1977). Some PCA has 

only one kind of Gleason structure pattern, but most have more than one with the tumours 

having a primary pattern and secondary pattern. In order to more accurately reflect biological 

behaviour, Gleason proposed a scoring approach whereby if cancer has two kinds of structural 

pattern, Gleason score would be determined according to the main structure pattern (level) + 

secondary structure pattern (level). Since the 1990s, the National Comprehensive Cancer 

Network guidelines recommended treatment of PCA be based on Gleason score, PSA levels 

and tumour stage as they have been the most important indicators for disease progression. 

The Gleason grading system has been incorporated into the WHO classification of prostate 

cancer, and the American Joint Committee on Cancer /International Union for Cancer Control 

(AJCC/UICC) staging system. In 2014, a modified edition of the classification of prostate cancer 

was proposed by the 2014 International Society of Urological Pathology (ISUP) consensus, and 

then adopted by the 2016 WHO classification for tumours of the prostate (Epstein et al., 2016).   

1.1.4 Progression from localised to metastatic cancer 

Accurate staging consensus for PCA prognosis and clinical management is essential, with the 

tumour, node and metastasis (TNM) staging system for PCA being an important means to 

evaluate progression from localised to metastatic cancer (Cheng et al., 2012).  

Staging of the tumour is based on a T1 – T3 score. PCA at T1 is localised (Edge and Compton, 

2010). T1 stage cancer is defined as a tumour that is clinically inaccessible or cannot be 

examined by imaging in the 2010 TNM staging system (Edge and Compton, 2010). T1 stage 
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PCA is further divided into three categories defined by the proportion of cancer tissue in 

transurethral resection of the prostate (TURP) specimens, where prostatic tissue is removed 

by electrocautery or sharp dissection (Rajab et al., 2011).: T1a, found by TURP and where 

tumour tissue accounted for ≤ 5% of excision tissue; T1b, found by TURP and tumour tissue 

accounted for > 5% of excision tissue; T1c, found due to PSA increases, followed by a puncture 

biopsy to locate the tumour. These thresholds determine the patient's treatment options.  

T2 stage tumours are still confined to the prostate, but involve a greater volume within the 

gland and are divided into three categories (Edge and Compton, 2010; Huang et al., 2015). 

T2a tumours are unilateral, involving less than half of only one side of the prostate; T2b 

tumours are also unilateral, but involve more than half of only one side of the prostate; and 

T2c tumours are bilateral (The National Comprehensive Cancer Network, 2010).  

T3 stage tumours are those that have invaded tissue outside the prostate and may locate in 

seminal vesicles (Edge and Compton, 2010; Huang et al., 2015). Extracorporeal invasion of 

cancer tissue beyond the prostate capsule is considered a poor prognostic factor. In studies 

with autopsy and radical prostatectomy, it was confirmed that PCA invasion was associated 

with tumour metastasis, seminal vesicle invasion and high Gleason score (Mcneal et al., 1986; 

Gorin et al., 2014; Porcaro et al., 2016). Specimens are diagnosed as a T3a tumour if an 

invasion into the surrounding tissue fat is found in the biopsy or if there is spread to the neck 

of the bladder (Edge and Compton, 2010). Specimens are diagnosed as a T3b tumour if a 

puncture biopsy finds seminal vesicular invasion, where biochemical recurrence is typically 20% 

within 10 years (Edge and Compton, 2010). The final tumour stage associated with invasion is 

T4 where the tumour has spread to other organs near the prostate, including the rectum, anal 

sphincter and / or pelvic wall, instead of seminal vesicles (Edge and Compton, 2010; Huang et 

al., 2015).  

In addition to tumour staging, the TNM classification system provides staging for lymph node 

invasion and metastasis. Patients with tumour spread to local pelvic lymph node are 

categorised as N1; while those with no lymph node invasion are N0. If PCA spreads beyond 
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local lymph nodes, the degree of metastases is graded, whereby: M1a designates tumour 

spread beyond lymph nodes, M1b indicates spread to bone, and M1c represents tumours that 

have spread to other organs, such as lung, liver or brain. 

1.2 Available treatments for cancer patients  

Treatment of PCA includes surgical treatment, endocrine therapy, radiation therapy and 

chemotherapy. Clinicians plan the treatment according to the patient's specific circumstances, 

taking into consideration the patient's life expectancy, general health conditions, cancer score 

and staging (Stangelberger et al., 2008; American Cancer Society, 2018; NHS, 2018).  

1.2.1 Watchful waiting  

Watchful waiting refers to the proactive monitoring of the patient’s PCA (Bill-Axelson et al., 

2005; Bill-Axelson et al., 2014). The theoretical basis of this method is that the incidence of 

PCA is positively correlated with age. Due to the inert growth of PCA, the incidence is much 

higher than the mortality rate (Bill-Axelson et al., 2014), and because of the development of 

PSA tests, many early PCAs are detected. Many scientists and clinicians believe that treatment 

for most patients where there are no clinical signs of aggressive disease has no significance to 

the patients, particularly when the risks and side-effects associated with radical surgery and 

other active treatment are considered (Bill-Axelson et al., 2005; Bill-Axelson et al., 2014). The 

current evaluation of outcome following active treatment versus watchful waiting continues, 

and we expect more evidence-based medical research to guide clinical decision-making. 

However, for most low-risk PCA patients with a life expectancy of less than 10 years and in 

generally good health, watchful waiting therapy is an option to avoid over-treatment.  

1.2.2 Radical prostatectomy 

Radical prostatectomy is one of the most effective ways to cure localised PCA (Bill-Axelson et 

al., 2005; Sun et al., 2014). Surgical indications consider the risk factors of the tumour, life 

expectancy and overall patient health status (Bill-Axelson et al., 2005; Xylinas et al., 2013; Sun 

et al., 2014). Low-risk and medium-risk patients with localised PCA are recommended for 
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radical surgery, instead of short-term neoadjuvant endocrine therapy. High-risk patients with 

localised PCA can be treated with radical surgery, and postoperative adjuvant therapy can be 

given. Very high-risk PCA patients must be strictly screened for radical surgery and are often 

not offered this as an option if there is evidence of spread beyond the prostate capsule. 

Additionally, only patients who have over 10 years of life expectancy, with good physical 

condition and no severe cardiopulmonary diseases, would be considered a suitable candidate 

for radical prostatectomy as a treatment option (Bill-Axelson et al., 2005; Xylinas et al., 2013; 

Sun et al., 2014).  

1.2.3 Radiotherapy 

Radiation therapy for localised PCA is one of the primary treatments of PCA in older patients 

(Gu et al., 2018). Radiation therapy is widely used in the localised low-risk, medium risk and 

high risk to pelvic lymph node metastasis groups, but is even considered for patients with 

distant metastasis of PCA (Hinev et al., 2012; Böhmer et al., 2016; Prostate Cancer UK, 2018).  

Radiotherapy for PCA includes external radiotherapy (conventional irradiation, three-

dimensional conformal radiotherapy, and intensity modulated radiotherapy) and 

brachytherapy (interstitial placement) (Tree and Khoo, 2009). Radiation therapy is suitable for 

the treatment of various stages of the tumour. In particular, in recent years, development of 

three-dimensional conformal radiation therapy (3D CRT), and intensity modulated radiation 

therapy (IMRT) technology makes the dose to localised tumour further improved, while 

systemic toxicity risk to the gastrointestinal and urinary tract are significantly reduced 

(Zelefsky et al., 2008; Jani et al., 2007).  

As the prostate is located between the bladder and the rectum, conventional radiation 

techniques inevitably include most of the bladder and rectum in the field of radiation, so the 

dose to the target area is limited. With the application of 3D CRT and IMRT in clinical practice, 

the improvement of dose to local tumour becomes possible. For patients with low-risk PCA, 

simple radical radiotherapy can achieve a survival rate of more than 60% (Roach III et al., 2008). 

However, for patients with high-risk cancer, radiotherapy alone may not be enough to cure 
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the tumour. Several randomised studies have demonstrated that endocrine therapy combined 

with radiotherapy can significantly improve the survival of these patients (Roach III et al., 2008; 

Jones et al., 2011; Bolla et al., 2009).  

Brachytherapy is radiotherapy where radioactive substances are placed into the prostate 

tissue. At present, the commonly used radionuclides are 125I and 103Pd. Particle beam therapy 

can be used as a single therapy for patients with low-risk PCA. For patients with moderate risk, 

particle placement therapy can be combined with external irradiation (45 Gy), with or without 

neoadjuvant endocrine therapy. However, the incidences of complications are also increased. 

It is generally believed that high-risk localised advanced patients are not suitable for particle 

beam radiotherapy, but in recent years, some centres have demonstrated a combination of 

external irradiation and a high-dose-rate of brachytherapy can be safely applied for medium 

risk or high-risk PCA patients (Fang et al., 2008; Pieters et al., 2008; Soumarová et al., 2007).  

1.2.4 Transurethral resection of the prostate (TURP) 

TURP is the primary method of removing a urethral obstruction in the prostate and is the main 

treatment for patients with BPH. After decades of clinical practice as a treatment of BPH, TURP 

has been recognised as the gold standard for PCA treatment (Pathak et al., 2017). Patients 

with advanced clinical stages of PCA have limited treatment options including endocrine 

therapy, drug-based or surgical castration, total hormone block therapy, local irradiation and 

nuclear intraocular irradiation. These therapies can inhibit tumour cell growth, but advanced 

PCA patients are likely to have symptoms of urinary tract obstruction (Liberman et al., 2016). 

TURP can be used to alleviate this and improve the quality of life of patients in the short-term 

(Lee et al., 2013; Lawrence et al., 2015; Palmer et al., 2017; Liberman et al., 2016). TURP alone 

is however considered a palliative treatment and does not prevent PCA progression.   
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1.2.5 Hormone therapy 

Since Huggin et al. first reported that androgen therapy could block the progression of PCA, 

endocrine therapy has gradually become a vital palliative treatment for PCA (Huggins, 1978). 

However, due to adverse effects upon the quality of life of patients, including hot flushes, low 

libido, erectile dysfunction, male breast development, insulin resistance and cardiovascular 

disease, endocrine therapy is controversial. Additionally, endocrine therapy leading to 

castration-resistant PCA (CRPC) is still a clinical challenge, which limits its use.  

Castration treatment aims to reduce the concentration of serum testosterone to castration 

level (5% to 10% of the baseline value before treatment) to inhibit the growth of PCA cells. 

Castration treatment mainly includes surgical castration and chemical castration (Heidenreich 

et al., 2014). Surgical castration includes bilateral testicular resection and bilateral testicular 

parenchymal exfoliation to reduce the testosterone produced by the testes significantly. 

However, the psychological impact on patients is noticeable and the secretion of androgen 

from the adrenal gland can still promote the progression of PCA (Heidenreich et al., 2014; 

Yuan et al., 2014). Currently, it is used for the treatment of patients with bone metastatic 

spinal cord compression (Tazi et al., 2003; Wänman et al., 2017). For most patients, chemical 

castration treatment is preferred, where testosterone can be reduced to castration level by 

drugs without removal of testes. Clinical trials have demonstrated that the efficacy of chemical 

castration is equivalent to bilateral testicular resection and the effects are reversible when 

treatment is discontinued (Zlotta and Debruyne, 2005; Tombal and Berges, 2005; Gomella, 

2009; Griffin, 2018).  

Anti-androgen therapy is the use of anti-androgen drugs to block or reduce the role of 

androgen. Anti-androgen drugs can compete with dihydrotestosterone (DHT) or testosterone 

in prostate cells’ androgen receptor, and then initiate apoptosis and inhibit the growth of 

androgen-dependent PCA. Most patients can have their symptoms controlled by endocrine 

therapy; however, after 18 to 24 months (median), almost all patients will develop CRPC 

(Merseburger et al., 2015). At this stage, treatment options become highly limited, with 
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docetaxel- and abiraterone-based regimens being the preferred treatment for CRPC, 

expanding patients’ survival time by a median of 4 months (Cheever and Higano, 2011).  

1.3 Aspirin’s Pharmacology 

Aspirin is a non-steroidal anti-inflammatory drug (NSAID) which is used for antipyretic, 

analgesic, anti-inflammatory and anti-platelet aggregation purposes, and has been widely 

applied in clinical practice. It is also a common household drug and is used for the prevention 

of cardiovascular disease, such as thrombosis, coronary heart disease and stroke (Ong et al., 

2007).  

The gastrointestinal (GI) tract is the main place where aspirin is absorbed and it is primarily 

hydrolysed in the liver to the acetate and salicylate ions as shown in Figure 1.3 (Alfonso et al., 

2014). Both of these products subsequently circulate in the plasma. The acetyl group of aspirin 

can acetylate several proteins including COX proteins through a trans acetylation reaction in 

vitro and in vivo (Rainsford et al., 1983; Alfonso et al., 2014). Several other biomolecules, such 

as haemoglobin, DNA, RNA, histones, transglutaminase as well as other plasma constituents 

including hormones and enzymes can also be acetylated by aspirin (Lai et al., 2010; Alfonso et 

al., 2014). It has been demonstrated using radiolabelled aspirin that the binding of the acetyl 

group of aspirin occurs with several proteins, such as glycoproteins and lipids of the stomach, 

kidney, liver and bone marrow when administered in vivo (Rainsford et al., 1983). The 

salicylate product from aspirin causes DNA degradation which is related to apoptosis 

induction (Ishiyama et al., 2004; Dhanoya and Burn, 2016). It is also suggested that salicylates 

partially depolarize mitochondria, disturbing the uptake of calcium ions, which in turn has a 

negative impact on cell proliferation (Núñez et al., 2006; Dhanoya and Burn, 2016). This is 

supported by studies in which sodium salicylate is found to induce apoptosis in cancer cells 

and it has been suggested that this anti-cancer effect is reliant on the salicylic acid component 

of aspirin (Dhanoya and Burn, 2016). The anti-neoplastic effects are generally attributed to 

inhibition of prostaglandin G/H synthase and cyclooxygenase (such as COX-2 protein) from 

converting arachidonic acid to potentially tumour-inducing prostaglandins (Dhanoya and Burn, 
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2016). These recent studies therefore indicate the salicylate metabolite is of particular interest 

when exploring the mechanistic anti-cancer properties of aspirin. 

  

 
Figure 1.3. Hydrolysis of aspirin that typically occurs in the liver in vivo.  

 

Despite its clinical benefits, due to its side effects of bleeding risk and ulcers, aspirin is not 

currently approved for cancer prophylaxis (Alfonso et al., 2014). Aspirin is administrated over 

a wide dose range from 75 mg (antiplatelet and cardiovascular diseases) to 325–600 mg 

(analgesic), and even up to 1.2 g (anti-inflammatory) depending on the conditions of patients 

(Dovizio et al., 2013; Alfonso et al., 2014). With oral administration, low-dose (less than 75 

mg) aspirin gives a peak plasma concentration of about 7 𝜇M; however, analgesic (about 300 

mg) and anti-inflammatory (1,200 mg) doses can yield plasma concentrations ranging from 30 

to 150 𝜇 M (Figure 1.4) (Dovizio et al., 2013; Alfonso et al., 2014). Low-dose aspirin is 

estimated to provide 20 𝜇M plasma salicylate concentrations obtained from the hydrolysis, 

whereas for analgesic purposes, the plasma levels can be up to 1000 𝜇 M, while anti-

inflammatory effects are achieved at concentrations ranging from 2,000 to 4,000 𝜇M after 

oral administration (Dovizio et al., 2013; Alfonso et al., 2014). It has been found in many 

studies that long-term oral administration with doses ranging from 81 to 325 mg lead to a 

decrease in the incidence and mortality associated with colorectal cancer (Rothwell et al., 

2012; Dovizio et al., 2013). However, this relationship needs to be explored further with other 

cancer types where data is far more limited. 
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Figure 1.4. Relationship between plasma salicylate levels and oral administration of aspirin.  

 

1.3.1 Aspirin and its benefits for cancer patients 

Aspirin has demonstrated many clinical benefits for decades. In the 1970s, the effects of 

aspirin inhibiting platelet aggregation made its use wide-spread to prevent cardiovascular and 

cerebrovascular disease. It also demonstrates anti-diabetic, anti-heart disease, and anti-

Alzheimer's disease properties (Ng et al., 2015; Araujo et al., 2016; Mc Menamin et al., 2015). 

Aspirin is now recognized as the cornerstone of prevention of cardiovascular diseases. Long-

term, rich clinical experience has also demonstrated the anti-inflammatory effects of aspirin. 

During this routine use however, it has been noted that aspirin appeared to reduce the 

morbidity and mortality of some cancers (Elwood et al., 2016). Thus, the relationship between 

aspirin and cancer prevention has been the focus of increasing research interest.   

Epidemiological studies have demonstrated that aspirin can reduce the incidence of colorectal 

cancer, oesophageal cancer, colon cancer and lung cancer, showing that aspirin has promising 

anti-tumour properties (Langley et al., 2011; Mc Menamin et al., 2015; Hao et al., 2018; Li et 

al., 2018). Experimental results show that aspirin can inhibit tumour cell growth and 

proliferation, induce tumour cell apoptosis, and inhibit tumour angiogenesis, invasion and 
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metastasis through multiple signal transduction pathways.  

Animal experiments and epidemiological studies have confirmed that aspirin is effective in 

some common cancers and can prevent vascular disease (Rothwell et al., 2012). For example, 

a study by Professor Rothwell, at Oxford University, provides strong evidence for aspirin’s anti-

cancer effect. The study included five large randomised controlled trials involving 17,285 

subjects. For cardiovascular patients in the UK, aspirin (> 75 mg) was administered daily in the 

trial group to record the incidence of cancer in all new and concurrent patients, followed by 

an observation of the effect of aspirin on tumour metastasis. Cancer patients were classified 

according to tumour histology and clinical features. Among them, 987 patients were 

diagnosed with solid tumours at an average of 6.5 years (standard deviation of 2.0) during 

follow-up. Compared with the control group, aspirin reduced the risk of the distant metastasis 

rate for adenocarcinomas (Hazard Ratio, HR) to 0.64 (95% CI value of 0.48-0.84, p=0.001). 

However, it was ineffective for advanced cancers (p=0.64). The study also found that aspirin is 

effective for any age and gender group (Rothwell et al., 2012). It was concluded that compared 

with the control group, taking aspirin daily could reduce the mortality of cancer patients. This 

study shows that aspirin contributes to the treatment of certain cancers, providing evidence 

of its efficacy in drug intervention, in particular by inhibiting tumour metastasis (Rothwell et 

al., 2012). Aspirin is also a preventive measure for gastroenteric tumours, and it can inhibit 

proliferation of tumour cells (Chan et al., 2005). Research has demonstrated that in colorectal 

cancer patients who had taken 325 mg aspirin per day for 31 months, only 17% had cancer 

recurrence, compared with 27% in the control group (Imperiale, 2013; Rosenberg et al., 2009; 

Chan et al., 2005). Whilst, in another study, after three-years of observation, it was found that 

when colorectal cancer patients took 81 mg aspirin daily, the recurrence rate was 19% lower 

than that of the control group who took a placebo. A population-based case-control study 

explored the relationship between aspirin and the risk of prostate cancer. The study analysed 

data from 1,001 prostate cancer patients and 942 older people between January 1st, 2002 and 

December 31st, 2005, and found that the risk of prostate cancer was 21% lower in patients 

taking aspirin than in those who did not (95% CI: 0.65 to 0.96) (Salinas et al., 2010). It has no 
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preventive effect on endometrial cancer, and melanoma, but may reduce the risk of breast 

cancer, lung cancer, pancreatic cancer, and prostate cancer (Zhang et al., 2015c; Bilani et al., 

2017).  

Reports on the efficacy of aspirin in prostate cancer treatment do however vary in the 

literature (Baron et al., 2003). The different administration dose and time, and the stage of 

PCA may be underlying reasons for some of the inconsistencies (Bosetti et al., 2014; Elwood 

et al., 2018). For example, a study involving 34,132 men of 50 to 76 years of age who 

participated in vitamin and lifestyle studies, reported that there was no relationship between 

NSAIDs including low-dose aspirin and conventional aspirin with the reduced risk of prostate 

cancer (Brasky et al., 2010). However, in this study, Brasky et al. (2010) only used PSA as their 

indicator for prostate cancer, which is not an ideal approach given the limitations of PSA 

discussed above (Section 1.1.3.1).  

The discovery of the aspirin anti-cancer effect has a practical significance to the prevention 

and treatment of cancer, which has aroused widespread interest, but there are some concerns 

as it may lead to a risk of gastrointestinal bleeding and so should only be used under the 

guidance of a clinician. At the moment there is limited understanding of the mechanisms by 

which aspirin functions as an anti-cancer agent and this is an area that requires further 

research. 

1.4 Cyclooxygenase and Cyclooxygenase-2 effects on cancer 

Cyclooxygenase (COX) is an important rate-limiting enzyme in the biosynthesis of 

prostaglandins by arachidonic acid and it participates in a variety of pathophysiological 

processes (Nørregaard et al., 2015). Currently, three subtypes of COX have been found, namely, 

COX-1, COX-2 and COX-3 proteins. COX-1 proteins maintains normal physiological functions of 

the human body, such as gastrointestinal mucosal protection and renal blood flow regulation 

(Pathak et al., 2014). It is involved in prostaglandin (PG) production as well as physiological 

processes. COX-3 protein is considered a variant of COX-1 protein, expressed mainly in the 

cerebral cortex and heart (Kraus et al., 2013). However, COX-2 protein is an inducible enzyme 
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that is not expressed or expressed to a very low level in most cells (Nørregaard et al., 2015). 

NSAIDs including aspirin, especially selective COX-2 gene inhibitors, mainly regulate COX-2 

gene expression to affect growth of the cancer cells (Sobolewski et al., 2010). 

1.4.1 Functions of COX-2 and its involvement in cancer 

The COX-2 gene is a "rapid response gene". It is a polypeptide consisting of 10 exons and 9 

introns, which includes two activation protein-2 (AP-2) sites, 2 activation sites of nuclear factor 

κappa-light-chain enhancer of activated B cells (NF-κB), TATA box sequence, CCAA enhancer 

binding protein site (C/EBP), cAMP responsive element (CRE), and Etw-1 transcription factor 

sites (Joan, 2003; Shi et al., 2015). The COX-2 gene is not expressed in most tissues or cells 

types, but is inducible and is often expressed in macrophages, synoviocytes, fibroblasts, 

osteoblasts, tumour cells, and activated endothelial cells (Araki et al., 2003). The COX-2 

protein is a key enzyme in catalysing arachidonic acid synthesis of prostaglandin (PG). COX-2 

is an adaptive enzyme, located mainly in the nuclear membrane; the COX-2 gene is also 

expressed in the central nervous system, and is associated with nerve responses to fever and 

pain (Martin et al., 2007).  

COX-2 gene plays an important role in the development of tumours, and its up-regulation is 

related to tumour cell proliferation, transformation, promotion of angiogenesis, invasion and 

metastasis (Shao et al., 2012; Zhan et al., 2013). Shirakawa et al. (2004) reported that there 

was a high expression of COX-2 in benign lesions and malignant tumours such as PCA and 

breast cancer. They suggested that the COX-2 gene may be involved in cancer occurrence and 

development (Shirakawa et al., 2004). COX-2 at the site of inflammation can catalyse the 

production of PGs associated with pro-inflammatory responses, it therefore plays an 

important role in inflammatory processes (Wang and DuBois, 2010). Factors that induce COX-

2 expression are oncogenes, hypoxia, ultraviolet light, interleukin-1, etc., while antioxidants, 

dexamethasone and the tumour suppressor protein p53, can inhibit its expression (Fosslien 

and Science, 2000; Laube et al., 2016). It is now generally considered that COX-2 may be 

involved in tumour growth because it can suppress apoptosis and also promote cell 

proliferation (Sobolewski et al., 2010). It is also associated with inhibition of immune function 
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and promoting angiogenesis (Liu et al., 2015a). 

Many studies show that chronic inflammation with tissues exhibiting abnormal expression of 

COX-2 as a manifestation is closely related to the occurrence and development of a variety of 

tumours (Vendramini-Costa and Carvalho, 2012). This is evidenced by the fact that when cells 

are stimulated by pro-inflammatory cytokines, the COX-2 gene is upregulated and is involved 

in continued inflammation and the formation and development of tumours (Gandhi et al., 

2017). Evidence from genetic and clinical studies suggest that increased gene expression of 

COX-2 is one of the key steps of carcinogenesis (Kim et al., 2011; Vendramini-Costa and 

Carvalho, 2012). Recent studies have demonstrated that the COX-2 gene is highly expressed 

in many human malignancies and pre-cancerous lesions, such as colorectal cancer, lymphoma, 

malignant melanoma and breast cancer (Coussens and Werb, 2002; Mazhar et al., 2006; 

Bundred and Barnes, 2005; Ferrandez et al., 2003; Kim et al., 2011; Pang et al., 2016).  

1.4.2 COX-2 expression in prostate cancer 

Overexpression of COX-2 has also been reported in prostate cancer where it is closely related 

to progression and prognosis of PCA, and generally higher expression is associated with 

metastatic PCA (Kraus et al., 2013). Yoshimura et al. evaluated COX-2 expression levels in 28 

cases of PCA tissue, 8 cases of normal prostate tissue and 8 cases of BPH tissue (Yoshimura et 

al. 2000). The results showed that relative to the normal prostate and BPH cases, the 

expression of COX-2 in cancer tissue samples was significantly increased, suggesting that COX-

2 overexpression is closely related to the occurrence of PCA (Yoshimura et al., 2000). In order 

to directly demonstrate the biological function of COX-2 on the prostate, Fujita et al. (2002) 

transfected the human exogenous COX-2 gene into LNCaP cells where the expression of 

endogenous COX-2 was low. They found that the group transfected with the exogenous COX-

2 gene proliferated faster than the group with the low endogenous COX-2 expression, 

indicating that COX-2 can promote prostate cancer cell proliferation (Fujita et al., 2002).    

The biological function of COX-2 protein is closely related to its products, the PG. Ruan and 

So (2014) transfected human embryonic kidney (HEK293) cells with COX-2 protein and 
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Prostaglandin E2 (PGE2) to induce overexpression of the protein and co-cultured these cells 

with PCA cells. This study demonstrated that compared with the normal HEK293 cells, the 

proliferation of PCA cells cultured with transfected-HEK293 cells was more rapid suggesting 

the increase of COX-2 and PGE2 gene in the tumour microenvironment could promote PCA 

cell proliferation (Ruan and So, 2014). COX-2 is also thought to inhibit apoptosis following a 

study evaluating tissues from 57 PCA patients where the COX-2 gene was overexpressed (Kim 

et al., 2011).  

High expression of COX-2 can upregulate the synthesis of PG (especially PGE2) with cancer-

promoting activity (Sobolewski et al., 2010). PGE2 protein can promote tumour growth by 

promoting the proliferation of tumour cells, promoting angiogenesis, and inhibiting the 

body's immune surveillance (Nakanishi and Rosenberg, 2013). In addition, PGE2 protein 

stimulates the paracrine and autocrine prostaglandin receptors, thereby inhibiting the 

occurrence of apoptosis in a variety of tissues (Jabbour et al., 2002; Lalier et al., 2011). It is 

believed that COX-2 inhibitors can exert their anti-tumour effects by inhibiting the activity of 

COX-2 and reducing the synthesis of PGE2 (Tsubouchi et al., 2000). The acetylation of COX-2 

proteins is one way to inhibit its activity. The serine Ser530 active site of COX-2 is acetylated 

by aspirin, thus irreversibly aspirin inhibits COX-2 proteins’ activity. Consequently, arachidonic 

acid is sterically prevented from contacting with the activated tyrosine Tyr385, subsequently 

blocking the synthesis of prostaglandins (Blobaum and Marnett, 2007; Kamble et al., 2015; 

Lucido et al., 2016). Hence, this evidence suggests that COX-2 expression could be a promising 

target for the prevention and treatment of PCA (Algra and Rothwell, 2012; Gupta et al., 2013; 

Shan et al., 2013). 

1.4.3 Relationships between aspirin and the molecular mechanisms underlying PCA 

development 

Due to the multi-potent nature of aspirin, its mode of action in preventing the progression of 

PCA has not been clearly elucidated, although both COX-2 dependent and independent 

pathways may be of importance.  
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1.4.3.1 COX-2-dependent pathway 

It has been found that aspirin irreversibly acetylates and inactivates the cyclooxygenase 

protein (Vane, 1971; Roth et al., 1975). Via the COX-2-dependent pathway, COX-2 gene 

expression can be downregulated and then PG synthesis is blocked or the COX-2 proteins’ 

activity is reduced by aspirin’s acetylation. Acetylation, is a significant post-translational 

modification that has a significant impact on the function of a wide range of proteins in 

humans (Choudhary et al., 2009). Zhao et al. (2010) have found 41,000 proteins are naturally 

acetylated in human liver cells and they believe this nature of acetylation is universal. 

Acetylation is involved in activating, inactivating or destabilising metabolic enzymes thereby 

controlling enzyme activity (Xu et al., 2014b). In cancer, acetylation is deregulated (Xu et al., 

2013). The capability of aspirin to chemically acetylate either proteins (COX-2) / biomolecules 

(RNA) has therefore enormous therapeutic significance (Alfonso et al., 2014).  

Given that aspirin is an NSAID, the mechanism of action of aspirin in preventing cancer may 

be related to a COX-2-dependent pathway. Hence, aspirin may inhibit the COX-2 pathway and 

block the proliferation of cancer cells, thereby preventing the cancer (Sostres et al., 2014). 

However, little research has been done in this area with respect to PCA to date. 

1.4.3.2 COX-2-independent pathways 

Aspirin may also have an influence on COX-2-independent pathways leading to an anti-cancer 

effect. Aspirin can irreversibly acetylate a wide range of proteins. For example, Alfonso et al. 

(2014) found that aspirin can dose-dependently acetylate p53, up-regulating Bax induced 

tumour cell apoptosis. At the same time, aspirin can down-regulate the p21Cip1 protein 

(Alfonso et al., 2009; Alfonso et al., 2014). Marimuthu et al. (2011) found that aspirin can 

acetylate a large number of intracellular proteins in the colon cancer cells HCT-116. Moreover, 

aspirin arrests cells in G1/G0 phase; Luciani et al. (2007) found that aspirin can cause G1 arrest 

and apoptosis in cells deficient in COX-2, through activation of the checkpoint kinase Ataxia-

telangiectasia-mutated kinase (ATM). Aspirin’s pro-apoptotic response is thought to occur 

through its ability to activate caspase and Bcl-2. Caspase is a cysteine-containing aspartate 
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proteolytic enzyme, which is a group of proteases that includes 13 members (caspase-1 to 

13). Caspase usually exists as an inactive zymogen but activated caspase can rapidly induce 

apoptosis in diseased cells. Yan et al. (2013) applied aspirin to the breast cancer cell MDA-

MB-453 and found that it can directly up-regulate caspase-3 by degrading transcription factor 

AP-2 alpha to induce tumour cell apoptosis. The Bcl-2 family of proteins is an endomembrane-

associated protein that regulates programmed cell death (Youle and Strasser, 2008). Aspirin 

is known to down-regulate the expression of the anti-apoptotic protein Bcl-2 and promotes 

the expression of the pro-apoptotic protein Bax (Choi et al., 2013).  

Aspirin has also been found to affect angiogenesis. The progression of malignant tumours 

depends on the supply of oxygen and nutrients by blood vessels, which is a necessary process 

for tumour growth and metastasis. Borthwick et al. (2006) found that the combination of the 

COX-2 selective inhibitor celecoxib and the COX-1 selective inhibitor SC560 in the selected 

dose range did not affect angiogenesis. In contrast, aspirin, as a non-selective inhibitor of COX, 

demonstrated an inhibitory effect on angiogenesis, suggesting that aspirin's effect on 

angiogenesis is COX-independent (Borthwick et al., 2006).  

1.5 NF-𝛋B pathway 

In 1986, NF-κ B was first identified as a nuclear factor consisting of a light chain gene (5c-

GGGACTTTCC-3c) from an enhancer element of IgJ, the immunoglobulin. However, at that 

time it was believed that NF-κB was specifically expressed in mature B cells (Oeckinghaus and 

Ghosh, 2009). Subsequent studies found that NF-κB was expressed in most tissues and cells, 

but its activity differed in varying cells types and under different environmental conditions. 

Now it is understood that the Rel/NF-κB family members are divided into two groups: one 

group includes NF-κB 1 (p50 and its precursor p105) and NF-κB 2 (p52 and its precursor p100); 

and the other group includes Rel (c-Rel), RelA (p65, or NF-κB3) and RelB proteins, as well as 

the drosophila proteins, dorsal and Dif. The two groups differ in their capability to activate 

transcription. In humans, p50 / RelA (p50 / p65) were the first to be recognised, and the only 

one necessary for survival, which is commonly referred to as NF-κB. There is a great affinity 
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between the dimer and the corresponding NF-κB sites in DNA; located at the RelA’s C terminal. 

The transcriptional activation domains can interact directly with basal transcription apparatus, 

and thus NF-κB plays a transcriptional regulatory function (Sun, 2011). 

As a group of important transcription factors, NF-κ B plays an impressive central role in 

fundamental cell functioning and a significant role in disease when the pathway does not 

signal appropriately. NF-κ B is formed by a group of polypeptides of the Rel/NF-κ B family, 

which is a group of transcription factors. NF-κB plays a vital role in immunity, and inflammation. 

Its imbalance is directly related to many autoimmune diseases. Rheumatoid arthritis, asthma 

and chronic enteritis are just some of the diseases very closely related to inappropriate 

activation of the NF-κB pathway (Tak and Firestein, 2001).  

In addition, the NF-κB pathway has also long been implicated in tumorigenesis, including PCA 

(Ghosh et al., 1998; Rayet and Gelinas, 1999). The direct and indirect effects of this 

transcription factor complex on tumorigenesis and progression have been demonstrated in 

several animal models for hepatocellular carcinoma, gastric cancer and lung cancer (Xia et al., 

2014). In most tumours, NF- 𝜅 B signalling promotes processes such as proliferation, 

angiogenesis, invasion, metastasis, chemoresistance, and radioresistance (Pozdeyev et al., 

2015). However, studies have shown that in some cases, NF- 𝜅B can induce apoptosis and 

positively regulate pro-apoptotic genes. Therefore, depending on the microenvironment, NF-

 𝜅B may have varying roles in different tissues. NF- 𝜅B has been found to play an important 

role in the formation of new blood vessels (angiogenesis) in tumours by the production of 

cytokines such as TNF, interleukin-1 (IL-1) and interleukin-6 (IL-6). These cytokines stimulate 

the expression of VEGF gene, which is a major regulator of angiogenesis (Pahl, 1999; Maloney 

and Gao, 2015; Tanaka et al., 2014). NF- 𝜅 B can also induce expression of additional 

angiogenesis regulators such as CXCL1, CXCL8 and IL8. In addition, NF-𝜅 B promotes the 

expression of adhesion molecules such as ICAM-1 and E-selectin as well as proteins involved 

in tumour cell invasion (metalloproteinases, MMPs). NF-𝜅 B has been found to promote 

epithelial-mesenchymal transition (EMT), which is an event closely related to invasion and 

metastasis in many types of tumours (Pires et al., 2017). Finally, the inflammatory 
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microenvironment, which is primarily activated by NF-𝜅B, also contributes to carcinogenesis 

through cytokine production and signal processing that promotes tumour growth (Karin, 2006; 

Lickteig et al., 2007). 

1.5.1 The NF-𝛋B signalling pathways 

NF-κB is activated by various signals via degradation of IκBs, and then the active NF-κB binds 

DNA within the nucleus. Firstly, two conserved serine residues in IκBs are phosphorylated, 

catalysed by IκB kinase (IKK). IKK is composed of a regulatory subunit, IKK-γ (also called NEMO) 

and two catalytic sub-units: IKKα and IKKβ. Then IκB is polyubiquitinated and degraded by 

Skp, Cullin, F-box containing (SCF) complex. The activated NF-κB translocates to the nucleus, 

due to unmasking of a nuclear localisation sequence (NLS), where it binds to its associated 

DNA target site to induce transcription of specific genes. A variety of pathogens, including 

components of lipopolysaccharide, pro-inflammatory cytokines such as tumour necrosis 

factor (TNF), IL-1 and mitogen, can activate NF-κB in this way (Liu et al., 2017). This signalling 

pathway inducing NF-κB activation and depending on the degradation of IκBs, is called the 

classical signalling pathway. Other pathways can also be involved in NF-κB activation, which 

include dissociation of IκB induced by phosphorylation and pathways based on protein kinase-

2. After the release of IκB, NF-κB can be modified (e.g. the modification of the sub-unit to 

influence the effectiveness of their transcriptional activation). Activation of NF-κB can induce 

IκBα expression rapidly. Newly synthesised IκBα enters the nucleus, and then translocates 

with NF-κB out of the nucleus. Finally, NF-κB returns to its resting state. This is the canonical 

pathway, where NF-κB release is caused by IκBα degradation as shown in Figure 1.5 (Palmer 

et al., 2017). 
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Figure 1.5. Canonical NF-𝛋B pathway. When it is inactive, RelA (p65) binds to I𝛋B, which remains in the cytoplasm 
and does not exhibit transcriptional activity. When the inflammatory factor and other stimuli are introduced, the 
upstream kinase of I𝛋B, I𝛋B kinase (IKK) is activated by phosphorylation. IKK degrades I𝛋B. p65 has a nuclear 
positioning signal. Without the shackles of I𝛋B, p50 will bind RelA (p65) and translocate into the nucleus. RelA 
(p65) recognises and binds to specific target DNA sequences to regulate the transcription of the target gene. 
Binding sequence of RelA (p65) on the promoter: 5'-GGG (A/G)(C/A/T)T(C/T) 3 '.Source: Campbell, et al. 2004; Sun, 
2011.  

 

 

In contrast, the non-canonical pathway is activated by the RelB/p52 NF- κ B complex as 

demonstrated in Figure 1.6 (Sun, 2011). The IκB family consists of p105 and p100, which are 

precursors. In addition to p50 and p52 sequences, these precursors also include the ankyrin 

region. The precursors p105 and p100 inhibit the activity of NF-κB that they are associated 

with. The whole progression from the precursor to p50 and p52 is not fully understood, but 

this process requires protease activities during translation and post-translational processing. 

Signal-induced phosphorylation and processing of p52 from p100 does not require the classic 

IKK-γ-dependent pathway. IKK- and induction of NF-κB–inducing kinase is essential, but IKK-β 

and IKK-γ are not required. Thus, this pathway is also known as the non-classical, alternative 

or new NF-κB activation pathway (Campbell et al., 2004).  
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Figure 1.6. Non-canonical NF-κB pathway. After activation, NF-κB2 precursor protein p100 is phosphorylated and 
subsequently processed to form a mature sub-unit, p52, by proteasome. p52 dimerises with RelB and enters the 
nucleus. Source: Campbell, et al. 2004 ; Sun, 2011. 

 

 

1.5.2 Aspirin’s influence on the NF-𝛋B pathway 

The whole family of NF-κB transcription factors play crucial roles in immunity, inflammation, 

development and tumorigenesis. Therefore, the study of the behaviour and regulation of NF-

κ B has been increasingly attracting attention. Liao et al. (2015) conducted a series of 

experiments in which they found that aspirin can block the activity of NF-κB. Three cell lines, 

U2OS, ZOS and MG63 osteosarcoma cells, were transfected with a NF-κB luciferase plasmid. 

The activity of the luciferase was decreased by 50% after the cells were treated with aspirin 

for 24 h. The p65 protein was used as the indicator of NF-κB transcriptional activity and was 

decreased as detected by Western blotting when NF-κB was inhibited by aspirin treatments. 

This study therefore demonstrated that aspirin reduced the activity of p65, which has 

subsequently been confirmed by findings of other similar investigations (Sun, 2011; Palmer et 

al., 2017). Thus, the proposed mechanism by which aspirin influences the NF-κB pathway is 
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illustrated in Figure 1.7.  

Using a western blotting approach, B-cell lymphoma 2 (Bcl-2), Baculoviral IAP repeat-

containing protein3 (CIAP2), baculoviral inhibitor of apoptosis repeat-containing 5 (Survivin), 

Livin and X-linked inhibitor of apoptosis protein (XIAP), which are downstream targets of NF-

κB, were all found to have their expression levels reduced by aspirin in a dose- and time-

dependent manner in U2OS and ZOS cell lines (Liao et al., 2015). NF-κB is a ubiquitous and 

inducible cell transcription factor and a key regulator in the production of COX-2, thus, COX-2 

gene expression can be also supressed via this pathway (Shi et al., 2015). These studies 

demonstrate the potential for aspirin to influence the NF-κ B signalling pathway, but this 

interplay in prostate carcinogenesis is not yet understood.  

 

 
Figure 1.7. Proposed pathway for NaS interfering with the NF-𝛋B pathway. Aspirin and sodium salicylate (NaS) block 
IκB𝛼 phosphorylation and degradation. The (A), NF-κb pathway can be active when IκB𝛼 is phosphorylated by 
IKK. Then the dimer p50-p65 will be released and translocated in the nucleus. However, with presence of NaS or 
aspirin (B), the phosphorylation of IκB𝛼 is blocked, thus, the dimer cannot enter the nucleus.  
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1.6 Aims 

The aim of this thesis was to investigate the effects of aspirin on PCA in order to develop 

further understanding on its underlying mechanism of action and thus its utility for PCA 

treatment. In the human body, biotransformation of aspirin yields salicylate; as the present 

study was an in vitro investigation, the aspirin metabolite NaS was selected. To achieve the 

aims of this study, the following objectives were addressed: 

• Investigation of NaS toxicity – Chapter 3 

Research in this chapter investigated NaS effects on growth, COX-2 gene expression, 

migration and invasion of PCA cells. In addition, morphological changes, calcium levels 

and mitochondrial health were investigated.  

• Exploration of NaS mode of action (MoA) – Chapter 4 

This next results Chapter focused on exploring down-stream targets potentially 

associated with aspirin’s MoA and evaluating the impacts of COX-2 inhibitors on 

growth and morphology. In addition, NaS’ role in impacting NF-κB cell-signalling 

pathways were assessed.  

• Development and characterisation of three-dimensional (3D) prostate cancer models 

for NaS evaluation – Chapter 5  

Finally, a 3D prostate cancer model was established and characterised, including the 

model’s growth features and COX-2 gene expression profiles. This model was 

subsequently used as an advanced and more realistic tool to explore NaS’ impact on 

toxicity, growth, COX-2 expression and NF-κB cell-signalling pathways as compared to 

standard monolayer (2D) culture systems.  
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Chapter 2 Materials and Methods 

2.1  Chemicals and equipment  

The materials used in this project are listed in 2.1.   

Table 2.1. Materials used for the project. 

Materials Manufacturer Catalogue 
Number 

0.05% Trypsin/EDTA (T/E) GIBCO, Paisley, UK 1839027 

0.22 μM pore size filter Millex-GP, IRL R7AA60906 

0.2mL PCR tube, Flat cap STARLAB, US 15073 

1 x 1 mm haemocytometer Hawksley BS 748 

1.1 × 50 mm Needle BD Microlance 3 160518 

15 μ-slide angiogenesis plate ibidi, DE 8156 

1-Butanol Sigma-Aldrich, UK B7906-
500ML 

3-[4,5-dimethylthiazol-2-yl]-2,5- 
diphenyltetrazolium bromide; thiazolyl blue 
(MTT) 

Sigma-Aldrich, UK M2128-
100MG 

30% acrylamide Severn BIO-TECH, UK 20-2600-10 

37% Hydrogen chloride (HCl) Sigma-Aldrich, UK 435570 

50 mL centrifugation tube Greiner Bio-one, UK 
 

96-well plate Thermo Fisher 
Scientific, UK 

167008 

96-well plate, low-profile BIO-RAD, UK MLL9601 

Academy Microscope Slides Smithscientific, UK N/A-141 

Agarose Sigma-Aldrich, UK A9539-10G 

Alexa Fluor® 488 Phalloidin Thermo Fisher 
Scientific, UK 

A12379 

Ammonium persulfate (APS) Lancaster Synthesis, 
UK 

10049089 

BIOFUGE Fresco Heraeus, UK 75005521 

Bovine serum albumin (BSA) Sigma-Aldrich, UK A7906-100G 

Clarity™ and Clarity Max™ Western ECL Blotting 
Substrates 

Bio-Rad, UK 1705060S 

Colcemid Sigma-Aldrich, UK 0000000102
95892001 

Confocal camera and its software Zeiss, LSM 880 LSM710 
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Culture-Inserts 2 Well in µ-Dish 35 mm (wound 
healing assay) 

ibidi, DE 81176 

Cytospin 4 Thermo Shandon A78300003 

DEME without phenol red GIBCO, Paisley, UK 180726 

Dimethyl sulfoxide (DMSO) GIBCO, US 
 

DU145 cells ATCC, US 2215512 

Fast SYBR Green Kit QIAGEN, DE 204054 

Filter tips 10 μL STARLAB, US S1121-3810 

Filter tips 1000 μL STARLAB, US S1122-1830 

Filter tips 200 μL STARLAB, US S1120-8810 

Foetal Bovine Serum (FBS) GIBCO, US 42G79501c 

Formamide Sigma-Aldrich, UK 1181432000
1 

Glutamine GIBCO, US 25030-024 

Glycine Melford, UK C22753 

Hoechst 33342 Sigma-Aldrich, UK 38733 

INCell analyser 2000 GE Healthcare Life 
Sciences 

INCell 
analyser 
2000 

Isis Fluorescence Imaging System Metafer 4 software, 
MetaSystems 

 

LaemmLi buffer, non-smelling Sigma-Aldrich, UK 14533-
100MG 

LumaScope 500 camera Labtech International 
Limited 

LumaScope 
500 

Mars Air Flow hood Scanlaf 
 

Methanol Fisher Chemical, UK 1717717 

Microseal ‘B’ seal Seals (plate film) BIO-RAD, UK MSB1001 

ND-1000 Spectrophotometer LABTECH 
International, UK 

ND-1000 

NE-PER™ Nuclear and Cytoplasmic Extraction 
Reagents 

Thermo Fisher 
Scientific, UK 

78833 

Non - essential amino acid Thermo Fisher 
Scientific, UK 

11140050 

Paraformaldehyde (PFA) Polyscience, US 18814-20 

Phosphate buffered saline (PBS) Corning, UK 29816005 

PC3 cells ECACC, UK 90112714 

Pen / Strep GIBCO, US 15140-122 

PNT2 cells ECACC, UK 95012613 

POLARstar Omega plate reader BMG Labtech Ltd., UK N/A 

Polish slide BIO-RAD, UK 
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Propidium iodide (PI) Sigma-Aldrich, UK P4170 

Protein Assay Reagent BIO-RAD, UK 
 

PVDF membrane BIO-RAD, UK 162-0177 

QCM ECMatrix Cell Invasion Assay, 24-well (8 
µm), colorimetric 

CHEMICON, UK ECM551 

Ready-to-use Human Chromosome Pan-
Centromeric paints 

Cambio, UK 1695-F-01 

Reverse transcription Kit QIAGEN, DE 205311 

RNase-Free DNase Set (50) QIAGEN, DE 79254 

RNease Mini Kit (50) QIAGEN, DE 154018589 

RPMI 1640 medium GIBCO, UK 1839799 

Shandon Cytofunnel®, single funnel with white 
filter and cap 

VWR, UK SHAN599104
0 

Sodium chloride (NaCl) Sigma-Aldrich, UK SZBF3340V 

Sodium Citrate Sigma-Aldrich, UK C8532-100G 

Sodium dodecyl sulphate (SDS) Invitrogen, US 91403743 

Sodium salicylate (NaS) Sigma-Aldrich, UK BCBJ2699V 

Stripping buffer Thermo Fisher 
Scientific, UK 

46430 

T100 Thermo cycler BIO-RAD, UK T100 

T25 flask Greiner Bio-one, UK 690160 

T75 flask Greiner Bio-one, UK 658170 

TEMED Sigma-Aldrich, UK T9281-25ML 

Thermal cycler BIO-RAD, UK CFX Connect 

TRIS Melford, UK G25803 

Tris(4,7-diphenyl-1,10-phenanthroline)ru 
[ru(dpp)] 

Santa Cruz, US SC-213125 

Triton-X100 Sigma-Aldrich, UK X100-100ML 

TWEEN® 20 Sigma-Aldrich, UK MKBS1669V 

VECTASHIELD Antifade Mounting Medium with 
DAPI 

Vector Laboratories, 
Peterborough,UK 

H-1200 

Virkon LabShop, UK 330001 
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2.2  Computer software 

The software used in this thesis are listed in the table below (Table 2.2).  

Table 2.2. Software used in this thesis. 

Software  Version 

INCell Analyser Workstation 3.7.1 

BioRad CFX Manager 3.0 

Mars Data analysis 1.20.R2 

Metafer 4 (MSearch) 3.9.8 

Microsoft Excel  2016 

Microsoft Word 2016 

Quantity One 1-D Analysis Software 4.62 

SPSS 22.00 

ZEN Blue 
edition 

 

2.3  Recipes for general buffers and solutions 

2.3.1 Tris-HCl 

A total of 121.1 g of Tris was dissolved in 700 mL of H2O. Then HCl was used to adjust the pH 

to 7.6 and water was added until the volume reached 1 L. After aliquoting into five bottles, 

the solution was sterilised by autoclaving.  

2.3.2 NaS stock solution 

NaS, was made up to a 1 mol/L (M) stock solution, by dissolving 1.6 g NaS and 10 mL Tris-HCl. 

The stock solution was filtered with a 0.22 𝜇𝑀 pore size filter before dosing cultured cells with 

the compound. 
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2.3.3 20x saline-sodium citrate (SSC) solution 

A total of 175.2 g NaCl (3 M) and 87.33 g (300 mmol/mL or mM) Trisodium citrate dihydrate 

were dissolved in of H2O. This was adjusted with HCl to pH 7. Then the same volume of H2O 

was added to dilute the SSC solution to 10x SSC. 100 mL of 10x SSC was diluted in 390 mL H2O 

and the final volume should be adjusted to 500 mL. This is the 2x SSC. 

2.3.4 70% formamide/2xSSC 

A total of 49 mL of formamide was mixed with 7 mL of 20X SSC, and the total volume was 

adjusted to 70 mL with water. 

2.3.5 Celecoxib stock solution 

A total of 3.8137 mg celecoxib (Sigma, UK) was dissolved in 10 mL DMSO to form a stock 

solution at 1 mM. 

2.3.6 Buffers used in western blotting 

The buffers used in western blotting are listed in Table 2.3.  

Table 2.3 Buffers used in western blotting. 

 Solution Recipe 

Stock 
buffer 

1 M Tris (pH 6.8) 30.3 g Tris in 250 mL distilled water and HCl used to adjust to 
pH 6.8 

1.5 M Tris (pH 8.8) 45.4 g Tris in 250 mL distilled water and HCl used to adjust to 
pH 8.8 

10% (w/v) APS 1 g APS in 10 mL distilled water 

10% (w/v) SDS 50 g SDS in 500 mL distilled water 

LaemmLi buffer Ordered from Sigma-Aldrich, UK 

TBS (Tris-buffered 
saline) 10x 

24.2 g Tris, 80.1 g NaCl in 1 L distilled water adjusted to pH 7.6 
with HCl 

Tris / Glycine / SDS 
(TGS) 10x 

30.3 g Tris, 144.1 g Glycine and 100 mL 10% (w/v) SDS in 1 L 
distilled water 

Working 
buffer 
(stored at 
4 ℃) 

Wash buffer 1 mL TWEEN® 20 and 100 mL TBS 10x in 1 L distilled water 

BSA Block buffer 
(10%) 

25 g BSA in 250 mL wash buffer 

Running buffer 100 mL TGS 10x in 1 L distilled water 

Transfer buffer 100 mL TGS 10x and 200 mL methanol in 1 L distilled water 
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2.4  Cell lines and their culture methods 

PC3, PNT2 and DU145 cell lines were cultured in RPMI 1640 medium supplemented with 10% 

FBS, 1% Pen Strep and 1% Glutamine, and incubated at 37 ℃ and 5% CO2 for 2-3 days. PC3 

cells are epithelial PCA cells derived from a metastatic site (bone), DU145 cells are epithelial 

PCA cells derived from a metastatic site (brain) and PNT2 cells are a normal prostate 

epithelium immortalized with Simian Virus 40.  

All steps regarding cell culture were performed in a sterile Mars Air Flow hood (Scanlaf). All 

the materials used were sprayed with 70% ethanol prior to cell culture. Media was warmed 

in a water bath for at least 20 min prior to use.  

Each vial of each cell line was taken from the liquid nitrogen and thawed in water bath. When 

the vial of cells was defrosted, the cells were transferred into a T25 flask for 24 hour (h) and 

moved to a T75 the next day containing 12 mL growth media at 37 ℃ and 5% CO2 for 2-3 

days. When 80% confluence was reached, culture medium was removed and discard into a 

pot containing approx. 3% Virkon. Next, the cell layer was rinsed with 3mL 0.25% (w/v) 

Trypsin/EDTA (T/E) for a 5-10 min in order to remove all traces of serum. Following this, 3.0 

mL T/E was added to the flask. Within 5 to 15 min, the cells had detached, and this could be 

seen under a microscope. Then, 6 mL of culture medium was added into flask by gentle 

pipetting. The whole solution was transferred into a 50 mL centrifugation tube and 

centrifuged at 8000 g for 5 min. The supernatant was discarded, and 12 mL of growth medium 

was added into the tube to suspend the cells. Finally, 6 mL of the cell suspension was 

transferred into each of two T75 flasks containing 6 mL of growth medium and cultured at 37 

℃ and 5% CO2. Every two days, the medium was renewed; the flask was taken from the 

incubator and the media discarded. PBS was used to wash the cells layer twice and 12 mL of 

fresh warm medium was added into the flask.  

For harvesting cells, the cell layer was washed with PBS twice and T/E once. After incubation 

with 3 mL of T/E for 5 to 10 min, 6 mL of medium was added to the flask. The suspension was 

then spun down at 8000 g for 5 min. The cell pellet was re-suspended in the desired volume 
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of medium for the next experiment. For freezing cells down, the cell pellet was re-suspended 

in DMSO-FBS (1:10). The cell suspension was transferred into a cryovial and kept at -80 ℃ 

for 24 to 48 h. Finally, the vial was transferred to liquid nitrogen.   

2.5  Cytotoxicity assay based on relative population doubling (RPD) 

PC3, DU145 and PNT2 cells were seeded at 1×105 cells / cm3 respectively and cultured for 24 

h in the incubator. There were 6 flasks for each cell line which were dosed with 0 mM (Tris 

HCL negative control group), 2 mM, 4 mM, 6 mM 8 mM and 10 mM NaS for 24 h. On the third 

day, the NaS was washed off with PBS and replaced with fresh media; the cells were then 

allowed to recover for 24 h. On the fourth day, the cell concentration was determined by a 1 

x 1 mm haemocytometer. Their population doubling (PD) and RPD values were then 

calculated by the following formulas (Equation 2.1 and Equation 2.2). Each experiment was 

carried out in triplicate.  

𝑃𝐷 = log2

𝑑𝑜𝑠𝑒𝑑 𝑐𝑒𝑙𝑙𝑠 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛.

𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑒𝑙𝑙𝑠 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛.
 

Equation 2.1. 

RPD =
𝑃𝐷𝑑𝑜𝑠𝑒 𝑔𝑟𝑜𝑢𝑝

𝑃𝐷𝑐𝑜𝑛𝑡𝑟𝑜𝑙
× 100 

Equation 2.2. 

 

2.6  RNA extraction 

PC3, PNT2 and DU145 cells were cultured for 24h before dosing with NaS. After 6 and 24 h of 

incubation with NaS, RNA was extracted from the cells using the Qiagen RNeasy Mini Kit 

according to the manufacturer instructions. The extracted RNA was quantified using a 

Nanodrop (ND-1000 Spectrophotometer). RNA quality was assessed by the A260:A280 ratio 

(which had to be between 1.8 and 2.0), where A260 is the peak absorbance of DNA/RNA and 

A280 is the peak absorbance of proteins or phenolic substances. Additionally, the A260:A230 
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ratio was evaluated, indicating salts and polysaccharide contamination (had to be greater 

than 1.8) in accordance with the instructions from the manufacturer. RNA was kept at -80 ℃ 

prior to use for reverse transcription. When the concentration of RNA was obtained, the 

following equation (Equation 2.3) was used to determine the volume to be used when 

producing cDNA.  

V (𝜇𝐿)=
1000 ng

𝑐(𝑛𝑔/𝜇𝐿)
 

Equation 2.3. Equation for the volume of RNA required to produce cDNA. Where V is the volume of RNA used for 
the cDNA reaction and c is the concentration of the RNA sample quantified by NanoDrop. 

2.7  cDNA synthesis 

The QuantiTech Reverse Transcription Kit was used to reverse transcribe the RNA into cDNA 

according to the manufacturer’s instructions. Briefly, 2 μL gDNA wipe-out buffer (7x), 1 ug 

Template RNA and a variable volume of RNase-free water (total volume was 14μL) were 

applied to a 0.2 mL PCR tube (flat cap). This solution was placed in a Thermal cycler for a 2-

minute incubation at 42 ℃. For each sample, 6 μL of master mix (1 μL QRT, 4 μL QRT Buffer 

(5x) and 1 μL RT Primer mix) was added to the tube to obtain a 20 μL solution. After mixing 

and spinning, the solution was placed in the Thermal cycler at 42 ℃ for 15 min and 95 ℃ for 

3 min.  

2.8  RT-qPCR 

The Quantitative Real Time Polymerase Chain Reaction (RT-qPCR) was performed by placing 

12.5 μL SYBR green, 0.25 μL of the forward and 0.25 μL reverse primer, 10 μL of distilled 

H2O, and 2 μL cDNA samples (or cDNA dilution series or 2 μL distilled H2O as the negative 

control) into 96-well PCR plates. The plates were then run on the BioRad CFX Manager to 

support the specific primers selected for analysis. This was carried out in triplicate for each 

sample analysed. RT-qPCR was run on a CFX Connect™ Real-Time PCR Detection System.  



 

40 

 

The real-time cycler was programmed as follows: the sample was initially incubated at 95 ℃ 

for 5 min to activate HotStarTaq DNA Polymerase, followed by 40 cycles of 10s-denaturation 

at 95 ℃, combined step of annealing and extension were conducted at 60 ℃ for 30s and 

finally, a melt curve analysis was performed from 50 to 95 ℃ at the ramp rate of 0.5 ℃/s. 

2.9  Assessment of cell morphological changes  

When 80% confluence was reached, PNT2, PC3 and DU145 cell lines were seeded at 0.8 

× 105 cells / cm3 in 24-well plates for 24h at 37 ℃ and 5% CO2 in a humid environment. 

After 24h, the cells were treated with 0, 2, 4, 6, 8 and 10 mM NaS and 60 μM colcemid (the 

positive control) for 24 h. Following the treatment, cells were given 24 h for recovery. When 

the recovery was finished, after three PBS washes, the cells were checked under the 

microscope for distribution in the wells. If the cells were distributed evenly with little overlap 

or over-growth, the cells were then fixed with 4% Paraformaldehyde (PFA) at room 

temperature for 15 min and the PFA was washed off three times with PBS. Then 0.1% Triton 

X-100 was applied to the cells in PBS for 5 minutes at room temperature. Cells were stained 

with 6.6 nM Alexa Fluor® 488 Phalloidin for cell body outline (1 μL into 1000 μL PBS) for 25 

min and then 10 μg/mL Hoechst (nuclei stain) was added to the wells for 5 min. Their images 

were taken on an INCell Analyser 2000 (GE Healthcare Life Sciences, UK). Once they were 

obtained, the images were transferred to numeric data with INCell Analyser Workstation (GE 

healthcare Life Sciences, UK). All samples were analysed in triplicate.  

2.10  Invasion assay 

The invasion assay was performed using the QCM ECMatrix Cell Invasion Assay, based on a 

24-well plate format. When PNT2, DU145 and PC3 cells reached 80% confluence in T75 flasks, 

they were treated with 0, 2, 4, 6, 8, 10 mM NaS in chemoattractant-free media (RPMI media 

containing 1% glutamine and 1% Pen / Strep without FBS) for 24 h. Then, they were harvested 

with T/E. For optimal results, the plates and reagents were equilibrated to room temperature 

(25 °C) before initiation of the assay. A total of 300 μL of pre-warmed chemoattractant-free 



 

41 

 

media was applied to the interior of the inserts to rehydrate the collagen layer for 15-30 

minutes at room temperature. Next, 250 μL of media was removed carefully. 1.0 x 106 each 

cells /mL cells were suspended in chemoattractant-free media. Following this, 250 μL of cell 

suspension was added to the upper chamber and 500 μL of growth media or serum free 

media (negative control) was added to the lower chamber. Please refer to the diagrammatic 

sketch (Figure 2.1). The plates were then incubated for 48 h at 37°C in a 5% CO2 incubator. 

Following this, the cell suspension and media were removed from the topside of the insert 

and the invasion chamber was inserted into a clean well containing 400 μL of Cell Stain 

provided in the QCM ECMatrix Cell Invasion Assay kit. The chambers were stained for 20 

minutes at room temperature. The chambers were rinsed in a beaker of water several times. 

A cotton-tipped swab was used to gently remove non-invading cells/collagen layer from the 

interior of the insert. This was done twice with two clean swabs. The insert was left to air dry 

for 24 h. On the next day, the stained inserts were placed into a clean well containing 200 μL 

of extraction buffer for 15 minutes at room temperature. Then, 100 μL of the dye mixture 

was transferred to a 96-well plate. The optical density was measured at 560 nm with 

POLARStar Omega plate reader (BMG Labtech Ltd., UK) and the data was analysed with Mars 

Data analysis. All experiments were carried out in triplicate.  

 

 

Figure 2.1. Schematic side view of a 24-well plate with insert utilised for the invasion assay. Red indicates growth 
media and pink indicates chemoattractant-free media. When cells were cultured in chemoattractant-free media, 
they are attracted by growth media containing FBS (the chemoattractant). Thus, their ability to migrate through 
the collagen matrix represents the cells’ invasive capacity.  
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2.11  Migration assay 

Cell culture inserts (ibidi) were utilised for investigating aspirin’s effects on migration of PCA 

cells. When PNT2, DU145 and PC3 cells reached 80% confluence in T75 flasks, they were 

harvested with Trypsin-EDTA. The culture-inserts were placed into each well of a 24-well plate 

prior to seeding cells into the wells at 1 × 105 cells / cm3 (70 μL). A total of 120 μL culture 

media was applied to the outside insert. After 24 h of culture, cells were treated with the 

same NaS dose range described in Section 2.4. Following 24 h of exposure, the inserts were 

removed and the cells allowed to migrate for 24 h. Then, the gap between two cell sections 

was measured by Zen blue light edition (Carl Zeiss) and the images were taken with 

LumaScope 600 camera. This was carried out 3 times for each sample analysed. The 

diagrammatic sketch can be found in the following Figure 2.2. 

 
Figure 2.2. Schematic side view of a 24-well plate with insert utilised for the migration assay. Red areas indicate cells 
suspension. Their ability to migrate to cover the distance within 24 h indicating the cells’ migration capacity. 
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2.12  Nuclear and cytoplasmic protein extraction 

PNT2 cells and PC3 cells were seeded at 1 × 105 cells / cm3 in T75 flasks until they reached 

80% confluence. PNT2 and PC3 cells were treated with TNF-𝛼 at 25 ng / mL or 50 ng / mL for 

0.5, 2, 6 and 24 h (positive control). Using a cell counter, 2 × 106  cells were collected. 

Nuclear and cytoplasmic proteins from PNT2 and PC3 cells were extracted with NE-PER™ 

Nuclear and Cytoplasmic Extraction Reagents (Thermo Scientific, UK) as instructed by the 

manufacturer. Cells were harvested with T/E and spun down at 500 × g for 5 min. Then the 

pellets were washed with PBS and transferred to 1.5 mL tubes. They were centrifuged at 500 

× g for 3 minutes. The supernatant was removed, and the pellets were left to dry. Following 

this, 200 μL ice-cold CER I, which came from the NE-PER™ Nuclear and Cytoplasmic Extraction 

Reagents, was applied to the pellets. The cells were vortexed on the highest setting for 15 

seconds to fully resuspend the cell pellet and then the tube was incubated on ice for 10 min. 

After this, 11 μ L ice-cold CER II, provided with the NE-PER™ Nuclear and Cytoplasmic 

Extraction kit, was added to the tube. After vortexing for 5 seconds on the highest setting, the 

tube was incubated on ice for 1 min. Following 5 seconds vortex on the highest setting, the 

tube was centrifuged for 5 min at maximum speed in a micro centrifuge (~16,000 × g) at 4 ℃. 

When the centrifugation was finished, the supernatant (which was the cytoplasmic extract) 

was transferred to a clean pre-chilled 1.5 mL tube immediately and placed on ice for 

quantification.  

The remaining insoluble material was resuspended with 100 μL NER, a reagent in the NE-

PER™ Nuclear and Cytoplasmic Extraction kit, and vortexed for 15 s on the highest setting. 

Then, the tube was placed on ice for 10 min. This process was repeated three more times. 

Next, the tube was centrifuged at maximum speed (~16,000 × g) for 10 min. Finally, the 

supernatant (which was the nuclear extract) was transferred to a clean pre-chilled 1.5 mL tube 

immediately and placed on ice for quantification. 
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2.13  Protein quantification 

The protein extracts were quantified with the RC DC™ Protein Assay from Bio-Rad containing 

reagent A, B and S. A total of 20 μL reagent S was applied to 1 mL reagent A to prepare 

reagent A’. There were five dilutions of protein standard containing 0.4, 0.8, 1.2, 1.6, and 2 

mg / mL Pierce™ Bovine Serum Albumin Standard Ampules. A total of 5 μL samples and 

standards were added into each well of a 96-well plate. This was done in triplicate. Then, 25 

μL Reagent A’ was added into each well, followed by 200 μL Reagent B. The plate was 

agitated gently for 1 min. After 15 min, absorbances were read at 750 nm with POLARStar 

Omega plate reader (BMG LABTECH International, UK). A standard curve was generated by 

the plate read software (Omega, Mars Data Analysis) (𝑟2 ≥ 0.99) . The determined 

concentration of the protein extracts was the average of the triplicates. Both cytoplasmic and 

nuclear proteins were kept at -80 ℃ when the quantification was finished prior to use. Based 

on the extracted protein concentration, 40 μg samples were prepared to load on the gel and 

this was calculated according the equation  
40 μg

concentration of the sample μg/μL 
 

2.14  Western blotting 

2.14.1 Preparation of stacking and resolving gels 

The gels used for sodium dodecyl sulphate polyacrylamide gel electrophoresis (SDS-PAGE) 

were the 12% resolving and 4% stacking gels and were prepared for using the components 

listed in Table 2.4. For gel preparation, 1.5 mm glass and 15-well comb (for the nuclear p65 

quantification) or 10-well comb (for the purity check for nuclear extracts) were used. Before 

preparation, glasses and other equipment, including stands and combs were wiped with 70% 

ethanol. Firstly, 8.5 mL of 12% resolving gel solution were applied between two glass panes. 

A total of 700 μL 1-butanol was added to the top of the solution. When the resolving gel 

solution had polymerised (30 min approximately), the 1-butanol was removed, and the 4% 

stacking gel solution was added to fill the remainder of the gap between the glass panes. After 

about 45 min, the gel was polymerised.  
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Table 2.4. Recipe for 4% stacking gel and 12% resolving gel.  

 4% stacking gel for gels 12% resolving gel for 4 gels  

30% acrylamide / mL 1.3 12 

distilled water / mL 6 10 

1.5 M Tris / mL 0 7.5 

1 M Tris / mL 2.5  0 

10% SDS / 𝛍L 100 300 

TEMED / 𝛍L 10 30 

10% APS / 𝛍L 50 150 

 

 

2.14.2 Gel running and transferring 

Protein samples were thawed on ice, and then 40 μg of each protein sample was mixed with 

the same volume of laemmLi buffer (Sigma-Aldrich, UK) and incubated at 95 ℃ for 5 min. 

After brief centrifugation, biotinylated ladder, dual colour ladder and protein samples for 

analysis were loaded onto gels directly from the left well to the right well. The gels were run 

for 15 min at 160 V, when bands reached the bottom of stacking gel and then for 125 min 

until the 10 kDa ladder reached the bottom of the gels. One PVDF membrane per gel was 

immersed in 100% methanol for 10 seconds. Then, per gel, a cassette was assembled 

including 2 fibre pads, 2 filter papers, a gel and 1 PVDF membrane, which were equilibrated 

for 10 min in pre-cooled transfer buffer at 4 ℃. The order of the materials assembled is 

illustrated in the figure below (Figure 2.3). The cassette and an ice pack were placed in a tank 

filled with transfer buffer at 4 ℃ and the transfer conducted for 1 h at 400 mV.  
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Figure 2.3. Cassette setup for the membrane transfer stage of western blotting. 

 

 

2.14.3 Primary and secondary antibody incubation  

After transfer, the membrane was cut into two pieces; the biotinylated ladder section (A) and 

the protein section (B), along the dual colour ladder. Membrane A was blocked for 24 h in 10% 

BSA followed with moderate agitation by overnight incubation with anti-biotin HRP linked 

antibody. Meanwhile, membrane B was blocked in 10% BSA overnight for approximately 16h 

for nuclear p65 (for other proteins, 1 h was the blocking time) at 4 ℃  with moderate 

agitation, which was the incubation with the primary antibodies. Following this incubation, 

the membrane was washed 5x10 minutes in wash buffer at room temperature with strong 

agitation. Following this, the secondary antibody at the appropriate concentration was added 

into 10 mL 10% BSA blocking buffer and incubated with membrane B; while 10 μL anti-biotin 

HRP-linked antibody was added into 10 mL 10% BSA blocking buffer incubated with 

membrane A. The appropriate concentration was defined in the corresponding results 

Chapters. This incubation lasted 1 h at room temperature with moderate agitation. After five 

10 min rinses in wash buffer at room temperature with strong agitation, the membrane was 
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developed with ECL (Bio-Rad, UK) and visualised with under a Chemidoc (QuantityOne 

software of Bio-Rad), with analysis using the QuantityOne software (Bio-Rad). Western blots 

were carried out 3 times for each protein’s analysis.  

2.14.4 Membrane stripping and re-probing 

To strip the bound antibodies from the membrane, the membranes were washed with wash 

buffer for 10 min and rehydrated with 100% methanol for 10 s. The membranes were then 

washed twice with stripping buffer (Thermo Fisher Scientific, UK) lasting 10 min per wash. The 

membranes were stripped only once.  

2.15  Micronucleus assay 

In order to explore the effect of aspirin on the induction of genotoxicity, a software analysis 

pipeline with CellProfiler was utilised. Images of treated cells were captured as described in 

Section 2.9 . The micronucleus (MN) detection pathway was utilised as a score for DNA 

damage (genotoxicity) induced in each sample evaluated, which was developed by Dr. 

Kathrine Chapman in the In vitro Toxicology Group at Swansea University (the pipeline is 

attached in the electronic version of the thesis, namely, Appendix 1). The pipeline identified 

nuclei from the DAPI image and the whole cell outlines from the FITC image. Then, a 

subtraction was used for the identified nuclei from the associated cell to pin-point the 

cytoplasm. In addition, a "Masking" was then used to block out the nuclei, avoiding the 

incorrect identification of MN within the nucleus. Finally, the frequency of MN within cells 

could be calculated. Within each replicate conducted, 2000 cells were analysed for the 

presence of MN. Each sample was conducted in triplicate, thus a total of 6000 cells were 

analysed for MN presence per dose.  
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2.16  Micronucleus assay with centromere stain 

In order to investigate if DNA damage induced by aspirin was the result of an aneugenic or a 

clastogenic event, centromere staining was used. Firstly, cells were harvested to prepare the 

cells slides. When cells reached 80% confluence, cells were washed with PBS once, then 

incubated with 4 mL T/E for 5 min followed by the addition of 4 mL media to the flask. Cell 

pellets were collected by centrifugation and washed twice with PBS. Next, cells were re-

suspended in 10 mL PBS. 100 𝜇L of the cell suspension was added into a single funnel with 

white filter and cap (Shandon Cytofunnel®) and centrifuged onto a polish slide (Academy 

Microscope Slides) at 10000 g for 5 min by Cytospin 4 (A78300003, Thermo Shandon). The 

cells on the slides were evaluated by light microscopy to ensure the cell preparations were 

not be too sparse or confluent. The slides were left to air dry. Finally, the slides were fixed 

with 90% ice-cold methanol for 10 min, left to air dry and were kept at -20℃.  

Following slides preparation, the slides were stained with Ready-to-use Human Chromosome 

Pan-Centromeric paints. Both the sample slides and 30 μg/mL 0.01 M HCl pepsin (pH 2.7-3) 

were pre-warmed to 37 °C in an incubator for 10 min. Five drops of pepsin was added to the 

cells and left at 37 °C for 50 seconds. The slides were placed in PBS for 5 min to arrest the 

pepsin treatment followed by a further 5 min in 50 mM MgCl2/PBS solution (to protect cells 

and chromosomes from further erosion by the pepsin). The slides were dehydrated in 70%, 

80%, and 95% ethanol for 2 min each. Chromosomes on the slide were denatured in 70% 

formamide/2× SSC for 2 min at 70 °C. Following this, the slides was immersed in ice-cold 70% 

ethanol and dehydrated through a series of ethanol washes: 70%, 90%, and then 100%. When 

the wash was finished, the slides were left for air dry at room temperature standing vertically. 

The ready-to-use human chromosome pan-centromeric paints were warmed to 37 °C for 5 

min and mixed well. Five 𝜇L of probe per slide was added to a micro centrifuge tube. The 

probe was denatured for 10 min at 85 °C and immediately placed on ice. Five 𝜇L of probe 

was applied to slide, and the slide was hybridized for 16 h at 37 °C in a humidified chamber 

with coverslips. Then the coverslips were removed, and the slides wash for 5 min at 37 °C in 

x2 SSC. The slides were washed in 50% formamide/2× SSC at 37 °C, for 5 min and this was 
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repeated once more. The slides were finally counterstained with 30 μL (approximately 3 

drops of 10 µl evenly spaced) VECTASHIELD Antifade Mounting Medium with DAPI. They were 

then viewed with an Isis Fluorescence Imaging System (Metafer 4 software, MetaSystems). 

According to the Organization for Economic Co-operation and Development (OCED) 

requirements for use of the in vitro MN assay, only the doses that did not cause more than 

50% RPD reduction were tested. For the results, a centromeric signal indicated an aneugenic 

event had occurred, while lack of a signal in a MN indicated the DNA damage was the result 

of a clastogenic event. 100 cells with MN that were analysed for centromeric signals and the 

experiments were carried out in triplicates. 

2.17  Statistical analysis 

Statistical analysis was carried out with SPSS 22.0. Significance was analysed using a one-way 

ANOVA followed by a post-hoc. A level of p<0.05 was considered significant. The specific 

methods for evaluating statistical significance of each experiment conducted, including the 

defined post-hoc tests selected, are reported in the corresponding results Chapters that 

follow. In all experiments, three biological replicates (based on the use of cells grown and 

handled on separate days) were used to derive statistical analysis.  
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Chapter 3 Sodium Salicylate Toxicity on Prostate Cancer 
Cells 

3.1  Introduction 

The use of aspirin clinically continues to be expanded owing to new discoveries of its 

pharmacological effects. As described in detail in Chapter 1, Section 1.3, aspirin has 

demonstrated promising anti-tumour effects in in vivo and in vitro experiments at the 

molecular level and also in epidemiological studies. In recent years, the anti-cancer effect of 

aspirin has received widespread attention, especially for the prevention or suppression of PCA 

(Alfonso et al., 2014). Aspirin is a NSAID whose pharmacological action is to inhibit the activity 

of cyclooxygenase and to reduce prostaglandin synthesis (Vane, 2014; Patrignani et al., 2015). 

Thus, aspirin’s impact on expression profiles of the cyclooxygenases (COX) gene family is 

considered a potentially important factor underlying its MoA, as discussed in Chapter 1, 

Section 1.4.3. However, currently the mechanisms underlying aspirin’s anti-cancer activities 

in PCA are currently not well understood and the role of the COX-2 signalling pathway require 

further investigation. 

3.1.1 Effects of aspirin on invasion and migration 

Tumour metastasis is the leading cause of cancer death with about 90% of cancer patients 

dying from tumour metastasis (Chaffer and Weinberg, 2011). Therefore, anti-cancer research 

aimed at better understanding tumour metastasis is a strategy that can potentially prolong 

the survival time of patients and improve their quality of life. Research on tumour metastasis 

has grown rapidly in the past two decades. However, despite there being a large amount of 

data supporting a range of possible mechanisms, it is still difficult translate the research to 

clinically widespread therapeutic practice (Martin et al., 2013). The fundamental problem lies 

in the complexity of the tumour metastasis process. Metastasis is a process where, under the 

influence of multiple factors with multiple genes involved, the tumour cells detach from the 

primary lesion and migrate to the distal organ through the blood circulation system and form 

new foci. This process is dynamic and continuous and can be divided into the following stages: 
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firstly, the cancer cells detach from the primary site and invade the extracellular matrix (ECM) 

(Bonnans et al., 2014). These cancer cells break through the ECM and the basement 

membrane (BM), entering into the blood vessels or lymphatic system with the assistance of 

various degradation enzymes secreted by the cells. The surviving cancer cells are then 

transported further through the blood circulation system (Mundy, 2002; Martin et al., 2013; 

Bonnans et al., 2014). Before reaching the target organ, the cancer cells use platelet 

aggregation to form clumps, providing the cells with protection in the fluidic circulatory 

environment (Hudson et al., 2013; Suva et al., 2011). Through secretion of relevant enzymes, 

the cells are able to break through the BM and invade the secondary sites. Under suitable 

conditions, the physiological process of angiogenesis, where new blood vessels are formed 

from the existing vessels, is induced; this improved blood supply enables the cancer cells to 

continue to proliferate and develop a secondary tumour. Tumour metastasis is therefore a 

multi-organ, multi-factor, long-term and complex biological event. Hence, therapies that 

usually only target a single element of this complex pathway suffer limitations in the clinical 

management of such aggressive tumours (Martin et al., 2013).  

Aspirin has demonstrated some influence in controlling tumour metastasis. The latest findings 

from Professors Rothwell Group at Oxford University provide strong evidence for its anti-

cancer effects, particularly the reduction of distant metastasis, as summarised in Chapter 1, 

Section 1.3.1 (Rothwell et al., 2012). This therefore represents an exciting benefit for the use 

of aspirin clinically for patients with aggressive and invasive cancers. However, research into 

the underlying MoA is limited and further work is needed in this area before this form of 

treatment could be more seriously considered in the clinical management of cancer patients. 

3.1.2 Micronucleus assay  

When evaluating both the safety and the MoA of new drugs, it is important to consider the 

potential DNA damaging effects (genotoxicity) that may be induced following exposure. 

Genotoxicity refers to the fact that exposure to an exogenous agent may directly or indirectly 

damage DNA in cells, potentially leading to mutagenic and carcinogenic effects (Phillips and 
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Arlt, 2009). Many chemotherapy drugs act through a genotoxic MoA by damaging DNA and 

preventing cell division. Although this is a beneficial way of killing cancer cells, these 

anticancer therapies can be associated with severe side-effects due to their induction of 

genotoxicity in normal cells. Thus, there needs to be a balance between the positive (cancer 

killing) and negative (side-effects associated with damage to normal cells) exposure 

consequences when evaluating the both the efficacy and safety of a new drug. 

No single method exists for the detection of all forms of DNA damage and thus several 

genotoxicity tests exist. For example, the Ames test and HPRT forward mutation tests can be 

used to quantify point mutations in bacterial and mammalian cells respectively. While the 

micronucleus (MN) assay is widely used in the genotoxicity evaluation of drugs, cosmetics, 

consumer products, etc., to sensitively quantify gross chromosomal damage (Zapata et al., 

2016; Fowler et al., 2016). As a rapid, simple and economical method of genotoxicity detection, 

the MN assay has become a routine measure for genotoxicity detection in safety and hazard 

assessment (Corvi and Madia, 2017).  

There are two main mechanisms for the formation of a micronucleus; one is chromosome 

breakage (clastogenicity), and the other is the disturbance of mitotic processes resulting in 

the loss / gain of whole chromosomes (aneugenicity; Samanta and Dey, 2012). Once this 

damage has arisen, if it is not repaired prior to cell division, then during the segregation of 

replicated chromosomes the spindle will fail to attach the acentric chromosome fragments 

(due to the lack of a centromere) or the whole chromosomes will not be divided into the 

daughter nuclei accurately (due to damage of proteins key to the chromosome segregation 

process). These full chromosomes or chromosome fragments excluded from the main 

daughter nucleus will subsequently be wrapped by a membrane resulting in the formation of 

a MN. They are similar to conventional nuclei in terms of their structure, but micronuclei are 

substantially smaller, in the range of 1/16 to 1/3 of the main nuclear size (Fenech et al., 2003; 

Fenech et al., 2011). The staining of micronuclei using nuclear dyes (e.g. such as DAPI) is 

consistent with that of the main nucleus, and thus they can be readily observed under an 

optical or fluorescent microscope (depending upon the nuclear stain applied). The presence 
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of micronuclei and their frequency, is therefore a measure of fixed chromosomal damage that 

has arisen following exposure to a test agent (Chapman et al., 2015). The MN assay is currently 

used for the regulatory safety assessment of chemicals, following the OECD Test Guideline 487 

“In vitro Mammalian Cell Micronucleus Test”. A key aspect for genotoxicity testing, is that DNA 

damage should only be measured within appropriate toxicity ranges, which is defined as doses 

associated with 55 ± 5% toxicity when calculated based on RPD. Thus, both cytotoxicity and 

genotoxicity need to be measured in parallel. Given the limited understanding of aspirin’s 

MoA, it is important to understand its genotoxic potential and if this is associated with the 

observed anti-cancer effects in clinical studies. This mechanistic aspect was therefore 

explored within this chapter using the MN assay to evaluate both the genotoxic and cytotoxic 

potential of the aspirin metabolite, NaS. 

3.1.3 Aims 

This Chapter was aimed at evaluating NaS’ potential toxicity, genotoxicity and anti-cancer 

effects on PCA cells and normal prostate cells. To achieve this aim, this chapter had the 

following key objectives:  

⚫ Establish the toxicity and effects on growth characteristics when NaS (aspirin’s active 

metabolite) was exposed to PCA cancer cells. In this study, we initially evaluated the 

cytotoxicity of NaS in the PCA cell lines PC3 and DU145 using the RPD method. In 

addition, apoptosis, nuclear size distribution, intracellular Ca2+, and mitochondria 

number per cell were characterised following NaS exposure in PCA cells.  

⚫ Determine if exposure to NaS had an impact on the COX-2 expression profile of PCA cells 

based on RT-PCR analysis.  

⚫ Evaluate the genotoxic potential of NaS on PCA cells utilising the micronucleus assay, 

which measures the induction of gross chromosomal damage.  

⚫ Characterise the impact of NaS exposure on the migration and invasion capacity of PC3 

and DU145 PCA cells. Additionally, an RT-PCR array approach was utilised to further 
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evaluate the transcriptional profile changes and therefore the signalling pathways 

involved following NaS treatment.   
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3.2  Materials and Methods 

3.2.1 Materials 

Table 3.1 lists the consumable materials applied in Chapter 3.   

 

Table 3.1. Materials used in Chapter 3. 

Materials Manufacturer Catalogue Number 

Carbendazim Sigma-Aldrich, UK 378674-100G 

Carbonyl cyanide 4-
(trifluoromethoxy)phenylhydrazone (FCCP) 

Sigma-Aldrich, UK C2920-10MG 

CytivaTM Cell Health Assay for High Content 
Analysis 

GE Health care, UK 29024468 

Cytochalasin B Sigma-Aldrich, UK C6762-1MG 

Ionomycin Sigma-Aldrich, UK I3909-1ML 

RT² Profiler™ PCR Array Human Tumour 
Metastasis 

Qiagen, GE PAHS-028Z 

RT2 First Strand Kit (12) Qiagen, GE 330401 

RT2 SYBR® Green qPCR Mastermixes (12) Qiagen, GE 330502 

 

3.2.2 Cell culture 

Two PCA cell lines, PC3 and DU145, and a normal prostate cell line, PNT2, were used for this 

study. The cell culture techniques are as described in Chapter 2, Section 2.4.  

3.2.3 Cytotoxicity assay 

RPD was utilised to evaluate cytotoxicity; please refer to Chapter 2, Section 2.5 for the 

methodological details. The dose range used in Chapter 3 was 0, 2, 4, 6, 8 and 10 mM NaS.  

Although in clinical use, as cited in Chapter 1, Section 1.5, 1.2 g aspirin yield about 2 to 4 mM 

NaS in vivo, it is necessary to explore the effects at the higher doses to get a better 

understanding of the full dose-response of this compound with regards to its potential anti-
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cancer effects. The concentrations of NaS selected in this study were therefore a 

physiologically relevant dose.  

3.2.4 COX-2 gene expression assay 

Total RNA extraction, and cDNA synthesis were conducted following the protocol described 

in Chapter 2.6 and 2.7. The PCR running programme for COX-2 and the housekeeping gene 

B2M and β-actin were stated as follows and their sequences are found in Table 3.2: 

The initial denaturation was 95 ℃ for 3 min. Next the following PCR cycle programme was 

applied 40 times: 95 ℃ for 30 s and then decreased to 60 ℃ for 30 s. After 40 cycles, the 

melt curve was measured by gradually increasing the temperature from 65 to 95 ℃ with a 

0.5 ℃ increment and each incremental temperature was hold for 10 s. The melt curve was 

analysed to ensure it had only one peak corresponding to the test gene under evaluation.  

 

Table 3.2. Primer sequences used for gene expression analysis by RT-qPCR in Chapter 3. 

Primers Sequence (5’➔3’) Manufacturer Use 

COX-2 Forward: ACCCCACTGAAAAAGATGA Sigma - Aldrich Gene of interest 

Reverse: ATCTTCAAACCTCCATGATG Sigma - Aldrich 

B2M Forward: CCTGAATTGCTATGTGTCTGGG Sigma - Aldrich Housekeeping gene 

Reverse: TGATGCTGCTTACATGTCTCGA Sigma - Aldrich 

𝜷-actin Forward: GATGGCCACGGCTGCTTC Sigma - Aldrich Housekeeping gene 

Reverse: TGCCTCAGGGCAGCGGAA Sigma - Aldrich 

 

 

The PCR primers that were used were all optimised for gene expression analysis in prostate 

cells by Dr Patrick Olaniyi during previous research projects in our laboratory.   
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3.2.5 INCell analysis for morphological changes 

When PNT2, PC3 and DU145 cells reached 80% confluence, cells were seeded at 1 × 105 

cells / cm3 for 24h and were then treated with 0, 2, 4, 6, 8, 10 mM NaS for 24 h. Then, INCell 

analysis was carried out in triplicate as described in Chapter 2, Section 2.9. DAPI and FITC 

filters were applied to visualise the signals. A 40x objective was used to take images of the 

samples on an INCell Analyzer 2000 (GE Healthcare) and images were acquired for 144 fields 

of view.  

3.2.6 MN frequency 

The MN frequency of PNT2, PC3 and DU145 cells, seeded at 1 × 105 cells / cm3, treated with 

0-10 mM NaS with a 24-h exposure time were determined using the protocol described in 

Chapter 2, Section 2.15.  

3.2.7 Aneugenicity and clastogenicity mode of action analysis 

DU145 cells were seeded at 1×105 cells / cm3 and treated with the required NaS doses for 24 

h. Carbendazim at 1 𝜇g/mL for 24 h was the positive control. Following exposure, all samples 

were treated with 1 𝜇g/mL Cytochalasin B to generate binuclear cells for 24 h. Next, cells 

were washed twice with PBS. Finally, cells were harvested and resuspended in PBS. The 

protocol for the centromere staining can be found in Chapter 2, Section 2.16. In Chapter 3, 

DU145 with a dose of 6, 8, and 10 mM NaS, which RPD values were not reduced by (50 ± 5) %, were 

tested with the micronucleus assay with centromere stain. 

3.2.8 High content morphological alterations  

PNT2, PC3 and DU145 cells were cultured in a 96 well plates to 80% confluence using the plate 

set-up format as demonstrated in Figure 3.1. They were then treated with 0, 2, 4, 6, 8, and 10 

mM NaS for 24 h. Green, light blue, and dark blue wells, as illustrated in the Figure 3.1 

schematic were not treated with NaS as they were the positive controls: 20 𝜇M Ionomycin 

for 20 min, 10 𝜇M Carbonyl cyanide 4-(trifluoromethoxy)phenylhydrazone (FCCP) for 20 min, 
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and 0.025% Triton X-100 for 20 min. Any empty wells in the plate were filled with PBS to 

minimise evaporation. 

 

 
Figure 3.1. Plate layout for CytiviaTM Health kit INCell Analyser 2000 morphological analysis. White wells were filled 
with PBS to keep moisture in the plate. Other coloured wells were seeded with PNT2, PC3 or DU145 cells with 
each cell line in a separate individual plate.  

 

 

There are four reagents in this CytiviaTM Health kit. Reagent A was membrane permeant 

nuclear stain reporting cell count, nuclear morphology and DNA content. Reagent B was 

membrane impermeant nuclear stain, which reported viability. Mitochondrial health was 

measured by Reagent C and intracellular Ca2+ level was measured with Reagent D (green, FITC). 

Reagent C and D as well as growth media were warmed in a water bath at 37 ℃ and Reagent 

A and B were warmed at room temperature. The four reagents were then centrifuged briefly. 

For a 96-well plate, 6 mL medium and 25 𝜇L of each reagent were mixed well in a 25 mL tube. 

A total of 50 𝜇L of the mix was dispensed into each well. The plate was incubated at 37 ℃ 

and 5% CO2 for 1 h.  

For image capture, the filter used for the four reagents can be found in Table 3.3. The INCell 

Analyser 2000 was set to maintain cell growth conditions (37 ℃  and 5% CO2). Negative 
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control cells were used to adjust exposure time and focus. For Reagent A and C, 30-50% 

saturation was seen, and Reagent D’s exposure was adjusted to 5-15% saturation. A 40x 

objective with 16 fields of view was used to capture images. 

 

Table 3.3 Filter usage for the four reagents in CytivaTM cell health kit. 

Reagent   Filter for image output 

A  DAPI 

B  dsRED 

C  dsRED 

D  FITC 

 

3.2.9 Cell cycle analysis 

When images were acquired by the INCell Analyser, DNA content from the DAPI signal was 

used to facilitate cell cycle analysis. The nuclear intensity was measured by the INCell Analyser 

Workstation, which facilitated the evaluation of the proportion of cells in each phase of the 

cell cycle (G1, S and G2/M) based on DNA content. Readings from triplicate samples within the 

same plate (i.e. technical replicates) were averaged; however, biological triplicates were 

performed with each replicate sample located on a separate plate. Thus, the data across the 

three plates were averaged and the variation across these plates was used to determine the 

SD.  

3.2.10 Invasion assay and migration assay 

PNT2, PC3 and DU145 cells were cultured to 80% confluence. The invasion assay and 

migration assays were then conducted following the instruction of the manufacturers, as 

described in Chapter 2, Section 2.10 and 2.11 respectively.  

 

 



 

60 

 

3.2.11 RT-qPCR array 

RT-qPCR array was run on a CFX Connect™ Real-Time PCR Detection System. The RT-qPCR 

array employed in this chapter was the RT² Profiler™ PCR Array Human Tumour Metastasis 

(Qiagen, DE). Total RNA was extracted following the protocol described in Chapter 2, Section 

2.6. The concentration and purity of RNA were determined with a NanodropTM (ND-1000 

Spectrophotometer). The following conditions must be met prior to cDNA synthesis:  

• A260:A230 >1.7; 

• A260:A280 ratio should be between 1.8 and 2.0; 

cDNA synthesis and RT-qPCR amplification were then carried out as follows:  

RNA (0.5 𝜇g) was used for cDNA synthesis. The RNA (stored at -80 ℃), and all reagents in 

the RT2 First Strand Kit (Buffer GE, 5× Buffer BC3, Control P2, RE3 Reverse Transcriptase Mix 

and RNase-free water) were thawed on ice and once thawed were briefly centrifuged before 

usage.  

The genomic DNA elimination mix was then prepared. This mix contains 2 𝜇L Buffer GE, RNA 

sample containing 0.5 𝜇 g ( 𝜇 L, 
0.5 𝜇𝑔

𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑅𝑁𝐴 𝜇𝑔/𝑚𝐿
) and RNase-free water ( 𝜇 L, 

8−volume of RNA sample). Then, the mix was incubated for 5 min at 42 ℃ and placed on 

ice for 2 min.  

When genomic DNA was eliminated, the following reverse-transcription mix was prepared: 4 

𝜇L 5× Buffer BC3, 1 𝜇L Control P2, 2 𝜇L RE3 Reverse Transcriptase Mix and 3 𝜇L RNase-free 

water. 

A total of 10 𝜇L Reverse-transcription mix was combined gently with 10 𝜇L genomic DNA 

elimination mix. The 20 𝜇L reagents were incubated for 15 min at 42 ℃ and the reaction 

was immediately stopped by incubation for 5 min at 95 ℃. Then, 91 𝜇L RNase-free water 
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was added to each reaction tube and mixed gently. Finally, synthesis of cDNA was complete. 

The cDNA was placed on ice prior to immediate use or was stored at -20℃.  

cDNA, 2×SYBR Green mix, RNase-free water from RNA RT2 SYBR® Green qPCR Master-mixes 

were thawed on ice and briefly centrifuged. Next, PCR components were prepared, containing 

1350 𝜇L 2×SYBR Green mix, 102 𝜇L cDNA (the remaining 9 𝜇L cDNA was kept in the freezer 

(-20℃), and 1248 𝜇L RNase-free water. A total of 25 𝜇L mix was aliquoted into the wells of 

each plate.  

Then, the plate was tightly sealed with Optical Thin-Wall 8-Cap strips (provided by the kit). 

The bubbles in the plate were removed by centrifugation at 1000 g for 1 min. The plate was 

placed on ice while the running programme was setting up. The real-time cycler was 

programmed as follows: the sample was initially incubated at 95 ℃ for 5 min to activate 

HotStarTaq DNA Polymerase, followed by 40 cycles of 15 s-denaturation at 95 ℃, combined 

step of annealing and extension were conducted at 60 ℃ for 1 min and finally, a melt curve 

analysis was performed from 50 to 95 ℃ at the ramp rate of 1 ℃/s. 

Finally, the data was analysed via the Web-based PCR array Data Analysis Software, which can 

be accessed at http://saweb2.sabiosciences.com/pcr/arrayanalysis.php. 

3.2.12 RT-PCR for gene expression analysis   

Total RNA, cDNA synthesis and PCR amplification followed the protocols described in Chapter 

2, Section 2.6, 2.7 and 2.8. The primers were ordered from Sigma-Aldrich, which were pre-

designed SYBR green primers. Their sequence information can be found in Table 3.4. Finally, 

data were analysed using 𝟐−∆∆𝑪𝒕 method performed by the CFX Manager software coming 

with CFX Connect™ Real-Time PCR Detection System.  
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Table 3.4. Primers used for further exploration of gene profiles after aspirin treatment. 

Primers Sequence/ 5’➔3’ Annealing 

temperature / ℃ 
CD44 Forward TTATCAGGAGACCAAGACAC 60 

Reverse ATCAGCCATTCTGGAATTTG 

Cathepsin L1 (CTSL1) Forward AGGCATTTATTTTGAGCCAG 60 

Reverse AATTCCACAATGGTTTCTCC 

Integrin Subunit Beta 3 
(ITGB3) 

Forward CCATCGAGTTCCCAGTG 60 

Reverse AATTCTTCGAATCATCTGGC 

Nuclear receptor 
subfamily 4 group A 
member 3 (NR4A3) 

Forward CAAAGCACTTTTGGACAATG 60 

Reverse TTAAGACACATCCTACCCTG 

C-X-C Motif Chemokine 
Receptor 2 (CXCR2) 

Forward TTCATCGTCAAGGTTGTTTC 60 

Reverse AAACTTAAATCCTGACTGGG 

Interleukin 1 beta (IL1𝜷) Forward CTAAACAGATGAAGTGCTCC 60 

Reverse GGTCATTCTCCTGGAAGG 

 

3.2.13 Statistical analysis 

All statistical analysis was conducted with SPSS 22.0 for windows (IBM, U.S). A p-value of less 

than 0.05 was considered significant. Shapiro-Wilk tests used with a p ≥.05 indicate normal 

distribution. Homogeneity of the variance was determined by One-way ANOVA. For the INCell 

analysis experiments, the data was tested with a One-way ANOVA plus post hoc Dunnett’s T3 

test to evaluate significance when the data were normally distributed. If the data was not 

normally distributed, the Kruskal Wallis test was used. For gene expression analysis, T-test 

(two-tail) was used. For the rest of the assays in this Chapter, if the data fitted a normal 

distribution with heterogenous variance, the Dunnett’s T3 Test was used; whilst, if the data 

fitted a normal distribution with homogeneous variance, the LSD test was performed.   
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3.3  Results 

In this chapter, the impact of aspirin exposure on a range of toxicity and anti-cancer related 

endpoints was tested in several prostate cell types to understand its potential therapeutic 

benefits in the treatment of PCA. The endpoints evaluated included cell growth, cytotoxicity, 

proliferation, morphological cell changes, DNA damage induction, COX-2 gene expression 

profiles, cell migration and invasion.  

 

3.3.1 NaS impact on inducing cytotoxicity in prostate cells 

In order to investigate the cytotoxic effects of aspirin on PCA cells, RPD measurements were 

made on PC3, DU145 and PNT2 cells after exposure to a dose range of NaS (aspirin’s active 

metabolite). As illustrated in Figure 3.2, all three cell lines demonstrated a dose-dependent 

reduction in cell viability with increasing NaS dose. NaS had the greatest effect on PC3 cells, 

and the least effect on DU145. It could be clearly seen that when compared with a dose of 0 

mM (the control group), there was a significant reduction in cell viability from 2-10 mM dose 

for all cell lines. However, it is important to note that in all three cell lines, the cytotoxic effects 

appeared to plateau at the top three doses (6, 8 and 10 mM). 
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Figure 3.2. RPD analysis for the PC3, DU145 and PNT2 cells following exposure to NaS. All cell lines demonstrate 
cytotoxicity as the dose increases. Note: the ‘*’ indicate significance compared to the control where p<0.05, as 
determined by a one-way ANOVA with the post hoc Dunnett T3 test (n=3). Error bars indicate ± SD (standard 
deviation). 

 

 

3.3.2 Impact of NaS on COX-2 gene expression 

In the first instance, baseline COX-2 gene expression analysis (COX-2 gene expression without 

treatment) was evaluated. COX-2 expression was higher in the two cancer cell lines than in 

the normal prostate cells (p<0.05). PC3 cells had the highest baseline COX-2 expression (Figure 

3.3), which was 41-fold higher than in PNT2 (p=0.003). COX-2 gene expression levels in DU145 

cells were 4-fold higher than that of PNT2 cells (p=0.011).  
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Figure 3.3 Relative COX-2 gene baseline expression in three prostate cell lines (PC3, DU145 and PNT2 cells). After 24 
h of culture, the RNA was extracted from the three cell lines. PNT2 cells is the control group. *, and *** indicate 
significance compared to PNT2 cells (set as 1) where p<0.05 and p<0.001 respectively, as determined by a one-
way ANOVA with the post hoc Dunnett T3 test (n=3) . Error bar indicates the SD.  

 

 

NaS was exposed to PNT2, PC3 and DU145 cells for 6 h at concentrations of 0mM (100 𝜇𝐿 Tris 

HCL, the negative control group), 2mM, 4mM, 6mM, 8mM, and 10mM. COX-2 expression was 

then measured by RT-PCR. For PNT-2 and DU145 cells, COX-2 expression remained unchanged 

over the dose-range of NaS applied. In contrast, PC3 cells did demonstrate a slight dose-

dependent decrease in COX-2 expression, but this did not reach significance. NaS was then 

exposed to PNT2, PC3 and DU145 cells for an extended 24-h period. The bar chart (Figure 3.4) 

illustrates the COX-2 expression after the 24-h exposure period. COX-2 expression in PNT2 cells 

remained unchanged over the NaS dose rate applied. In contrast, for PC3 and DU145 cells, as 

the NaS dose concentration increased, there was a significant reduction in COX-2 expression. 

The expression of COX-2 was reduced by 35% in PC3 cells at 10mM, while DU145 cells 

exhibited a 25% reduction of COX-2 expression at the same dose. 



 

66 

 

 
Figure 3.4. COX-2 expression profile after 24-h exposure to NaS. After 24 h of dosing, the RNA was extracted from 
the three cell lines (PC3, DU145 and PNT2 cells). Only COX-2 expression in PNT2 without treatment was set as “1”, 
with all data demonstrating the relative percentage change in COX-2 gene expression normalised to this base-line. 
*, ** and *** indicate significance compared to the control where p<0.05, p<0.01 and p<0.001 respectively, as 
determined by a one-way ANOVA with the post hoc Dunnett T3 test (n=3). Error bars indicate the SD. 

 

In summary, COX-2 expression was significantly reduced in the PCA PC3 and DU145 cells in a 

dose-dependent manner following a 24 h NaS treatment. In contrast, the COX-2 levels 

remained unchanged in the normal prostate PNT2 cells following the same NaS exposure 

regimen indicating a clear difference in response to aspirin between cancer versus normal 

cells. 

3.3.3 Induction of DNA damage in response to NaS exposure 

The induction of MN was utilised as a measure of DNA damage generated as a result of 

exposure to NaS. The frequency of MN in prostate cells exposed to NaS were quantified with 

a Cell Profiler pipeline based on analysis of cell images generated on the INCell Analyser 2000 

(provided and developed in-house by DR. K.E. Chapman). MN frequency was found to 

increase gradually from 2 mM to 10 mM NaS after a 24h exposure in PC3 and DU145 cells 
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(Figure 3.5). At higher doses, (6, 8, and 10 mM), the MN frequency of PC3 and DU145 cells 

were significantly increased compared to the negative control groups. This demonstrated that 

NaS is able to induce substantial DNA damage at the higher doses in these PCA cells. In 

contrast, the PNT2 cells did not demonstrate increases in DNA damage until the top 10 mM 

dose (p=0.002) indicating they are considerably less sensitive than PC3 and DU145 cells to 

NaS exposure in terms of chromosomal damage induction by NaS.  

 
Figure 3.5. MN frequency in PC3, DU145 and PNT2 cells following NaS exposure. 2000 cells per cell line per replicate 
were evaluated for the presence of MN with each experiment conducted in triplicate. * indicate significance 
compared to the control where p<0.05 as determined by a one-way ANOVA with the post hoc Dunnett T3 test 
(n=3). Error bars indicate the SD. 

 

3.3.4 Aneugenicity and clastogenicity of NaS 

The micronucleus assay measures the presence of two types of chromosomal damage, 

clastogenicity and aneugenicity. Clastogenicity indicates a chromosome breakage event 

where the MN only contains a chromosome fragment. In contrast, aneugenicity represents 

loss / gain of whole chromosomes, thus the resultant MN contains the whole chromosome 
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lost during cell division. To determine whether NaS induced clastogenic or aneugenic events, 

kinetochore staining was utilised in DU145 cells exposed to NaS, with the data illustrated in 

Figure 3.6 and example images in Figure 3.7. The positive control carbendazim is a compound 

that induces numerical chromosome aberrations and thus it induced a 68.67 ± 5.51% 

aneugenicity. For the NaS treatment from 6 to 10 mM dose, a dose dependent increase in 

aneugenicity was observed and the aneugenicity reached significance at level of 0.05 when 

DU145 cells were treated with 10 mM NaS. It was interesting to note that the aneugenic 

response noted in DU145 and induced by NaS was greater than that of the positive control 

compound and thus the DNA damage induced was clearly resulting in chromosome 

distribution errors during cell division. For the results in Figure 3.6, although the results with 

6, 8 and 10 mM have overlap error bars, only significance found with the top dose. 

 
Figure 3.6. Percentage of kinetochore positive MN in binucleated DU145 cells treated with NaS (6, 8 or 10 mM). This 
was carried out three times with 100 binucleated cells scored per dose in total. Positive control was 24 h of 1 
μg/mL carbendazim treatment. * indicate significance compared to the control where p<0.05 as determined by a 
one-way ANOVA with the post hoc Dunnett T3 (n=3). Error bars indicate the SD.  
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Figure 3.7. Representative images of binucleated DU145 nuclei when stained with Human Chromosome Pan-
Centromeric paints. A, kinetochore-positive MN; B, kinetochore-negative MN. DAPI, blue, indicating the nuclei; 
FITC-green, indicating the centromeres. 

 

 

3.3.5 INCell Analysis for cell cycle profile and cell morphological features 

3.3.5.1 Cell cycle profile 

Cell cycle profile analysis was obtained on the INCell Analyser 2000 based on DNA content as 

measured by DAPI intensity. Figure 3.8 is an example of the cell cycle profile of untreated PC3 

cells. Most PC3 cells remained at the G0/G1 phase, where cells were identified with uniform 

and low DNA content values (the first peak). G2/M cells had DNA content about twice that of 

G0/G1 cells (the second peak). The S phase cells with intermediate DNA content were in the 

middle of the two peaks. For the thresholds for the phase distinction, DAPI intensity between 

135 and 170 was seen at G0/G1, and the intensity with an arbitrary unit between 290 and 325 

corresponded to the G2/M phase. The intensity values in between these phases was where 

cells remained at the S phase. These three thresholds settings were used for all samples 

treated with NaS and the negative controls.  
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Figure 3.8. Representative PC3 cells population distribution within the distinct cell cycle phases of based on DAPI 
intensity, as measured by the INCell Analzyer 2000. 

 

The numerical data for the cell cycle fluorescence profile of the PNT2, PC3 and DU145 cell 

lines with 24-h-exposure of NaS doses of 2, 4, 6, 8, and 10 mM is demonstrated in the Figure 

3.9. For the positive control, cell cycle arrest occurred at the S phase following exposure to 

colcemid in all three cell lines. In contrast, with NaS exposure to PC3 cells, as the dose 

increased, there were more cells in the G0/G1 phase. There were 44.70% of untreated cells 

which remained at this G0/G1 phase; however, the number rose to 76.50% at 10 mM NaS in 

PC3 cells, indicating that cells were undergoing cell cycle arrest at this phase. From 6 mM the 

changes became significant. DU145 cells demonstrated a similar sensitivity in cell cycle phase 

progression following exposure to NaS. At the 6 mM NaS dose, the percentage of DU145 cells 

significantly remaining in the G0/G1 phase was increased by approximately 10% and about 18% 

cells were in the G2/M phase following exposure. Interestingly, with the normal PNT2 cell line, 

the exposure to NaS did not impact the cell cycle profile, indicating that NaS only disturbed 

the cell cycle profile in the cancer cell lines.  
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Figure 3.9. Cell cycle profile for A, PC3, B, DU145 and C, PNT2 cell lines. Cell cycle analysis was performed using Hoechst intensity (indicating DNA content of the nuclei) in INCell 
images generated for samples treated with NaS for 24 h. Positive control: 60 nM colcemid; negative control: Tris-HCl. * and *** indicate significance compared to the control 
where p<0.05 and p<0.001 respectively, as determined by a one-way ANOVA with the post hoc Dunnett T3 (n=3). Error bars indicate the SD. 
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3.3.5.2 Morphological changes 

Figure 3.10 is a representative working process to illustrate how the image was transferred to 

numeric data.  

 

 

 

Figure 3.10. Representative working interface of INCell Analyser Workstation for transferring image data to numerical 
data. Right half: software outlining organelles (yellow), nuclei (blue) and cell body (green). Left half: segmentation 
setting up. For the segmentation, Wave 1, DAPI for nuclei with “Region growing” segmentation method (mini area: 
20 𝜇m); Wave 2 (mini area: 30 𝜇m), FITC for cells with “Multiscale top-hat” segmentation method; Wave 3, dsRed 
for Ca2+ and mitochondria with “Multiscale top-hat” segmentation method (mini area: 5 𝜇m). Shading removal 
and noise removal were both set up at “standard.” 

 

 

The morphological changes to prostate cells following NaS exposure were analysed with an 

INCell analyser 2000. Firstly, nuclear area was analysed and was found to alter when all three 

cell lines except for PNT2 were exposed to NaS. For PC3 cells, nuclear area was not reduced 
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significantly until the cells were treated with 10 mM NaS (p=0.025) as show in Figure 3.11. In 

DU145 cells, 2 mM NaS did not result in a reduction of nuclear area, however, from 4 to 10 

mM NaS, the nuclear area decreased as the dose increased (p<0.01) as demonstrated in 

Figure 3.11. However, at the highest dose of 10 mM, the nuclear area declined by only 

approximately 10% in PC3 cells, while in DU145 cells the reduction was far more striking at 

50%. Therefore, although NaS reduced the nuclear area of both cancer cell lines, there was a 

difference in sensitivity between the cell lines with DU145 cells being more sensitive to NaS 

than PC3 cells. On the contrary, with the normal cell line, PNT2, the nuclear area was not 

changed at all over the dose range applied (Figure 3.11). It should be noted that the positive 

control only exhibited a marginally significant change in nuclear area in PNT2 cells, with large 

error bars in both the negative and positive controls. It is speculated that the positive control 

might need a longer exposure time in the normal PNT2 cells than necessary for the PC3 and 

DU145 cancer cells; the latter of which are more genetically unstable and therefore may be 

more sensitive to colcemid.  

Other morphological indicators, including, cell and nuclear form (roundness), and cell area 

were also investigated. However, there were no significant changes found in any of these 

parameters with the three cell lines following NaS exposure. 
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Figure 3.11. Nuclear area in PC3 cells, DU145 cells and PNT2 cells treated with NaS. Graph represents the mean 

value from DAPI signals. *, **, and *** indicate significance at levels of p<0.05, p<0.01 and p<0.001 respectively, 

as determined by the Kruskal Wallis test relative to the control (n=3). Error bars indicate the SD. 
 

 

3.3.6 CytviaTM Health Kit for Calcium level and mitochondrial changes 

In order to measure intracellular Ca2+ level and reduction in mitochondria count, which are 

related to apoptosis in cells, the CytviaTM Health Kit was used. Figure 3.12 shows the examples 

of INCell images generated when cells were treated with the positive controls. FCCP is a 

chemical leading to the depolarisation of mitochondria, which resulted in a loss of 

mitochondrial staining as measured by Reagent C (dsRed, orange). The second positive 

control was ionomycin; this is a Ca2+ ionophore that significantly increases the intracellular 

Ca2+ level and was measured with Reagent D (green, FITC). In the ionomycin-treated cells, the 
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green (FITC) intensity and the number of green dots clearly increased as compared to the 

negative controls.  

 
Figure 3.12. Example INCell images of PC3 cells treated with the positive controls ionomycin and FCCP. The first 
column to the far left is the merged images, with dsRed (orange, staining mitochondria), FITC (green, staining 
intracellular Ca2+) and DAPI (blue, staining nuclei) individual channels from left to right.  

 

When mitochondria counts were measured following exposure of PC3, DU145 and PNT2 cells 

to NaS, the number of mitochondria per cell significantly decreased in all three cell lines from 

8 mM; representative images are illustrated in Figure 3.12, with the data from all cell lines 

presented in Figure 3.14. PNT2 cells were the most sensitive to the treatment, as 2 mM NaS 

was able to significantly reduce the organelles count. However, it should be noted that the 

error bars for the 2- and 4-mM doses largely overlapped with the PNT2 control. The higher 

doses of NaS (6-10 mM) reduced mitochondrial number more substantially and these does 

where highly significant. In contrast to PNT2, for the two cancer cell lines, the higher doses of 

8 and 10 mM resulted in a significant reduction in mitochondria count per cell (p<0.05).  
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Figure 3.13. Representative images of the changes in mitochondria count in PC3 cells. The images illustrate the 
mitochondria count based on the signal intensity. 8 mM NaS reduced the intensity of the dsRed signal, indicating 
a decrease in mitochondria count. Intensity was determined by the INCell Analyser Workstation. Scale bar: 30 𝜇m. 
Objective: 40x.  

 

 
Figure 3.14. Mitochondria counts in each cell line. FCCP was the positive control for mitochondria. Triton x-100 was 
the positive control for cell viability (not relevant to this results). Ionomycin was the positive control for Ca2+ (not 
relevant to this results). * represents significance at level of p<0.05 as determined by a one-way ANOVA and the 
post hoc Dunnett T3 (n=3). Error bars indicate SD coming from biological triplicates.  
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With Reagent D from the CytviaTM Health Kit, the Ca2+ level in each cell line treated with NaS 

was evaluated (Representative images are presented in Figure 3.15) and the data is illustrated 

in Figure 3.16. As expected, the positive control Ionomycin, was able to increase intracellular 

Ca2+ level significantly (p=0.042). In contrast, the control FCCP did not affect Ca2+ levels and 

neither did Triton-X. Triton x-100 is suggested by the manufacturer as a positive control for 

the cell viability measurement aspects of the CytviaTM Health Kit, because it permeabilises the 

cell membrane, which in turn results in cell death. The Triton-x 100 concentration applied has 

been carefully optimised by the manufacturer to selectively permeabilise the plasma 

membrane of a wide variety of cells without significantly affecting Ca2+-sequestering 

organelles. For the DU145 and PNT2 cells, Ca2+ levels were unchanged in response to NaS 

treatment; while there were significantly increased Ca2+ levels in PC3 cells only at the top 10 

mM NaS dose. Thus, this suggests the PC3 cells were more sensitive to the induction of Ca2+ 

levels in response to NaS exposure than the DU145 and PNT2 cells.   

 

 
Figure 3.15. Representative images of the changes in intracellular Ca2+ level in PC3 cells. The two images show the 
intracellular Ca2+ level, where the level increases comparing to the negative control (0 mM NaS). Intensity was 
determined by INCell Analyser Workstation. Objective: 40x. Intensity was determined by INCell Analyser 
Workstation. Scale bar: 30 𝜇m. Objective: 40x. 
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Figure 3.16. Ca2+ level in PC3 cells DU145 cells and PNT2 cells treated with NaS. Graphs represent the mean value 

from FITC signals. *, and *** represent significance at a level of p<0.05, and p<0.001 as determined by the Kruskal 
Wallis test relative to the control (n=3). Error bars indicate SD.  

 

 

 

3.3.7 NaS effects on metastasis 

3.3.7.1 Migration assay 

Migration assays measure the ability and speed of cells to close a uniform gap created in a 

monolayer. The cells were seeded into two sections of an insert. After treatment the insert 

was removed, and the cells had 24-h recovery time to migrate. At the end of assay, the gap 

remaining between the cells was measured. The images in Figure 3.18-20 show images of the 

size of the remaining gaps at the end of the experiment, while the gap measurement data 
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generated is summarised in Figure 3.20. PNT2 cells were not able to migrate and close the 

gap between two sections over the 24h period when they were treated with NaS. The distance 

between two sections of PNT2 cells was not changed significantly (p=0.707) for these doses. 

Thus, aspirin did not affect the ability of PNT2 cells to migrate. They are generally a slow 

growing cell line that would take up to 48h to close the gap. However, what is notable is that 

the PNT2 cells appeared to be dying at the higher doses (6 – 10 mM) and were not as confluent 

as the control group after 24 h of migration and growth (Figure 3.19).  

For the DU145 and PC3 PCA cells, following a 24 h of recovery time, complete gap closure was 

achieved with the untreated cells, but NaS exposure clearly resulted in a dose dependent 

reduction in migration. A dose of 2 mM NaS affected the migratory ability of both cell lines 

slightly (no statistical difference found, p>0.05). Although they were able to largely close the 

gap, it was not 100%. As the NaS concentration increased, PC3 cells were unable to close the 

gap and at the highest doses, the gaps sizes were roughly 500 μm for the PC3 cell line (Figure 

3.17). A similar trend was found with DU145 cells, albeit to a lesser extent than the PC3 cells. 

In conclusion, aspirin was able to reduce migration of the PC3 and DU145 cell lines. 



 

80 

 

 
Figure 3.17. The NaS effects on migratory capacity of PC3 cells imaged at 0 (when the inserts were removed), and 24 h following the removal of the insert. The cells were treated for 24 h with the 
full NaS dose-range before the insert was removed. The remaining distance between the cells was then measured with ZEN software (blue edition). Scale bar: 100 μm; Objective lens:5X. 
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Figure 3.18. The NaS effects on migratory capacity of DU145 cells imaged at 0 (when the inserts were removed), and 24 h following the removal of the insert. The cells were treated for 24 h with 
the full NaS dose-range before the insert was removed. The distance remaining between the cells was then measured with ZEN software (blue edition). Scale bar: 100 μm; Objective lens:5X 
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Figure 3.19. The NaS effects on migratory capacity of PNT2 cells imaged at 0 (when the inserts were removed), and 24 h following the removal of the insert. The cells were treated for 24 h with the 
full NaS dose-range before the insert was removed. The distance remaining distance between the cells was then measured with ZEN software (blue edition). Scale bar: 100 μm; Objective lens:5X.  
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Figure 3.20. Changes in average size of the gap between two sections of cells in the migration assay in PC3, DU145 
and PNT2 cells after NaS treatment. * represents significance at a level of p<0.05 as determined by a one-way 
ANOVA and the post hoc Dunnett T3 (n=3). As PC3, and DU145 cells were able to close the gap when they were 
treated with 0 and 2 mM, there was no gap existed.  

 

3.3.7.2 Invasion assay  

The capacity for cancer cells to invade is another key feature of metastasis. Therefore, the 

QCM ECMatrix Cell Invasion Assay was used to measure the invasion ability when PCA and 

normal prostate cells were treated with NaS. As expected, the normal prostate cells, PNT2, 

were not capable of invasion, whilst the cancer cell lines readily invaded through a matrix. 

However, following NaS exposure, the invasive ability of PC3 and DU145 cells was significantly 

reduced in a concentration dependent manner (Figure 3.21). In the negative control group, 

PC3 and DU145 cells had a similar invasive capacity (p=0.06, 1.660 with SD 0.056 vs. 1.510 

with SD 0.083 respectively). However, as the concentration of NaS increased to 10 mM, the 

invasive capacity of the PC3 cells were substantially lower than the DU145 cells, suggesting a 

greater sensitivity to the NaS treatment (Figure 3.21).  
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Figure 3.21. Invasive capacity of PC3, DU145 and PNT2 cells following NaS treatment. 0% FBS was included as a 
control as cells are unable to invade when there is no FBS in the lower chamber to draw them through except for 
the control PNT2 cells, which small number of cells passed through the membrane. *, indicate significance 
compared to the control where p<0.05, as determined by a one-way ANOVA and the post hoc Dunnett T3 (n=3).  

 

 

3.3.8 PC3 and DU145 gene expression profiles after NaS treatment 

To profile gene expression changes in relation to signalling pathways involved in driving 

metastasis after NaS treatment, a PCR array evaluating 84 genes was performed. The results 

are illustrated in Figure 3.22 where the most prominently altered genes that lie outside of the 

1.5-fold change in expression limits are highlighted. In PC3 cells three genes were substantially 

upregulated, including IL-1 𝛽 ; while the CXCR2 and NR4A3 genes were downregulated 

following NaS treatment. In DU145 cells, no genes were downregulated, but CTSL1, ITGB3, 
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and RPLP0 genes were upregulated in the array following exposure to NaS (raw data located 

in Appendix 2).  

When only the genes that had the highest level of up- / down-regulation were considered, in 

DU145 cells the top three genes that were substantially upregulated due to 4 mM NaS 

treatment were CTSL1, ITGB3, and RPLP0. Although RPLP0 was the third most highly 

expressed gene, it was not selected for further analysis as it is a housekeeping gene and so is 

unlikely to have a mechanistic role in aspirin’s effect on the cancer cells. As RPLP0 was not 

classified as a gene of interest, the third most highly expressed gene considered was CD44 

with fold-change of 4.73. In PC3 cells, the top three most strikingly altered genes after 4 mM 

NaS exposure were CXCR2 and NR4A3 (reduced by -2.92 and -3.32-fold respectively), and IL-

1β, which was increased by a 5.33-fold-change in expression levels. The genes selected for 

further detailed qPCR analysis in both cell lines are summarised in Table 3.5 

 

Table 3.5. Genes with the highest expression changes in PC3 and DU145 cells after NaS treatment. 

Gene Fold change Cell line 

CTSL1 6.54 DU145 

ITGB3 5.24 DU145 

RPLP0 4.84 DU145  

CD44 4.73 DU145 

CXCR2 -2.92 PC3 

NR4A3 -3.32 PC3 

IL-1𝜷 5.33 PC3 
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Figure 3.22. Gene expression profiles changes in PC3 and DU145 cells treated with 0 and 4 mM NaS, based on the analysis of 84 genes. A, PC3 and B DU145 cells treated with 4 
mM NaS (group 1) as compared to the untreated negative control group. The solid line represents unchanged gene expression levels, while the dotted line represents a 1.5-fold 
change, which is the software designated threshold for prominent up- or down-regulation. Yellow dots indicate upregulated genes following the treatment, blue dots designate 
the downregulated genes and black dots represent genes whose expression did not fall outside the +/- 1.5-fold change in expression and therefore represented no change in 
relation to the treatment. 
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For the DU145 and PC3 cell lines, the top three genes with the most highly altered expression 

levels were selected for more detailed analysis by RT-qPCR to confirm the PCR array results. 

In PC3 cells as illustrated in Figure 3.23, compared to the control, the CXCR2 gene expression 

was reduced significantly by 3-fold (p=0.027) and NR4A3 gene expression was 1-fold lower 

than the control (p=0.156), which complemented the array-based data. However, for the IL-

1β gene, there was a 7-fold significant reduction in expression in PC3 cells after 4 mM NaS 

treatment (p=0.001). IL-1β was upregulated 5-fold after treatment in the PCR Array (Figure 

3.23), which is completely different to the RT-qPCR results. The reason for this difference could 

be that the PCR array was only a single experiment, while the RT-qPCR experiment was 

conducted in triplicate (with one replicate, results are not as reliable as when an experiment 

in triplicate is conducted).  

 

Figure 3.23. Further exploration of the gene expression profiles of CXCR2, IL-1β and NR4A3 in PC3 cells following 

NaS exposure. Blue bars are the control group, where the cells were untreated and the pink bars are the cells 

treated with 4 mM NaS. *, and ** indicate significance compared to the control where p<0.05 and p<0.01 

respectively, as determined by a one-way ANOVA and the post hoc LSD (n=3).  
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In Figure 3.24, CD44, CTSL1 and ITGB3 gene expressions were measured with RT-qPCR in 

DU145 cells. There was 1.3-fold-change in CTSL1 expression, 1.4-fold-change in CD44 gene 

expression and 1.2-fold-change in ITGB3 expression following NaS exposure. These 

transcriptional changes were however not statistically significant with the exception of the 

CD44 gene expression change (p=0.036). Usually, a 1.5-fold-change in gene expression is 

considered biologically significant (Laaksonen et al., 2006; Knudsen and Witkiewicz, 2016). 

However, since there was only 1.4-fold-change in CD44 expression as compared to the control 

group, this was not a prominent gene expression alteration despite its statistical significance.  

 

 

 

Figure 3.24. Further exploration for profiles of CD44, CTSL1 and ITGB3 profiles in DU145 cells following the PCR array 

in DU145 cells. Blue bars are the control group, where the cells were treated with 0 mM and the pink bars are the 

cells treated with 4 mM NaS. *, indicate significance compared to the control where p<0.05 determined by a one-

way ANOVA and the post hoc LSD (n=3). 
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3.4  Discussion 

This chapter was aimed at understanding the effects of NaS on key characteristics associated 

with the aggressive behaviour of PCA cells. This involved analysing a variety of endpoints 

including cytotoxicity, COX-2 gene expression changes, morphological assessments, 

intracellular Ca2+ levels, mitochondrial count, migration capacity and cell invasion ability. 

Finally, a PCR array was utilised to identify key genes that may be involved in governing the 

response of the cells to NaS treatment. 

We firstly used the RPD method to study the effect of NaS on cytotoxicity induced in the PC3, 

DU145 and PNT2 cells. The results showed that low concentrations of NaS (2 and 4 mM) in 

PCA cells PC3 and DU145 and PNT2, can induce cytotoxicity. For the high doses of NaS (6, 8 

and 10 mM) in the experiment, the trend of reduction in RPD values tended to be similar and 

plateaued at these high concentrations, indicating that PCA cells were not sensitive to high 

concentrations of NaS (over 6 mM). These results were consistent with the study of He et al. 

(2017), which found that 0.5 mM NaS treated PC3 resulted in a 13.4% viability loss. The 

authors believe that there are multiple pathways underlying the inhibitory effects of NaS on 

the growth of the PCA cells, but signal transduction and activation of the transcription 3 

(STAT3)/NF-κB pathways could be a potential mechanism (He et al., 2017). STAT3 signalling is 

related to metastasis and proliferation of cancer cells (Sun et al., 2012). NF-κ B activation 

regulates proliferation via multiple signalling pathways (De Simone et al., 2015). The activation 

of NF-κB, as well as STAT3, can be suppressed by aspirin, and consequently, proliferation is 

inhibited. It was notable that NaS was also toxic to PNT2. This does bear some concern as 

PNT2 are not a cancerous cell line and thus NaS (and potentially aspirin) could have a non-

specific toxic effect on prostate cells. However, PNT2 is an immortalised cell line, so the cells 

may not respond in an identical manner to healthy human cells in vivo.  
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Following the RPD experiments, COX-2 gene expression was quantified in each cell line. PC3 

cells had the highest COX-2 expression in the three cell lines and it was lowest in PNT2. 

Following NaS treatment, COX-2 gene expression was reduced in both PC3 and DU145 cells 

from 2 mM, with a plateau at 8 mM. In contrast, COX-2 expression in PNT2 cells remained 

unaffected by the NaS treatment.  

Given the RPD results and the COX-2 expression changes following the treatment, it is possible 

that there was a link between COX-2 expression and drug sensitivity and there was the same 

saturation dose (6 mM) with PC3 and DU145; hence, COX-2 could be an immediate factor in 

the NaS effects on the PCA cells. High expression of COX-2 can inhibit apoptosis of cancer cells, 

increase the expression of anti-apoptotic protein B-cell lymphoma 2 (Bcl-2) and stimulate cell 

proliferation (Sobolewski et al., 2010; Shi et al., 2015). The role of NaS, aspirin’s metabolite, 

and other NSAIDs in preventing tumours is attributed to COX-2, a key enzyme that inhibits the 

synthesis of prostaglandins. NaS not only alleviates the progress of inflammation, but also 

inhibits tumour growth and angiogenesis (Kyriakopoulos et al., 2017; Dai et al., 2017). COX-2 

is involved in various mechanisms for tumour progression, and it has been reported that NaS 

down-regulates the expression of COX-2 and exerts anti-tumour effects by inhibiting the 

action of COX-2 itself or inhibiting the synthesis of PGE2 (Poorani et al., 2016). The specific 

mechanism may be: inhibition of tumour cell DNA synthesis and proliferation; promotion of 

immune surveillance, antibody production; inhibition of Bcl-2 expression and promotion of 

apoptosis; inhibition of tumour angiogenesis; inhibition of tumour cell invasion and 

metastasis (Escarcega et al., 2007; Rice et al., 2013). Overexpression of the COX-2 gene can 

significantly increase the protein synthesis of prostacyclin (PGI2) and PGE2. PGE2 has an 

important negative regulatory effect on immune function, especially on T lymphocyte subsets, 

NK cell activity, LAK cell activity, TNF and IL-2 activity. Thus, tumour cells are free from immune 

surveillance (Dikshit et al., 2006). Many tumour cells have abnormal expression of COX-2, 
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which is related to the progression of cancer, tumour growth, autophagy and angiogenesis. 

High expression of COX-2 can inhibit apoptosis, increase the expression of anti-apoptotic 

protein Bcl-2 and stimulate cell proliferation; COX-2 overexpression can activate MMP, 

increase antigenic factors and promote tumour growth and invasion (Sokołowski et al., 2012). 

From the evidence above, it is highly likely that COX-2 plays a role in aspirin’s/NaS ability to 

induce cytotoxicity, but the pathway of importance is unlikely to be limited to a COX-2-

dependent pathway alone.  

It is notable that PNT2 cells exhibited toxicity in response to NaS exposure, despite having very 

low expression levels of COX-2. Additionally, COX-2 gene expression was not affected by the 

NaS exposure in PNT2 cells, whereas with PC3 and DU145 cells a significant reduction in COX-

2 expression was observed following NaS treatment. This data suggests that in PNT2 cells, NaS 

may be exerting its toxic effect via an independent-COX-2 pathway. This difference may be due 

to the fact that PC3 and DU145 cells are cancerous cell lines, which exhibit high genetic 

instability, which is in direct contrast to PNT2 which is a normal prostate cell line. Further work 

is required in the future, to better understand the mechanism by which NaS results in toxicity 

to the normal PNT2 cells. This would involve evaluating alternative signalling pathways, such 

as pathways involving the Bcl-2 family proteins or Caspase family proteins (Sobolewski et al., 

2010; Norouzi et al., 2016). Additionally, further work evaluating the apoptotic signalling 

pathways, for example, through the evaluation of Caspase-12 and Caspase-7 on the 

endoplasmic reticulum and the Bid and Bax proteins (that controlling the permeability of 

mitochondria), may provide insight into the mechanistic pathways of importance in PNT2 cells.   

With the morphological analysis, it was found that the nuclear area was reduced when PC3 

cells were exposed to NaS for 24 h. NaS was also able to significantly increase the DNA damage 

frequency (as measured by the MN assay) in PCA cells only leading to aneugenicity 

(chromosome loss). These two results were closely linked. NaS was able to increase the MN 
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frequency at the 6, 8- and 10-mM dose of NaS while nuclear area was reduced at these doses. 

Here, the chromosome loss could be one of the reasons for the reduced nuclear area in the 

cells. Additionally, reduced nuclear area is associated with apoptosis. For example, Helmy and 

Azim (2012) reported that Hep2 squamous cell carcinoma cells had a highly significant 

decrease in nuclear area when the cells were apoptotic (Helmy and Abdel Azim, 2012). It has 

been suggested that nuclear area can be seen as a measure of cell apoptosis and is also a 

sensitive measure to evaluate apoptotic effects of anti-cancer drugs (Helmy and Abdel Azim, 

2012; DeCoster, 2007; Anilkumar et al., 2017; Afifi et al., 2012).  

According to the scientific literature, apoptosis induced in cancer cells by NaS is mainly 

through a prolonged cell cycle (Chan et al., 2007; Hossain et al., 2012; Bilani et al., 2017). It 

has been suggested that NaS induces cancer cell cycle arrest at the G0/G1 stage (Gao and 

Williams, 2012). Indeed, PC3 and DU145 cells were significantly impeded at the G0/G1 phase 

of the cell cycle at 6, 8, and 10 mM NaS, which is the early stage of DNA synthesis. With the 

same doses, RPD values for each cell line were reduced, too. Thus, it can be assumed that the 

prolonged stall at the G0/G1 phase would have had an impact on reducing the proliferative 

capacity of the cancer cells resulting in reduced population doubling. These findings are 

meaningful for cancer treatment as the administration of NaS to PCA patients would 

potentially result in reduced proliferation of the cancer cells and apoptosis associated with 

high levels of aneugenicity. It appears that aspirin therefore has both toxic and genotoxic 

effects on PCA cells. 

Combining these findings, NaS mechanism of inhibiting growth is mainly manifested in 

inhibiting the process of mitosis in the PCA cell nucleus. In turn, it affects the cell cycle 

distribution. Eventually it achieves the biological effects of inducing apoptosis in PCA cells. 

The results showed that NaS treatment impede PC3 and DU145 cells in the G0/G1 phase, 

which is consistent with many other results. For example, mammary gland tumours cells were 
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inhibited in the G0/G1 phase when treated with NaS and Zong et al. (2016) reported that NaS 

caused cell cycle arrest of SGC-7901 cells (the gastric adenocarcinoma cell line) in the G0/G1 

phase too (Zong et al., 2016). However, the effects of aspirin on the cell cycle are variable 

between different cell types. For example, aspirin induced cell-cycle arrest in the G2/M when 

the SW480 colon cancer cells were assessed (Gao and Williams, 2012).  

A cytotoxicity assay, such as the RPD and MTT assay, can only identify whether the cultured 

cells are viable or not (Afifi et al., 2012). However, with INCell analysis, a greater breadth of 

analysis is permitted, to provide further data indicating the mechanisms underlying the 

induction of apoptosis, by measuring increased intracellular Ca2+ level, a loss of mitochondria 

and even MN formation (DNA damage). In this study, this form of multiplex analysis proved 

highly beneficial. When NaS was applied to PNT2, PC3 and DU145 cells for 24 h, the 

intracellular Ca2+ was significantly increased, and the number of mitochondria per cell 

decreased significantly. When cells are undergoing apoptosis, the intracellular Ca2+ level 

increases, and mitochondria number will be reduced, thus both events are associated with 

cell death. This is consistent with the results of Clements et al. (2015). It has been 

demonstrated previously that when cell viability is decreased due to doxorubicin treatment, 

cytoplasmic Ca2+ concentration was elevated but mitochondrial measures, including count, 

area and mass were reduced (Clements et al., 2015). Furthermore, Slaninová et al. (2012) 

used laser confocal microscopy to monitor the effects of melittin lasioglossin III (induces 

apoptosis) on Hep G2 hepatocellular carcinoma cells, and the results showed that when 

lasioglossin III continuously enters the cells, mitochondrial function is gradually destroyed as 

the intracellular Ca2+ level increased (Slaninová et al., 2012). 

The mechanism underlying these morphological changes could be that, on the one hand, NaS 

might destroy the tumour cell membrane and thus, the intracellular Ca2+ may be increased, 

resulting in disordered ion exchange and Ca2+ influx. On the other hand, due to a large amount 
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of calcium influx, mitochondria as an intracellular calcium pump, selectively absorbs excess 

cytoplasmic calcium in order to maintain intracellular calcium balance. With the increase of 

calcium in the mitochondria, the occurrence of calcium overload leads to the destruction of 

mitochondrial membrane structure. Thus, the number of mitochondria per cell reduces. The 

intracellular calcium overload and irreversible destruction of mitochondrial and cell 

membrane form a positive feedback type vicious cycle, and ultimately induce apoptosis (Celsi 

et al., 2009; Nordin, 2013; Kalogeris et al., 2012). Future analysis of Bcl-2, Apoptosis-inducing 

factor and Caspase-12 would additional data to better understand the apoptotic signalling 

pathways underlying this response. Furthermore, the repetition of some of the experiments 

within Chapter 3 in the presence of Ca2+ channel blockers would yield data indicating the 

importance of this process in driving NaS toxic responses.  

Tumour development is a complex process, where multi-stage, multi-factor, multi-gene 

interactions are involved in movement and migration, adhesion, angiogenesis, immune 

escape and many other aspects driving increased aggressive invasion (Geiger and Peeper, 

2009; Suva et al., 2011; Jiang et al., 2015; Martin et al., 2013). Research shows that abnormal 

movement of tumour cells itself is an important factor affecting tumour invasion and 

metastasis (Maishi and Hida, 2017). Therefore, the regulation and underlying mechanisms of 

tumour cell migration has become an important focus in the study of invasion and metastasis 

of PCA cells. In this chapter, a wound healing assay was used to determine if NaS exposure 

had an impact on tumour cells’ migration ability. An insert separated cells into two sections 

and the gap between the two sections mimicked the distance that cancer cells migrate. 

Experimental results showed that NaS at the cellular level could substantially weaken the 

migration capacity of PC3 and DU145 cells. However, it was found that in the control group, 

the gap was not closed, hence the NaS had no effect other than causing toxicity in PNT2 cells. 
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In addition to migration, another key characteristic of aggressive cancer cells are their 

capacity to invade through tissue structures. It is known that malignant tumour cells exhibit 

activation of MMP-9 which then degrades the membrane structures of ECM and BM, 

facilitating tumour cell penetration of this barrier (Mehner et al., 2014; Xu et al., 2010). We 

used an in vitro invasion experiment to simulate this process. A membrane was coated in a 

chamber, mimicking the structure of the BM in vivo to conduct a comprehensive evaluation 

of NaS on tumour cell invasion capabilities. The experimental results showed that NaS dose-

dependently inhibits tumour cell invasion. In the scientific literature aspirin has been found 

to inhibit cell migration and invasion in melanoma, colorectal cancer and PCA, which 

correlates with the results in this chapter (Tsai et al., 2009; Liao et al., 2015; Shi et al., 2017). 

Aspirin and the selective COX-2 inhibitor NS-398 can lower the ability of HepG2 cells invasion, 

which is induced by Hepatocyte growth factor through ERK1/2 pathway (Abiru et al., 2002; 

Lu et al., 2013). Another study found that COX-2 inhibitors might play an anti-liver cancer 

effect through a non-COX pathway, namely PPARα and PPARγ (Jaradat et al., 2001). In vivo 

and in vitro studies show that selective COX-2 inhibitors (such as JTE-522) can affect many 

aspects of the cell cycle of liver cancer cells (Nagahara et al., 2007). JTE-522 induces liver 

cancer cell cycle arrest in the G1/G0 phase, to achieve the purpose of inhibiting the 

proliferation (Nagahara et al., 2007).  

Aspirin is a traditional, and one of the most commonly used, NSAIDs. In recent years, 

epidemiology and clinical studies have demonstrated that aspirin can induce tumour cell 

apoptosis, inhibit tumour invasion and metastasis and exert anti-tumour effect (Shi et al., 

2017; Liao et al., 2015). The exact anti-cancer mechanism is not yet clear. The traditional view 

is that aspirin plays an anti-cancer effect mainly through the inhibition of the COX genes. 

However, in recent years, non-COX-dependent mechanisms have drawn much attention. The 

cell model used in the migration and invasion assays in this chapter was PC3 and its expression 

level of COX-2 is higher than normal prostate cells. Therefore, in PC3 cells, aspirin is most likely 
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to exert anti-invasion and migration characteristics through the COX-2 pathway. Interestingly 

the COX-2 expression level in DU145 was not as high as in PC3 cells, which correlates with the 

fact that generally, DU145 was not as sensitive to NaS as PC3 cells in all the experiments 

conducted. However, to truly evaluate the mechanistic importance of COX-2, we would need 

to repeat the experiments conducted in this chapter in PC3 cells that no longer exhibited COX-

2 expression. Thus, an important avenue of future work would involve utilising siRNA or 

CRISPR/Cas-9 technology to firstly knock out COX-2 expression and then repeat the NaS 

exposure experiments in this chapter. Alternatively, COX-2 inhibitors, such as celecoxib could 

be used. Thus, if COX-2 was indeed responsible then the same level of cytotoxicity and 

reduced migration / invasion would not be seen.  

It is possible that aspirin may also act through an alternative, non-COX-2 pathway. The protein 

of MMP-2 is one of the potential molecular mechanisms. NSAIDs can directly inhibit the 

expression of MMP-2 by interfering with the extracellular signal-regulated kinase (ERK)/ Spl 

signalling pathway and can hinder the conversion of precursor MMP-2 to active MMP-2 by 

inducing the expression of the RECK gene (Liu et al., 2012). Studies have also reported that 

aspirin inhibits the in vitro primary culture of prostate and colon cancer cells by down-

regulating the activity of MMP-2 and MMP-9 (Wynne and Djakiew, 2010; Bilani et al., 2017). 

In addition, invasion capacity was reduced by 44% in B16FO colon cells which has a strong 

metastatic activity, by inhibiting MMP-2 activity in a C57BL / 6J animal model (Tsai et al., 2009). 

Therefore, aspirin may inhibit the migration and invasion of PCA cells by down-regulating 

MMP-2 and/or MMP-9 activity and COX-2. Future work is required to explore this hypothesis 

further and demonstrate whether or not aspirin affects MMP-2 expression and / or MMP-9 

activity in the culture media. This can be done with assays measuring specific MMP proteins 

utilising the Amersham BiotrakTM assays.  

As DU145 and PC3 cells could potentially respond to NaS treatment differently, a RT-qPCR 

array was applied to screen the expression profile of genes that may be altered in response to 

NaS exposure in order to identify mechanistic pathways of importance. The genes highlighted 
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by the array were then evaluated in further detail (with multiple replicates) by RT-qPCR. IL-1β 

and CXCR2 were the genes found to have significant transcriptional profile changes in PC3 

cells. Their expression was reduced by 6-fold and 3-fold respectively following the 24-h NaS 

exposure.  

IL-1β can cause inflammation, and also induce COX-2, inducible nitric oxide synthase (iNOS), 

IL-6 and expression of other inflammatory factors, which further activate stromal cells and 

immune cells to produce more IL-1β involved in inflammatory reactions (Ren and Torres, 2009; 

Park et al., 2017). IL-1β can cause DNA methylation changes and plays an important role in 

the development of many tumours; it promotes angiogenesis and the expression of VEGF, IL-

8, COX-2, for example (Schweighofer et al., 2009; Voronov et al., 2014). Angiogenesis is a key 

step in tumour growth, invasion and metastasis. This process involves the remodelling of 

extracellular matrix, the proliferation and translocation of endothelial cells, and the formation 

of capillary lumens (Schweighofer et al., 2009; Voronov et al., 2014). Poeck et al. (2010) 

suggested that the activation of NF-κB could in turn lead to the expression of pro-IL-1β, which 

forms a biologically active IL-1β protein after caspase-1 splicing (Poeck et al., 2011). Given the 

data in Chapter 3, NaS treatment was found to reduce the ability of migration and invasion in 

PC3 cells, it is possible that this was a consequence of down-regulated IL-1β. This is of 

particular importance in vivo as when the expression of IL-1β is reduced, VEGF gene 

expression is subsequently reduced. As a result, angiogenesis, which is a key step in 

metastasis, is suppressed, which in turn inhibits migration and invasion (Voronov et al., 2014).  

IL-1β is also of interest with respect to inflammation. A firm link exists between chronic 

inflammation and carcinogenesis; thus, the relationship between inflammation and cancer 

has become a hot topic of research (Balkwill and Mantovani, 2001; Rakoff-Nahoum, 2006; 

Tan et al., 2018). Chronic inflammation plays a role in the initiation, proliferation, and 

progression of tumour development. The focus of current research has shifted from the study 



 

98 

 

of the properties of infiltrating immune cells to the main role of cytokines and their soluble 

mediators in tumour initiation (Shrihari, 2017; Bremnes et al., 2011). IL-1β, as a core factor in 

inflammatory mediator, is an important factor affecting the occurrence and development of 

PCA, but the mechanism is still not fully understood. Therefore, an in-depth study of IL-1β can 

provide new ideas for revealing the pathogenesis of PCA, coupled to the role that aspirin may 

play in disturbing its function.  

CXC receptor 2 (CXCR2) belongs to the G protein-coupled receptor family, and its ligands are 

CXCL1 (CXC motif chemokine ligand 1), CXCL2, CXCL3, CXCL5, CXCL6, CXCL7, CXCL8 (Steele et 

al., 2016). So far, the CXCR2 family promotes the development of colon cancer, squamous cell 

carcinoma (Jamieson et al., 2012). CXCR2 has the ability to concentrate other chemokines. It 

can participate in functions such as capillary formation and inflammatory infiltration 

(Ratajczak and Kim, 2012). CXCR2 plays an important role in the process of tumour 

angiogenesis. The high expression of CXCR2 can accelerate the capillary formation in tumour 

tissues. CXCR2 regulates the metastasis of myeloid derived suppressor cells (MDSC) in 

pancreatic ductal adenocarcinoma and promotes breast cancer cell metastasis and invasion, 

and EMT (Sharma et al., 2016; Yu et al., 2017; Hsu et al., 2013; Steele et al., 2016). It plays an 

important role in the construction of the tumour microenvironment. At the same time, it has 

proangiogenic effects in breast tumours and pancreatic cancer (Lau et al., 2015). 

The CXCR2 ligand, CXCL5, affects the prognosis and tumour development and metastasis of 

cancer patients by interacting with CXCR2. Begley et al. (2008) found that CXCL5 activates 

both MAPK and PI3K signalling pathways in prostate epithelial cells, thereby promoting 

epithelial cell proliferation and invasion; CXCL5 also promotes transcription of EGR1 gene. 

EGR1 encodes a C2H2-type zinc finger protein that promotes tumour growth and 

angiogenesis, revealing that the CXCL5/CXCR2 axis may play an important role in PCA. CXCR2 

in PCA has not been fully studied yet. However, Kawamura et al. (Kawamura et al., 2012) 
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measured CXCL5 in serum samples from 250 colorectal cancer patients compared with 30 

normal controls and found that the concentration of serum CXCL5 in patients with colorectal 

cancer was significantly higher than that in normal subjects. At the same time, combined with 

its clinical pathological results and survival survey, it was found that the high serum 

concentration of CXCL5 was correlated with gender and liver metastasis. CXCL5 is likely to be 

a new marker for colorectal cancer, and its signal axis with CXCR2 may be involved in the 

development and progression of colorectal cancer. Xu et al. (2013a) found that 

overexpression of CXCR2 promoted proliferation, metastasis, invasion, anti-apoptosis, and 

tumour formation of breast cancer cells, and assists tumour metastasis by increasing COX-2 

expression and reducing AKT expression.  

At present, how to effectively inhibit tumour angiogenesis is one focus of current targeted 

therapy, and the process of selectively inhibiting angiogenesis can effectively improve the 

prognosis of patients. Chao et al. (2016) inhibited the accumulation of neutrophils in 

pancreatic ductal adenocarcinoma by ablating CXCR2 and found that it can reduce tumour 

growth dependent on T cells and inhibit the proliferation, invasion and metastasis of 

pancreatic tumours. Antagonists targeting tumour cells with CXCR2 receptor can provide new 

therapeutic targets for inhibiting the progression of pancreatic cancer. Sharma et al. (2016) 

observed that the expression of CXCR2 in drug-resistant murine mammary adenocarcinoma 

cell line Cl66 cells was down-regulated, but the expression of its ligand was increased. Further 

studies showed that the expression of stemness markers and interstitial cell markers in 

relation to drug-resistance increased. This suggests a certain correlation between the two, 

and targeted therapy of CXCR2 signalling pathway may play a role in the treatment of drug-

resistant cancer (Sharma et al., 2016). Further work is required to more comprehensively 

understand the CXCR2 genes’ role following aspirin or NaS treatment. It would therefore be 

interesting to use siRNA or CRISPR technology to knock down this gene in PCA cancer cells 
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and then repeat the migration assay, invasion assay and toxicity measurements following NaS 

treatment to determine if an enhanced anti-cancer effect is noted.  

In summary, in this chapter we explored NaS effects on the PCA cells, PC3 and DU145. It was 

found that RPD (associated with both cytotoxicity and cytostasis) was induced following 

treatment with NaS, with PC3 cells demonstrating greater sensitivity to the NaS than DU145 

cells. Cell cycle analysis confirmed that PC3 and DU145 cells were arrested in G0/G1 stage of 

the cell cycle, which correlated with the RPD results, leading to a delayed proliferation of cells. 

With the morphological assessment, nuclear area was reduced due to NaS treatment, which 

could have been due to the increased DNA damage (chromosome loss) that was observed. 

When baseline COX-2 analysis was performed, PC3’s expression was highest amongst three 

cell lines followed by DU145. Interestingly, COX-2 expression was decreased when PC3 and 

DU145 were exposed to NaS. With the wound healing and migration assays, both the 

migratory and invasion capability of PC3 cells and DU145 cells were reduced following NaS 

exposure, with PC3 cells demonstrating the most substantial response to the drug. Although 

the COX-2 pathway is likely to be involved in mediating the effects of NaS on cancer cell growth, 

cell cycle progression, migration and invasion, the gene expression analysis conducted 

demonstrated that there were likely to be other pathways implicated including those that 

involve IL-1β. In conclusion, NaS clearly imparts strong anti-cancer effects that are likely to be 

beneficial clinically for PCA patients.  
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Chapter 4  Exploration of Sodium Salicylate’s Mode of 

Action 

4.1 Introduction 

Cancer development involves the dysregulation of many signalling pathways and their 

component genes; one example of which is the COX-2 signalling pathway (as described in 

detail in Chapter 1, Section 1.4). COX-2 is involved in the occurrence and development of 

tumours through a variety of mechanisms. PGE2, an enzymatic product of COX-2, stimulates 

cell proliferation, inhibits apoptosis, and activates the cAMP pathway to induce tumour 

angiogenesis (Sreeramkumar et al., 2011; Zhang and Daaka, 2011). Thus, tumour invasion and 

metastasis are promoted through the COX-2/PGE2 signalling pathway. In prostate cells, high 

expression of COX-2 has been reported, where it is thought to promote the formation of a 

precancerous microenvironment at the site of chronic inflammation (Stark et al., 2015; Aoki 

and Narumiya, 2017). A precancerous microenvironment has biological properties similar to 

that of the tumour microenvironment and can under conditions of chronic inflammation, 

result in tumour development (Kuwano et al., 2004; Machida and Takemasa, 2010; Dörsam, 

2017). In the past, the anti-cancer activity of COX-2 inhibitors was believed to be dependent 

on the blockade of the COX-2 pathway and the anti-cancer effect was achieved by reducing 

the production of COX-2 products. With the progress of research, many COX-2 independent 

pathways in which COX-2 inhibitors could play roles have been discovered. Targets of these 

include calcium ATPase, protein kinase and its upstream phosphoinositide-dependent kinase 

1 (PDK1), various cyclin-dependent kinases (CDKs) of the CDK/cyclin complex, carbonic 

anhydrase (CA), and ornithine dehydrogenase. Through these many pathways, COX-2 

inhibitors also have the effect of inhibiting cell cycle progression, inducing apoptosis, and 

inhibiting angiogenesis and migration (Zhang et al., 2009). Therefore, COX-2 inhibitors have 
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great potential for cancer treatment. Aspirin, as a well described COX-2 inhibitor, can inhibit 

the growth of PCA cell lines as demonstrated through the impact of NaS exposure earlier in 

this thesis (Chapter 3), but the mechanism of action underlying this response remains unclear.  

4.1.1 COX-2 inhibitors 

COX-2 inhibitors are NSAIDs. They can be divided into non-selective, selective and highly 

selective COX-2 inhibitors. The mechanism of all highly selective COX-2 inhibitors are similar, 

but their chemical structure, pharmacokinetic and pharmacodynamics are different 

(Patrignani and Patrono, 2015; Mccormack, 2011). As non-selective COX-2 inhibitors can cause 

inhibition of COX-1, leading to severe gastrointestinal reactions such as kidney damage, 

platelet dysfunction and other adverse reactions, selective COX-2 inhibitors have a better 

clinical prospects (Patrignani and Patrono, 2015).  

4.1.1.1 Celecoxib and cancer 

The NSAID celecoxib is a highly selective COX-2 inhibitor, which is approved by the FDA for the 

treatment of osteoarthritis (OA), rheumatoid arthritis (RA) and ankylosing spondylitis 

(Mccormack, 2011). Studies have demonstrated that celecoxib can be effective against 

epithelial tissue cancers including gastric, colorectal, prostate, lung, pancreatic, breast, and 

head and neck cancers, and squamous cell carcinoma of the skin (Ghosh et al., 2010; 

Hashemipour et al., 2016; Chiang et al., 2017). This drug is also particularly promising as its 

long-term use does not induce gastrointestinal bleeding through peptic ulcers or kidney 

damage, which is associated with traditional non-steroidal drugs that also inhibit COX-1. 

However, White et al. (2002) have found side effects in their CLASS study (the Celecoxib Long-

term Arthritis Safety Study) where, when compared with traditional NSAIDs, the incidence of 

myocardial infarction was 0.2% in the group with celecoxib treatment, while the control group 
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was 0.11% (p>0.05). The incidence of atrial fibrillation was also higher than that of the control 

group. Some experts believe that selectivity is one of the risk factors leading to cardiovascular 

adverse events, but this is unlikely to be the only reason. In fact, all cardiovascular events 

occurred when the administration dose of celecoxib was higher than the approved dose 

(Nissen et al., 2016). It was then suggested that 200 mg was the daily upper-limit for most 

patients, which may provide a potential safety and therapeutic benefit for patients (Nissen et 

al., 2016). Thus, although celecoxib as a clinical application for malignancies is desirable, the 

safety issues caused cannot be ignored and need to be overcome, including strict control of 

the dosage and administration time. 

Celecoxib inhibits RNA and protein expression of VEGF in pancreatic cancer cells, where it has 

been found to inhibit pancreatic cancer growth and proliferation in a dose-dependent manner 

(Wei et al., 2004; Kumar et al., 2013; Sahin et al., 2014). Additionally, when Xie et al. (2009) 

treated hepatoma cells after they were transfected with hepatitis B virus X gene (HBx gene), 

they found that compared with the control group, celecoxib induced apoptosis of hepatoma 

cells with over-expression of HBx. In gastric cancer studies, the COX-2 levels in gastric cancer 

patients who had been taking celecoxib for a certain period of time were significantly 

decreased and the level of tumour cell apoptosis was elevated, compared to the control group 

(Zhou et al., 2007). Recently, 80 patients who had been undergoing laparoscopic radical 

gastrectomy were divided into 2 groups. One group received celecoxib and standard FOLFOX4 

chemotherapy, and the other group received standard FOLFOX4 chemotherapy alone. After 6 

courses of the treatment, the serum levels of COX-2 and VEGF in the combined treatment 

group were significantly lower than those in the standard chemotherapeutic group (Han et al., 

2014). This suggests that celecoxib may reduce tumour angiogenesis, so celecoxib in advanced 

gastric cancer may be an important adjuvant in standard chemotherapy (Han et al., 2014). 

Despite its potential benefits, use of COX-2 inhibitors clinically for cancer treatment is still not 
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possible due to several unanswered questions, such as, do combination of drugs and therapies 

with COX-2 inhibitors exhibit synergistic effects; which indicators can be used to determine 

efficacy of COX-2 inhibitors; what is the efficacy and safety of such treatments in varying 

cancer types? To answer these questions, further basic research to increase our 

understanding of the mechanistic anti-tumour effects of the COX-2 signalling pathway and its 

associated inhibitors is therefore required.  

4.1.2 COX-2-independent pathways and aspirin 

Aspirin has a preventive effect on prostate tumours and inhibits tumour proliferation in 

humans (Ishikawa et al., 2014; Wodarz et al., 2017; Haile et al., 2005). At present, many 

studies suggest that aspirin also exerts its anti-tumour effects by inhibiting the NF- κ B 

signalling pathway (Kopp and Ghosh, 1994; Mitrugno et al., 2016; Cheng et al., 2017; Huo et 

al., 2017). NF-κ B is a nuclear transcription factor widely expressed in many cell types (as 

described in detail in Chapter 1, Section 1.5). It is involved in gene regulation of various 

physiological and pathological processes such as inflammation, cell proliferation, cell cycle 

regulation and apoptosis. When stimulated by various activating factors such as TNF, NF-κB is 

activated by dissociation of inhibitory I𝜅B molecules, resulting in the most common dimer 

p50-p65 entering the nucleus, which subsequently drives gene expression of target genes 

(Kutuk and Basaga, 2004; Cell Signalling, 2015). Given the potential importance of the NF-κB 

pathway in underpinning aspirin’s anti-cancer effects, further investigation on the impact of 

NaS exposure in relation to nuclear NF-κB p65 and IκBα, is necessary to better understand 

the underlying anti-tumour mechanism(s) of aspirin in prostate cancer cells.  
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4.1.3 Aims 

The data in Chapter 3 indicated that the mechanisms underlying NaS anti-cancer effects on 

PCA cells may be related to COX-2 expression. This chapter aimed to investigate the potential 

mode of action (MoA) of aspirin following exposure of prostate cell lines to the metabolite 

NaS. The study objectives were:  

⚫ To explore NaS effects on the NF-κB pathway with western blots measuring protein levels 

of nuclear p65 and cytoplasmic IκBα in PC3 and PNT2 cells.  

⚫ To demonstrate whether NaS affects growth, morphology and the cell cycle of PC3 and 

PNT2 cells via the mediator, COX-2. PNT2 cells and PC3 cells were pre-treated with the 

COX-2 inhibitor celecoxib to reduce COX-2 gene expression and then exposed to NaS prior 

to endpoint analysis. It was hypothesised that once the COX-2 expression was blocked, if 

NaS toxic effects on PCA cells were substantially reduced then NaS effects on PCA cells 

were COX-2-dependent.  
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4.2  Materials and methods 

4.2.1 Materials  

Materials used in this chapter are listed in the table below (Table 4.1).  

 

Table 4.1. Materials used in Chapter 4. 

Name Reference 

number 

Manufacturer 

Celecoxib PZ0008-5MG Sigma-aldrich, UK 

Corning® 96 Well Black Polystyrene 

Microplate 

CLS3603-48EA Purchase from Sigma-

aldrich, UK 

Fluo-8 Calcium Flux Assay Kit - No Wash ab112129 Abcam 

Hank's Balanced Salt Solution  45001-152 Corning 

1 M HEPES buffer solution 83264-100ML-

F 

Sigma-aldrich, UK 

Mitochondrial Staining Kit - Orange 

(Ex405nm) – Cytopainter 

ab138897 Abcam 

 

4.2.2 Cell culture 

PNT2 and PC3 cells were cultured following the methods described in Section 2.4. 

4.2.3 Pre-treatment to eliminate COX-2 expression 

Celecoxib was used as the selective COX-2 inhibitor. When the confluence of PC3 and PNT2 

cells reached 60-70% in the flasks, the cells were treated with 6 𝜇M celecoxib for 72 h to 

remove COX-2 expression as suggested by Wang et al. (2012).  
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4.2.4 COX-2 RNA levels profile following celecoxib treatment 

For the COX-2 profiling, the following experiments were designed (Figure 4.1). A total of 3x 

T75 flasks of PC3 and 3x T75 flasks of PNT2 cells were prepared. When PC3 and PNT2 cells 

reached 85% confluence in one T75 flask, total RNA was collected. The remaining cells from 

the other 2 flasks for each cell line were reseeded into T25 flasks at a density of 1 × 105 cell 

/ mL. Hence, there were 5x T25 flasks for each cell line, each of which was exposed to 6 𝜇M 

celecoxib. The total RNA of each cell line was extracted after 24, 48 and 72 h of celecoxib 

treatment. The remaining two flasks were washed with 5 mL PBS three times to remove 

celecoxib at 72 h. RNA from the PC3 and PNT2 cells was then extracted 24 h and 48 h after 

washing. Total RNA was extracted as per the instruction of the manufacturer and quantified 

with the Nanodrop according to the details in Section 2.6. cDNA synthesis and RT-qPCR were 

conducted according to the methods in Section 2.7 and 2.8 respectively.  

 
Figure 4.1. Flow chart of COX-2 gene expression profiling after celecoxib treatment.  
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The primers used were COX-2 and two housekeeping genes, RPL-19 and 𝛽-actin primers. The 

sequence of RPL-19 primers, which had been optimised for the SYBR green RT-qPCR system 

by the manufacturer, Sigma - Aldrich, can be found in the table below (Table 4.2). The PCR 

primers, COX-2 and 𝛽-actin that were used were both optimised for gene expression analysis 

in prostate cells during previous research projects in our laboratory by Dr Patrick Olaniyi. It 

should be noted that B2M was not used as the housekeeping gene in this chapter because it 

was not stable following treatment of celecoxib; thus RPL-19 was selected as an alternative 

housekeeper which remained unaffected by the celecoxib treatment.  

 

Table 4.2. Primer sequences used for gene expression analysis by RT-qPCR.  

Primers Sequence (5’➔3’) Manufacturer Use 

COX-2 Forward: ACCCCACTGAAAAAGATGA Sigma - Aldrich Gene of interest 

Reverse: ATCTTCAAACCTCCATGATG 

RPL-19 Forward: CAGAAGATACCGTGAATCTAAG Sigma - Aldrich Housekeeping gene 

Reverse: TGTTTTTGAACACATTCCCC 

𝜷-actin Forward: GATGGCCACGGCTGCTTC Sigma - Aldrich Housekeeping gene 

Reverse: TGCCTCAGGGCAGCGGAA 

 

 

The running programme was set as follows: The initial denaturation was incubation at 95 ℃ 

for 3 min and followed by 40 cycles of 95 ℃ for 30 s and 60 ℃ for 30 s (for annealing and 

extension). After 40 cycles, the melt curve was detected by ramping from 65 to 95 ℃ with a 

0.5 ℃ increment per second. A melt curve with only one peak per primer set was considered 

acceptable.  
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4.2.5 Cytotoxicity assay (RPD) 

After pre-treatment with celecoxib as described in Section 4.2.3, PNT2 and PC3 cells were 

washed three times with 5 mL PBS. After 72 h of exposure to celecoxib, PC3 and PNT2 cells 

were washed and these celecoxib-treated cells were then counted with a 1 x 1 mm 

haemocytometer and again seeded at 1 × 105 cells / cm3 (Concentration A). After 24 h of 

culture, the celecoxib-treated cells were exposed to 0, 2, 4, 6, 8 and 10 mM NaS for 24 h 

followed by a 24-h recovery period respectively and their concentration was counted with a 1 

x 1 mm haemocytometer (Concentration B). A cytotoxicity assay (RPD), comparing 

Concentration A and B, was carried out with the washed cells in triplicate as described in 

Section 2.5.  

4.2.6 INCell analysis for intracellular Ca2+ and mitochondrial mass 

PC3 cells were cultured in Corning® 96 well black polystyrene microplates and seeded 

overnight at a density of 0.5 × 105 cells / cm3. Then, they were pre-treated with celecoxib 

as stated in Section 4.2.3. When the treatment was finished, PBS was used to wash off the 

celecoxib. The PC3 cells were subsequently treated with 0, 2, 4, 6, 8 and 10 mM NaS for 24 h 

followed by a 24-h recovery period.  

For intracellular Ca2+ and mitochondrial health assessments, there were two separate plates 

prepared. On one plate, in order to assess the Ca2+ level in the cells; Fluo-8 Calcium Flux Assay 

Kit - No Wash (ab112129) from Abcam was utilised. A treatment of 20 𝜇M ionomycin for 20 

min was the positive control. For the preparation of the Ca2+ level kit, all the kit components 

were thawed at room temperature before use. A total of 20 𝜇L of DMSO was added into Fluo-

8 (Component A, contained in the kit) and mixed well to form Solution B.2. HHBS (Component 

C, contained in the kit) was then added into 1 mL of 10X Pluronic® F127 Plus (Component B, 
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contained in the kit), and mixed well to prepare Solution B.3. A total of 20 𝜇L of Fluo-8 stock 

solution (Solution B.2) was added into 10 mL of 1X assay buffer (Solution B.3) and mixed well. 

This working solution (Solution B.4) was stable for at least 2 h at room temperature. A total of 

100 𝜇L/well (96-well plate) Fluo-8 dye-loading solution (Solution B.4) was added into the cell 

plate. The dye-loading plate was then placed in a 5% CO2 37℃ cell incubator for 30 minutes. 

Next, Hoechst 33342 stain was used as a nuclear label at a concentration of 10 𝜇g/ mL. The 

plate was incubated at room temperature for another 30 minutes. Finally, the images were 

acquired with DAPI (nuclear) and FITC (intracellular Ca2+) filters on an INCell Analyser 2000 

(GE Healthcare, UK).   

To prepare Hanks and 20 mM HEPES buffer (HHBS), 2.04 mL HEPES buffer was added into 100 

mL Hank's Balanced Salt Solution. After the NaS treatment, the Mitochondrial Staining Kit - 

Orange (Ex405nm) - Cytopainter (ab138897) was used to measure the mitochondrial health 

in the treated cells. A total of 10 𝜇M FCCP for 20 min was the positive control. Hoechst 33342 

stain was also used as a nuclear label at a concentration of 10 𝜇g/ mL. All the components 

were brought to room temperature. The dye working solution was prepared by diluting 20 µL 

of MitoViolet Indicator (Component A contained in the kit) into 10 mL of Live Cell Staining 

Buffer (Component B contained in the kit), which was Solution A.2. When cells reached the 

desired confluence, 100 𝜇L Solution A.2 and 50 𝜇L of 10 𝜇g / mL Hoechst 33342 stain were 

added to the plate. The cells were incubated in a 37 °C, 5% CO2 incubator for 1 h. The dye-

loading solution was replaced with 150 𝜇L HHBS. The filter used for image acquisition was 

dsRed.  

For image capture, the INCell Analyser 2000 was set to maintain cell growth conditions (37 ℃ 

and 5% CO2) and the measurements were completed within 1 h. Negative control cells were 

used to adjust exposure time and focus. For Reagent dsRed, 30-50% saturation was seen, and 



 

111 

 

FITC’s exposure time was adjusted to 5-15% saturation. A 40x objective capturing 16 fields of 

view was used per sample analysed. 

4.2.7 Cell cycle analysis 

Images for the cell cycle analysis of celecoxib-treated PC3 cells was conducted according to 

Section 2.9 and the cell cycle analysis followed the protocol in Section 3.2.9.  

4.2.8 NaS effects on NF-𝛋B pathway and downstream targets 

To study NaS effects on the NF-κB pathway and downstream targets, a model was designed. 

Firstly, for profiling the nuclear p65 protein, PNT2 were treated with TNF-𝛼 at 25 ng / mL or 

50 ng / mL for 0.5, 2, 6 and 24 h and PC3 cells were treated with TNF-𝛼 for 0.5, 2, 4, and 6 h 

when nuclear p65 was studied. Then, for profile of cytoplasmic IκB𝛼, PNT2 were treated with 

TNF-𝛼 at 25 ng / mL or 50 ng / mL for 0, 5, 10 ,15, 20 and 30 min respectively and PC3 cells 

were exposed to TNF-𝛼 for 0.5, 2, 4 and 6 h. Following the upregulation of nuclear p65 protein 

profile and the degradation profiles of cytoplasmic IκB protein to examine the mechanism for 

the inhibitory effect of NaS on TNFα- induced NF-κB activation in PNT2 cells. To study NaS 

effects on the NF- κ B pathway, PNT2 cells and PC3 cells were pre-treated with various 

concentrations of (0, 2, 4, 6, 8 and 10 mM) NaS for 0.5 or 2 h. Only PNT2 cells were 

subsequently treated with TNF-α (25 ng /mL) for 30 min to extract nuclear proteins as PC3 

cells have constitutively activated NF-κB. Finally, western blots were used to determine the 

profiles of nuclear p65 and cytoplasmic IκB𝛼 protein over a specified time period and with 

co-exposure of NaS and TNF-𝛼. Extraction and quantification of proteins followed the protocol 

in Section 2.12 and 2.13 The western blotting was performed following the protocol in Section 

2.14 in triplicate, with each blot cut according to their size as stated in Section 2.14 prior to 

hybridisation with the necessary antibodies. All the blot images generated in this study have 
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been included in Appendix 4. Histone H3 and α-tubulin are the loading control to p65 and 

IκBα respectively. 

4.2.8.1 Antibodies 

All antibodies used for western blotting were purchased from Cell Signalling and Abcam as 

detailed in Table 4.3.  

Table 4.3. Antibodies and ladders used for western blotting. 

Usage  Antibody  Origin Manufactur

er 

Reference 

number  

Working 

concentratio

n 

Predicted 

weight 

Control  Histone H3 Rabbit Abcam ab1791 1:2000 17 kDa 

Purity check 𝛼-tubulin Rabbit Abcam ab4074 1:3000 55 kDa 

Primary 

antibody 

NF-κB p65 

(D14E12) XP® 

Rabbit mAb 

Rabbit Cell 

Signalling 

8242 1:1000 64 kDa 

Primary 

antibody 

I κ B α (44D4) 

Rabbit mAb 

Rabbit Cell 

Signalling 

4812 1:2000 39 kDa 

Secondary 

antibody 

Goat anti-rabbit 

antibody 

Goat Abeam Ab6721 1:3000 N/A 

Secondary 

antibody 

Anti-rabbit IgG, 

HRP-linked 

Antibody 

Goat Cell 

Signalling 

7074S 1:2000 N/A 

Biotinylated 

Ladder 

Biotinylated 

Protein Ladder 

N/A Cell 

Signalling 

7727 10 𝜇 L was 

loaded onto 

gels 

N/A 

Biotinylated 

Ladder  

Secondary anti-

biotin 

N/A Cell 

Signalling 

7727 1:1000 N/A 

Ladder Precision Plus 

Protein™ Dual 

Colour Standards 

N/A Bio-Rad 1610374 10 𝜇 L was 

loaded onto 

gels 

N/A 
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4.2.8.2 Incubation with antibodies and visualisation of membranes 

After transfer, the membrane was cut into two pieces, the biotinylated ladder section (A) and 

the protein section (B), along the dual colour ladder. A and B were blocked with 10% BSA for 

24 h at 4 ℃. Then, 3.34 𝜇L primary antibody 𝛼 -tubulin was added into 10 mL 10% BSA 

(1:3000) to incubate membrane B overnight at 4 ℃ with 32g agitation (16 h approximately) 

while A was still blocking with 10% BSA at the same time. Following this incubation and five 

washes in wash buffer for 10 min at room temperature with 32 g agitation, 3.34 𝜇L goat anti-

rabbit antibody was added into 10 mL 10% BSA (1:3000) for incubation with membrane B, and 

10 𝜇L anti-biotin HRP-linked antibody was added into 10 mL 10% BSA (1:1000) blocking buffer 

to be incubated with membrane A. This incubation lasted 1 h at room temperature with 1 g 

agitation. After five washes in wash buffer for 10 min at room temperature with 32 g agitation, 

the membrane was developed with ECL (Bio-Rad, UK). The membrane could then be visualised 

with QuantityOne software (Bio-Rad). 

In a second step, to measure the level of Histone H3 expression (the housekeeping protein), 

membranes were washed with wash buffer for 10 min and rehydrated with 100% methanol 

for 10 s. The membranes were then washed again two times with stripping buffer lasting 10 

min. Then, 5 𝜇L primary antibody Histone H3 was added into 10 mL 10% BSA (1:2000) to 

incubate with membrane B overnight at 4 ℃ with 1 g agitation (16 h approximately) while 

Membrane A was still blocking with 10% BSA at the same time. Following this incubation, the 

membrane was washed five times in wash buffer and each wash lasted 10 min at room 

temperature with 32 g agitation. Next, 3.34 𝜇L goat anti-rabbit secondary antibody (1:3000) 

was added into 10 mL 10% BSA blocking buffer to be incubated with membrane B, and 10 𝜇L 

anti-biotin HRP-linked antibody was added into 10 mL 10% BSA blocking buffer for incubation 

with membrane A. This incubation lasted 1 h at room temperature with 1 g agitation. After 

five further 10min rinses in wash buffer 10 min at room temperature with 32 g agitation, the 
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membrane was developed with ECL (Bio-Rad, UK). The membrane could then be visualised 

with QuantityOne software (Bio-Rad).  

Afterwards, the membranes were washed with wash buffer for 10 min and rehydrated with 

100% methanol for 10 s. After 2 times washing with stripping buffer lasting 10 min, 

membranes A and B were washed three times in wash buffer. Each wash lasted 10 min. Next, 

membranes A and B were blocked in blocking buffer (10% BSA) for 24 h at 4 ℃ with 1 g 

agitation. To study the protein nuclear p65 or IκBα protein, the methodology was conducted 

according to the instructions from Cell Signalling. A total of 10 𝜇L anti-p65 / IκBα antibody 

was diluted in 10 mL blocking buffer (1:1000 dilution) for overnight incubation while 

membrane A was blocked with 10% BSA at 4 ℃ with 1 g agitation. Following the overnight 

incubation, five 10 min washes in wash buffer were performed at room temperature with 32g 

agitation. Next, 3.34 𝜇L anti-rabbit IgG, HRP-linked antibody was added into 10 mL 10% BSA 

blocking buffer (1:3000) for incubation with membrane B, and 10 𝜇L anti-biotin HRP-linked 

antibody was added into 10 mL 10% BSA blocking buffer and incubated with membrane A. 

This incubation lasted 1 h at room temperature with 1 g agitation. After five washes in wash 

buffer for 10 min each at room temperature with 32 g agitation, the membrane was developed 

with ECL (Bio-Rad, UK). The membrane could then be visualised with QuantityOne software 

(Bio-Rad).   

4.2.9 Statistical analysis 

Statistical analysis was carried out with SPSS 22.0 for Windows. All the data was normally 

distributed at .05. A one-way ANOVA was used to determine the significance coupled to the 

LSD post-hoc test for homogeneous variance (p>0.05) or the Dunnett’s T3 post-hoc test if 

variance was not homogeneous (p<0.05).  
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4.3  Results 

4.3.1 Purity check for contamination of cytoplasmic extracts in nuclear cell extracts 

Prior to measuring the levels of nuclear p65, the extracts underwent a purity check for all the 

samples used in this chapter to assure there was no contamination of cytoplasmic extracts. 

Figure 4.2 illustrates an example of the purity check for contamination of cytoplasmic extracts 

in nuclear extracts in both the PNT2 and PC3 cell lines. 𝛼-Tubulin is a protein that is only 

expressed in the cytoplasm. In this figure, the cytoplasmic extracts were seen as a positive 

control, where 𝛼 -tubulin was highly expressed, while there was no expression of the 𝛼 -

tubulin protein in nuclear extract samples. Histone H3 was included as the loading control in 

all the samples. This evaluation demonstrated that all nuclear samples extracted were of 

suitable quality for further analysis. 
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Figure 4.2. Examples of the purity check for contamination of cytoplasmic extracts in nuclear extracts in: A and B) 

PC3 cell extracts; C and D) PNT2 and PC3 cell extracts. The first lane is the cytoplasmic extracts from PNT2 cells. 

The 7th lane is the PC3 nuclear extracts and the rest of lanes are the PNT2 cells’ nuclear extracts. Black lines around 

the gels in A -D distinct between different western blots cut to allow for staining as described in the Section 1.2.8. 

Histone H3 and α-tubulin are the loading control to p65 and IκBα respectively. 
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4.3.2 Role of NF-𝛋B with nuclear p65 and cytoplasmic I𝛋B𝛂 

4.3.2.1 Profile of nuclear p65 and cytoplasmic IκBα after TNF-α treatment over time in 

PC3 cells 

PC3 cells were treated with TNF-α at 25 or 50 ng/mL for 0.5, 2, 4 and 6 h. Nuclear p65 and 

cytoplasmic IκBα protein expressions were then analysed by western blots. From the data in 

Figure 4.3, there was no difference amongst treatment groups regarding nuclear p65 and 

cytoplasmic IκBα. There was p65 found in the nuclei of cells without treatment, which means 

that the NF-κB pathway had been activated in PC3 cells and TNF-α is not a stimulus to PC3 

cells. Hence, it is not necessary to treat PC3 cells with TNF-α for further investigation of the 

NF-κB pathway in PC3 cells.  
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Figure 4.3. Profile of I𝛋 B𝛂  and nuclear p65 protein levels after TNF-𝛂  treatment in PC3 cells over the time. A-D) 

Representative example of western blot membrane and E and F) Densitometry data generated from the western blot 

membranes for Iκ Bα  and p65 respectively. 25 ng/mL and 50 ng/mL TNF-α  were exposed to PC3 cells respectively.  

Error bars indicate the SD (n=3). Black lines around the gels in A -D distinct between different western blots cut to allow 

for staining as described in the Section 1.2.8. Histone H3 and α -tubulin are the loading control to p65 and Iκ Bα 

respectively.  
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4.3.2.2 Profile of nuclear p65 and cytoplasmic IκBα in PNT2 cells after TNF-α treatment 

over different time periods 

TNF-α was similarly used to activate the NF-κB pathway in PNT2 cells following the methods 

in Section 4.2.8. A representative profile of nuclear p65 in PNT2 cells after TNF-α treatment 

can be found in Figure 4.4A. For PNT2 cells, the NF-κB pathway was activated by the treatment 

of TNF-α as there was increased p65 signal detected. When PNT2 cells were treated with 25 

ng/mL TNF-α, the expression of p65 in the nucleus decreased when the exposure time was 

increased from 0.5 to 24 h. The reason for this is that p65 responds quickly to TNF-α, moves 

to the nucleus, but after time p65 was exported out of the nucleus, maybe by freshly made 

IκB. The trend was similar when the dose was increased to 50 ng/mL.  

The protein expression of nuclear p65 from the PNT2 cells treated with 25 ng/mL TNF-α at 

0.5 h was significantly higher (4-fold-change, p=0.001) than untreated PNT2 cells. In addition, 

the p65 expression in the nucleus was also increased within 0.5 h due to 50 ng/mL TNF-α, but 

it was not significant. Therefore, the exposure of 25 ng/mL TNF-α for 0.5 h was selected to 

activate the pathway in PNT2 cells for the exploration of NaS effects on the NF-κB pathway. As 

the NF-κB pathway in PC3 cells is constitutively active, PC3 protein extract was included here 

as a positive control and indeed, without treatment of TNF-α, PC3 cells also exhibited p65 

nuclear protein localisation (Figure 4.4 A). 
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Figure 4.4. Profile of nuclear p65 protein levels after TNF-𝛂  treatment in PNT2 cells over the time. A and B) 

Representative example of western blot membrane and C) Densitometry data generated from the western blot 

membranes. PC3 indicates the extracts from PC3 cells without any treatment. The predicted weight of p65 is 65 

kDa and Histone H3 is 17 kDa.  *, and ** indicate significance compared to the control where p<0.05, as 

determined by a one-way ANOVA with the post hoc Dunnett T3 (n=3). Error bars indicate the SD. Black lines around 

the gels in A -D distinct between different western blots cut to allow for staining as described in the Section 1.2.8. 

Histone H3 is the loading control to p65.  
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The protein expression profile of IκBα after TNF-α treatment was evaluated by western blots 

over a 30 min exposure time (Figure 4.5A). The p65 expression in the nucleus peaked at 0.5 

min of TNF-α treatment (both 25 and 50 ng/mL). As an upstream regulatory protein of p65, 

the timeframe for IκBα protein degradation should be inversely correlated at a 30 min peak 

(Figure 4.5). IκBα was expressed in PNT2 cells without treatment with TNF-α. For 25 or 50 

ng/mL of TNF-α treatment, an increase of treatment time led to rapidly reduced expression 

of the IκBα protein. Within 30 min of treatment, 50 ng/mL TNF-α was able to deplete almost 

all I κ B α  expression; however, 25 ng/mL treatment could not do so within 30 min. 

Densitometry data support the membrane images (Figure 4.5B). In the 25 ng/mL treatment 

group, IκBα was degraded in the first 5 min but this was not significant (p>0.05). However, 

degradation of IκBα did become significant (p<0.05) at the 10-minute exposure time point 

with the 25 ng/mL dose, where a -2.5-fold change was observed compared to the control 

group. With a 50 ng/mL exposure to TNF-α treatment for 30 min, a -25-fold-change in IκBα 

protein was found compared to the control group. 
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Figure 4.5. Profile of I𝛋B𝛂 protein levels after TNF-𝛂 treatment in PNT2 cells over the time. A and B) Representative 

example of western blot membrane and C) Densitometry data generated from the western blot membranes.  The 

predicted weight of Iκ Bα  is 39 kDa and α -tubulin is 55 kDa.* and *** indicate significance compared to the 

control where p<0.05 and p<0.001 respectively, as determined by a one-way ANOVA with the post hoc: Dunnett's 

T3 for 25 ng/mL and LSD for 50 ng/mL dose due to homogeneous variance (n=3). Error bars indicate the SD. Black 

lines around the gels in A -D distinct between different western blots cut to allow for staining as described in the 

Section 1.2.8. α-tubulin is the loading control to IκBα. 
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4.3.2.3 NaS effects on nuclear p65 and IκBα in PNT2 cells  

Following the protein expression profiles of nuclear p65 and IκBα in PNT2 cells, a treatment 

of 25 ng/mL TNF-α for 0.5 h was selected. Thus, PNT2 cells were treated with 0, 2, 4, 6, 8 and 

10 mM NaS for 0.5 or 2 h, followed by exposure to 25 ng/mL TNF-α for 0.5 h in order to study 

the effect of NaS on the activation of the NF-κB pathway. In PNT2 cells, expression of the NF-

κB pathway subunit p65 in the nucleus and cytoplasmic IκBα were analysed by western blots 

(Figure 4.6 and Figure 4.7). To ensure the nuclear sample was free of contamination of 

cytoplasmic proteins, α-tubulin, a marker of cytoplasmic proteins, was also analysed. The first 

blot in Figure 4.8A shows that there was no obvious presence of α-tubulin in the nuclear 

sample. For nuclear p65, the protein was exported in a dose-dependent manner at both 0.5 

and 2 h of co-exposure to NaS and TNF-α.  

For 2 h NaS pre-exposure time-point, the cytoplasmic IκBα level increased as the dose of NaS 

increased. For both 0.5 and 2 h exposure times, 4 and 6 mM NaS were able to suppress the 

NF-κB pathway significantly (p<0.01 and p<0.05 respectively). The top concentrations of NaS 

resulted in increased protein expression of Iκ Bα , leading to the suppression of the NF-kB 

pathway, due to the sequestration of p65 in the cytoplasm. At 0.5 h exposure of NaS at 10 mM 

the effect of TNF-α on the NF-κB pathway was completely lost, as the IκBα level was not 

significantly higher when compared to the control group (p=0.396). Likewise, the NF-κ B 

pathway was suppressed due to the 2 h exposure to 8 and 10 mM NaS (p>0.05). There was no 

difference between the control (25 ng/mL TNF-α for 0.5 h but no NaS treatment) and the 

untreated PNT2 cells Iκ B α  level (p=0.210), indicating that TNF-α  can only activate the 

pathway, but not enhance it. The results of the western blots analysis here show that IκBα 

levels increased while nuclear p65 levels decreased when PNT2 cells were treated with NaS 

prior to TNF-α treatment. It appeared that the TNF-α effect was counteracted at the top dose 

of NaS (8 and 10 mM) or a longer treatment time (2 h). Hence, NaS is able to suppress the 

activation of the NF-κB pathway.  
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Figure 4.6. Representative example of western blots membrane of NaS role in the activated NF-𝛋B pathway in PNT2 

cells by TNF-𝜶. NaS effects on nuclear p65. In A-C) section, the top membrane (𝛼-tubulin) was to assure there was 

no contamination of cytoplasmic protein in nuclear samples. The middle membrane was nuclear p65 profile. The 

bottom membrane was Histone H3, which was the loading control. In D and E) section, the upper membrane 

section shows a reduction of IκBα and lower membrane are the control α-tubulin. Black lines around the gels in 

A -D distinct between different western blots cut to allow for staining as described in the Section 1.2.8. 
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Figure 4.7. NaS role in the activated NF-𝛋B pathway in PNT2 cells by TNF-𝜶. IκBα profile with an increasing trend 

when cells were co-treated with NaS for 0.5 or 2 h of exposure and TNF-α. *, **, and *** indicate significance 

compared to the control, namely, 25 ng/mL TNF-α for 0.5 h but no NaS treatment, where p<0.05, p<0.01 and 

p<0.001 respectively, as determined by a one-way ANOVA with the post hoc: Dunnett's T3 (n=3). Error bars indicate 

the SD. 
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4.3.2.4 NaS’ effects on nuclear p65 and cytoplasmic IκBα in the PC3 cell lines 

Following the profiles of nuclear p65 and IκBα in PC3 cells in Section 4.4.2.1, where TNF-α 

had no effect on the NF-κB pathway as the pathway was activated constitutively, PC3 cells in 

the present study design were treated with 0-10 mM NaS alone for 0.5 or 2 h to explore the 

effect of NaS on the constitutive NF-κB pathway. Western blot examples and corresponding 

densitometry data are presented in Figure 4.9 and Figure 4.9 respectively. After the 

phosphorylation of IκBα, p65 can then enter nucleus, therefore when measuring their protein 

levels, significance is not necessarily found simultaneously (i.e. their changes in protein level 

are not synchronised). Compared to the control, 0.5 h was probably not long enough to 

increased IκBα level significantly when the PC3 cells were exposed to NaS. If the exposure 

time was prolonged to 2 h, 6, 8 and 10 mM NaS were able to increase the expression of IκBα 

significantly (p=0.001 and 0.001 respectively). When the incubation time was increased to 2 

h, significant changes in nuclear p65 levels were present at all concentrations of NaS (p<0.05). 

However, the p-values were only marginally significant at doses 2, 4 and 6mM NaS (p=0.048, 

0.048, 0.049 respectively), while only the 8- and 10-mM doses were highly significant. In 

summary, at higher doses (8 and 10 mM) and longer exposure time, NaS was able to supress 

the NF-κB pathway in the PC3 cell line, where the pathway is activated constitutively. 
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Figure 4.8. Representative image of western blots for PC3 cells exposed to NaS to evaluate nuclear p65 and 

cytoplasmic I𝛋B𝛂. A-B): NaS effects on IκBα expression. C-D): NaS effects on nuclear p65 expression. Black lines 

around the gels in A -D distinct between different western blots cut to allow for staining as described in the Section 

1.2.8. α-tubulin and Histone H3 are the loading control to IκBα and p65 respectively. 
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Figure 4.9. NaS role in PC3 cells with constitutive activation of NF-𝛋B pathway. A) 0.5 h’s exposure time. B) 2 h’s 

exposure time. *, and *** indicate significance compared to the control, where p<0.05 and p<0.001 respectively, 

as determined by a one-way ANOVA with the post hoc: LSD for 0.5-h exposure; Dunnett's T3 for 2-h exposure due 

to homogeneous variance (n=3). Error bars indicate: SD. 
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4.3.3 Impact of NaS toxicity when COX-2 expression is inhibited  

4.3.3.1 COX-2 mRNA profile after celecoxib pre-treatment 

Initially, PNT2 and PC3 cells were treated with 6 𝜇M celecoxib, a COX-2 inhibitor, for 72 h, as 

recommended in the literature and the expression profile of COX-2 was measured over 5 days 

(Wang et al., 2012). Figure 4.10 illustrates the profile of COX-2 gene expression when PC3 cells 

were treated with celecoxib. PNT2 cells had significantly lower COX-2 gene expression than 

the PC3 cells (p=0.004) in Figure 3.3. When exposed to celecoxib, PNT2 cells did not respond 

strongly, with no significant reduction in COX-2 gene expression over time (albeit a non-

significant decreasing trend was observed). In PC3 cells, 24-h exposure to celecoxib was unable 

to reduce the COX-2 expression, but once the time was increased to 48h and beyond a 

significant reduction in gene expression was notable (p<0.001). After the treatment of 

celecoxib was washed off, the COX-2 mRNA levels were measured on 2 days, i.e. 1 day after 

wash off and 2 days after wash off in Figure 4.10. COX-2 mRNA levels were still not back to the 

normal level (the mRNA level of 1 day after seeding). Thus, for the next set of NaS exposure 

experiments, a 3-day treatment with celecoxib followed by 24-h recovery after washing off 

the celecoxib dose was selected as the appropriate study design to take forward.  
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Figure 4.10. COX-2 gene expression profile after celecoxib treatment in PC3 and PNT2 cells. *, and *** indicate 

significance compared to the control, where p<0.05 and p<0.001 respectively, as determined by a one-way ANOVA 

with the post hoc LSD (n=3). Error bars indicate: SD. COX-2 in PNT2 cells were approximatively 42-fold-change lower 

than that of PC3 cells; the details can be found in Figure 3.3. 

 

4.3.3.2 PC3 cell toxicity after the depletion of COX-2 expression  

As stated previously, NaS was toxic to both PNT2 and PC3 cells at low and high doses (2 to 10 

mM); see Figure 3.2. The cytotoxicity was particularly obvious for PC3 cells at 8 and 10 mM 

(roughly 120% reduction, which means the cells after 24 h’s recovery were less than the 

seeding density). Here, the COX-2 gene was assumed as a mediator for NaS effects on PCA 

cells. When PC3 cells’ COX-2 gene expression was depleted by celecoxib, and the NaS exposure 

repeated, the RPD values were not reduced significantly (p>0.05) between 2-6 mM in Figure 
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4.11. However, cytotoxicity in the PC3 cells decreased by approximately 10% with the exposure 

of 8 and 10 mM NaS (p=0.047 and 0.010 respectively), with no significant difference between 

the two doses (p=0.412). Thus, compared to NaS treatment alone, the cytotoxic effects of NaS 

were partially neutralized when COX-2 gene expression was removed.  

Likewise, in PNT2 cells (the normal cell line), RPD values were also reduced significantly from 

6 to 10 mM when they were co-treated with NaS and celecoxib. With solo-treatment of NaS, 

2 mM reduced RPD by 20% in PNT2 cells; however, with co-exposure, roughly RPD was 

reduced by 10% at the top 10 mM dose in the PNT2 cells. A similar trend was noted with the 

PC3 cells, where again the toxicity imparted by NaS was significantly reduced with the 

celecoxib co-exposure, albeit to a lesser extent than in PNT2 cells (Figure 4.11). This may be 

due to the fact that COX-2 expression in PC3 cells is substantially higher than in PNT2, thus the 

celecoxib treatment may not be as efficient in PC3 cells, with some COX-2 expression 

remaining. The results however indicate that the COX-2 gene is involved in mediating the 

cytotoxicity of NaS.  

 

 



 

132 

 

 

Figure 4.11. Cytotoxic effects of NaS on PC3 and PNT2 cells when pre-treated with celecoxib for 72 h to deplete COX-

2 gene expression. The celecoxib-treated cells were re-seeded at 100000 cells / mL. *, **, and *** indicate 

significance compared to the control, where p<0.05, 0.01 and 0.001 respectively, as determined by a one-way 

ANOVA with the post hoc LSD (n=3). Note: the data the NaS treatment alone in PC3 and PNT2 cells originates from 

Section 3.3.1. Error bars indicate the SD. 

 

4.3.3.3 INCell morphological and cell cycle analysis  

INCell analysis was performed to assess the NaS effects on morphology and cell cycle when 

COX-2 was depleted by celecoxib. Colcemid was used as a positive control for changes to 

nuclear area. The mean nuclear and cell area information collected can be found in Figure 4.12, 

where the data demonstrates that there were no changes in either measurement when the 

PC3 cells were pre-treated with celecoxib, followed by NaS. Likewise, when celecoxib pre-

treated PNT2 cells were exposed to NaS over a range of doses, nuclear and cell area were not 

changed significantly (p>0.05). 
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Figure 4.12. Nuclear and cell area in A) PC3 and B) PNT2 cells pre-treated with celecoxib, followed by NaS exposure. 

Positive control: 24-h exposure of 60 nM colcemid. * indicate significance compared to the control, where p<0.05, 

as determined by a one-way ANOVA with the post hoc LSD for nuclear area (n=3) and Dunnett's T3 for cell area 

due to homogeneous variance (n=3). Error bars indicate: SD.  

 

When NaS alone was exposed to the PCA cells, PC3 cells were arrested in the G0/G1 stage of 

the cell cycle in Figure 3.9. When this cell cycle analysis was repeated following co-treatment 

with celecoxib (as demonstrated in Figure 4.13) the cell cycle profile was very different. With 

pre-exposure of celecoxib, PC3 cells exhibited no change in terms of percentage of cells at 
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G0/G1 stage (p>0.05) following exposure to NaS. However, more cells were shifted to G2 phase. 

In previous data from Section 3.3.5.1 (Figure 3.9), there was no change in cell cycle following 

NaS exposure. Similarly, the inclusion of celecoxib exposure had little effect on the PNT2 cell 

cycle. There appears to be a trend of increasing percentage of G0/G1 cells with increasing dose 

in PNT2 cells, but this was not significant (p>0.05).  

 
Figure 4.13. Cell cycle analysis in A) PC3 and B) PNT2 with co-exposure of celecoxib and NaS. Positive control: 24-h 

exposure of 60 nM colcemid. *, **, and ***, indicate significance compared to the control, where p<0.05, p<0.01 

and p<0.001 respectively, as determined by a one-way ANOVA with the post hoc LSD (n=3). Error bars indicate the 

SD. 
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4.3.3.4 INCell analysis for Ca2+ and mitochondrial health 

With the Fluo-8 Calcium Flux Assay Kit - No Wash (ab112129) from Abcam, the level of 

intracellular Ca2+ was measured as an indicator of apoptosis. PNT2 and PC3 cells were treated 

with 6 μ M celecoxib for 72 h followed by 0-10 mM NaS for 24 h, plus 24-h recovery, to 

investigate if the level of intracellular Ca2+ was changed when COX-2 expression was eliminated. 

The results are depicted in Figure 4.14. Intracellular Ca2+ levels in PC3 cells were elevated 

significantly at the top dose of 10 mM NaS (p=0.031) even though COX-2 expression was 

removed by celecoxib. On the contrary, in celecoxib-treated PNT2 cells, intracellular Ca2+ was 

not changed significantly over the dose-range applied (p>0.05).  

 

Figure 4.14. Intracellular Ca2+ levels in PC3 and PNT2 cells following co-exposure of celecoxib and NaS. Positive 

control: Ionomycin for 20-min exposure of 20 μM. *, **, and ***, indicate significance compared to the control, 

where p<0.05, p<0.01 and p<0.001 respectively, as determined by a one-way ANOVA with the post hoc LSD (n=3). 

Error bars indicate the SD.  
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When intracellular Ca2+ levels increase dramatically, one of the subsequent results is that the 

number of mitochondria decreases. Hence, with a Mitochondrial Staining Kit - Orange 

(Ex405nm) - Cytopainter (ab138897), the mitochondria count (demonstrated in Figure 4.15) 

was studied in PNT2 and PC3 cells with pre-treatment of celecoxib. In PNT2 cells, the number 

of mitochondria was not reduced significantly (p>0.05). Conversely, when COX-2 expression 

was diminished in PC3 cells, the 10 mM treatment of NaS induced a significant reduction in 

mitochondria (p=0.046). This result corresponds with the intracellular Ca2+ levels which were 

also increased significantly at this dose in Figure 4.14 (p=0.031). In Figure 4.15, p values for 10 

mM and FCCP in celecoxib-treated PC3 cells were 0.046 and 0.048, which are closed to the 

threshold .05, and so is only marginally significant.  

 

Figure 4.15. Mitochondrial number in PC3 and PNT2 cells following co-exposure to celecoxib and NaS. Positive 

control: 20-min exposure of 10 μM FCCP for mitochondria. * indicate significance compared to the control, where 

p<0.05, as determined by a one-way ANOVA with the post hoc LSD (n=3). Error bars indicate the SD.    
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4.4  Discussion  

The effect of aspirin on tumours and the mechanisms underlying its potential anti-cancer 

properties is currently a hot topic, and a lot of research has been conducted in recent years 

(Carlson et al., 2013; Langley, 2013). In view of the role of aspirin in inhibiting the growth of 

prostate cancer cells, it can be used as a prophylactic drug to reduce the incidence of prostate 

cancer and may also be used in patients with early prostate cancer to reduce mortality 

(Kashiwagi et al., 2013). However, the specific mechanism of its action and the way of 

administration of the drugs need further study. In clinical trials, more research is needed to 

clarify the specific dose, course of treatment, and administration of aspirin in the prevention 

of prostate cancer. Whilst in vitro experiments are required to provide information on aspirin’s 

mode of action, including its impact on the NF-κB and COX-2 cell signalling pathways, which 

remains poorly understood.  

One objective of this chapter was to study the effects of NaS on the NF-κB pathway. NF-κB is 

a marker of cell activation in inflammation. It consists of members of the Rel protein family in 

the form of homo/heterodimers (Sun, 2011). p50/p65 heterodimers are the most common. In 

resting cells, NF-κB binds to its inhibitory protein IκBα in the cytoplasm. After stimulation, 

activation of IKK induces phosphorylation of Iκ Bα which then dissociates from NF-κ B. The 

dimer, p65/p50, of the activated NF-κB is released and translocated into the nucleus where it 

is involved in the regulation of gene expression (Sun, 2011). 

Firstly, a model was established to study NaS effects on the NF-κB pathway in PNT2 cells where 

the pathway is not active, as well as the PC3 prostate cancer cell line, where the pathway is 

constitutively active as confirmed in Figure 4.3. PNT2 cells were activated with TNF- α 

treatment. The protein levels (nuclear p65 and IκBα) were not necessarily synchronised; for 

example, in Figure 4.7, when PNT2 cells were treated with 8 mM NaS, nuclear p65 was reduced 

significantly but IκBα levels were comparable to the untreated controls. IκBα proteins should 
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be degraded initially then p65 proteins are able to enter the nucleus; given that the 

translocation may take some time, it is possible that this is reason for this lack of 

synchronisation between the two proteins (Sun, 2011). Therefore, the two proteins levels 

were not necessarily synchronised. p65 translocation to the nucleus is the final step of 

activation in the pathway, hence, changes in levels of nuclear p65 should be seen as the 

primary indicator of pathway activation, while Iκ Bα  levels are secondary (Campbell et al., 

2004; Sun, 2011). 

Following this, p65 accumulated in the nucleus within 0.5 h of treatment due to the 

degradation of IκBα. In PC3 cells, the NF-κB pathway is active intrinsically (Garg et al., 2012). 

Next, PNT2 cells were treated with NaS at different doses prior to TNF-α treatment. It was 

found that the NF-kB activation effects of TNF-α were suppressed by the pre-treatment with 

NaS as cytoplasmic IκBα was slowly degraded in a dose-dependent manner and less p65 was 

detected in the nucleus within 0.5 h compared to the control group. When PC3 cells were 

evaluated, similarly, IκBα was retained in the cytoplasm and translocation of p65 was reduced 

in a dose-dependent manner. This data therefore demonstrates that the NF-κB pathway was 

suppressed by NaS. The results stating that aspirin inhibits the activity of NF-κB are well known 

and aspirin is known to induce apoptosis in many cancers (Yin et al., 1998; Palmer et al., 2017). 

For example, in DU145, LNCaP and PC3 PCA cells, the NF-κB pathway was supressed by 48 h 

of aspirin treatment (Shi et al., 2017). In this chapter, 2 h’s exposure of 8 mM and 10 mM NaS 

to PC3 cells were the doses that substantially and highly significantly reduced p65 

translocation, while 2 h’s exposure of 6, 8 and 10 mM treatment were able to prevent the 

degradation of IκBα (p<0.05). However, the therapeutic range of aspirin in humans is 0.15-

0.30 mg/cm3, which is equivalent to roughly 1-2 mM (Waseem et al., 2017). Thus, it is highly 

likely that a single use of aspirin at a low dose would not be an effective treatment. Further 

studies are recommended to investigate this.  

The purpose of exploring the NF-𝜅 B pathway in PNT2 cells was because this is a normal 
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prostate cell line, so it is necessary to conclude if aspirin had the same effect on normal cells 

as it does on cancer cells. In terms of nuclear p65, 30 minutes exposure of 4 mM or higher NaS 

reduced NF-𝜅B-activation in PNT2 cells; while for PC3 under the same conditions, NF-𝜅B was 

only supressed by 6 mM or higher NaS at the same half h exposure time-point. It seems that 

NF-𝜅B in PC3 cells are less sensitive and requires a higher dose to suppress the NF-𝜅B pathway 

than that of PNT2 cells. For IκBα expression, there was no change within 0.5-h-exposure in 

PC3 cells until NaS increased to 4 mM. It is speculated that the reason for this difference is due 

to the fact that PNT2 was activated artificially by TNF-α, while PC3 cells have a constitutively 

activated NF-𝜅B pathway. When the stimuli were removed in PNT2 cells, the pathway cannot 

be active continuously. Therefore, the NF-𝜅 B pathway in PNT2 cells needs less dose to be 

supressed. Normal cells have no NF-κB activity and the cancer cells have constitutive activity. 

It can be seen that NF-𝜅B is crucial in the development of PCA. Furthermore, the pathway can 

be seen as a therapeutic target for PCA. It is associated with many functions of PCA cells, such 

as metastasis and proliferation. The research on NF-𝜅B will help to further understand the 

mechanism of PCA and provide a theoretical basis for the clinical diagnosis of PCA.  

It should be noted that cytotoxicity of NaS is not considered as an interference factor, although 

massive cytotoxicity was induced by NaS. The exposure times was not the same. With 

experiments in Chapter 3, the time was 24 h but there were up to 2 h of exposure to NaS in 

this chapter. Within such a relatively short time, cytotoxicity effects might not be that decisive. 

Therefore, the toxicity is unlikely to influence the NF-κB pathway in PCA cells studied in this 

chapter.  

This was not the first study to consider the consequence of inhibition of the NF-κB pathway in 

PCA. It has been previously shown that treatment with aspirin led to a NF-κB inhibition in PCA 

patients (Lloyd et al., 2003). Shi et al. (2017) designed a model to study the effects of aspirin 

on PCA’s invasion. With their model, they found that NF-κB activation was decreased by the 

aspirin treatment as the activity of IKK was reduced, which in turn reduced I κ B α 
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phosphorylation, preventing the translocation of p65 to the nucleus (Shi et al., 2017). Not only 

aspirin (NaS), but also other anti-cancer drugs, including acacetin, terpenoids, sesamin and 

cisplatin, were able to supress the NF-κB pathway. With an electrophoretic mobility shift assay 

(EMSA), the binding activity of NF-κB p65 in the nucleus of DU145 cells was blocked by the 

treatment of acacetin, which has an inhibiting effect on cancer cells, in a concentration-

dependent manner when the cells had been treated for 12 h (Shen et al., 2010). When PC3 

cells transfected with the NF-κB-luciferase reporter gene, were treated with terpenoids, the 

activity of NF-κB was suppressed as well (Lin et al., 2015). By western blotting, the expression 

of the survivin, Bcl-2, Cyclin D1 and c-Myc proteins were reduced after the cells were treated 

with cisplatin (El-Kady et al., 2011). It has also been found that translocation to the nucleus of 

the NF-κ B p65 subunit was inhibited by sesamin (Xu et al., 2015). Other investigations of 

different cancers also support the notion that aspirin is able to supress the NF-κB pathway. 

For example, following 48h 5mM aspirin treatment in U2OS and MG63 cell lines 

(osteosarcoma cells), NF-κB activity was reduced as the translocation of p65 was reduced, 

while downstream targets such as BCL2, CIAP2, Survivin, Livin, and XIAP were all 

downregulated (Liao et al., 2015).  

NF-κ B was originally found to be a B-cell nuclear factor that binds to the kappa chain of 

immunoglobulins (Sen, 2004). With increased research, it was found that NF-κB can also be 

expressed in other cells. It can be seen that NF-κB is a class of ubiquitous transcription factors. 

NF-κB is an activator of immune-activated inflammatory response, cell growth and apoptosis 

(Liu et al., 2017). It plays the role of promoting tumour cell growth and inhibition of apoptosis. 

NF-κ B can produce growth factors and angiogenic factors, and directly promote cell cycle 

progression. NF-κB can prevent the cell from undergoing apoptosis caused by tumour necrosis 

factor and ionising radiation (Lam et al., 2015; Brenner et al., 2015). Thus, inhibition of NF-κB 

expression can be an important therapeutic target of tumours. Hence, apoptosis can be 

increased by tumour necrosis factor, and the sensitivity of radiotherapy and chemotherapy on 
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tumour cells can also be enhanced (Palmer et al., 2017). In the future, apoptosis markers such 

as caspase levels by western blotting, and nuclear condensation by flow cytometry analysis or 

microscopy analysis, following treatment could be one of the targets to continue this study in 

PCA cells. Studies have demonstrated aspirin, as a representative of the NSAIDs, can inhibit 

the growth of tumour cells, and its mechanism may be related to its inhibition of NF-κB activity 

(Ciccoli et al., 2005; Rodrigues et al., 2017). There is growing evidence that NF-κB acts as a 

bridge between inflammation and cancer and is one of the important targets of 

haematological malignancies and solid tumours (Palmer et al., 2017; Manu et al., 2014). As 

demonstrated in the present study, aspirin can inhibit the activation of NF-κB induced by TNF 

and other factors, thereby inhibiting the expression of anti-apoptotic genes and promoting 

the apoptosis of cancer cells.  

The COX-2 gene is one of the downstream targets of the NF-κB pathway (Ackerman IV et al., 

2008). In the present Chapter it has also been demonstrated that NaS can downregulate the 

expression of the COX-2 gene by inhibiting NF-κB activation, which is possible as the COX-2 

gene promoter has a NF-κB binding site. Previous studies have found that the COX-2 promoter 

(-459~+9) contains two NF- κ B binding sites, and it has been demonstrated that COX-2 

expression is regulated by NF-κ B in the development of prostate cancer, liver cancer and 

gastric cancer (Garg et al., 2018; Kim et al., 2013; Li et al., 2011). Under the action of various 

stimuli or other carcinogenic factors, activation of NF-kB will further promote the expression 

of COX-2, leading to apoptosis, proliferation imbalance and other changes, and eventually 

induce cancer. It has been found that in colon cancer cell lines, NF-κB enters the nucleus after 

being stimulated, and then binds to the specific binding site of the COX-2 gene's promoter, 

causing cell proliferation (Mutoh et al., 2007; Li et al., 2011). According to epidemiological 

surveys, the long-term use of NSAIDs is significantly beneficial to patients with colon, stomach, 

prostate and breast cancer (Shebl et al., 2014; Tang et al., 2016). COXs including COX-2are the 

targets of NSAIDs. COX-2 protein is an inducible enzyme, mainly located in the nuclear 

membrane. When the cells receive an appropriate stimulus, such as inflammatory mediators, 
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bacterial endotoxin and various carcinogenic factors, COX-2 expression rapidly increases. In 

recent years, the role of COX-2 in the development of a variety of tumours has become a hot 

topic for research. COX-2 is not only involved in the early process of tumorigenesis, but also in 

tumour progression, invasion, and metastasis (Wang et al., 2014; Ko et al., 2017). Therefore, 

COX-2 is seen as a promising target for cancer therapy.  

In this chapter, it was hypothesized that COX-2 could be the mediator between aspirin’s anti-

cancer effects in PCA as it has been found that sensitivities to aspirin seems to be correlated 

with COX-2 expression. Hence, PNT2 and PC3 cells were exposed to celecoxib to deplete COX-

2 expression and determine if the anti-cancer effects of NaS observed in Chapter 3 remained. 

The profile of COX-2 expression confirmed that COX-2 was unable to recover to normal levels 

in the PCA cells over a period of several days despite removal of the drug. Once the 

appropriate exposure time-lines had been established, the consequence of NaS exposure on 

cells pre-treated with celecoxib were explored. It was found that only the top doses (8 and 10 

mM) of NaS significantly reduced RPD values by only 10% (p<0.05 respectively) in PC3 cells. 

RPD values in PNT2 cells pre-treated with celecoxib followed by NaS were also significantly 

decreased by only 10% at 6, 8 and 10 mM (p<0.05). Following this, the morphological 

assessment showed that the pre-treated cells were not changed by any subsequent NaS dose. 

Only 10 mM NaS/celecoxib pre-treated PC3 cells induced increased intracellular Ca2+ levels at 

(p=0.031) and mitochondrial number (p=0.046); while NaS/celecoxib pre-treated PNT2 cells 

did not exhibit any alterations in their Ca2+ levels or mitochondrial number, regardless of dose. 

Finally, with regard to cell cycle analysis, both celecoxib pre-treated PNT2 and PC3 cells were 

arrested at phase G0/G1 at 10 mM NaS (p<0.05).  

These results summarised above are highly supportive. Initially, when COX-2 was absent, 

growth of PC3 PCA cells were not affected at low and middle doses (0, 2, 4, and 6 mM), 

indicating that their cell cycle and cell death were not induced by NaS; only the higher doses 

were capable of inhibiting cell growth, which is likely occurring via a non-COX-2 related 
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pathway. With cell cycle analysis, 10 mM NaS arrested PC3 cells at phase G0/G1, which is likely 

linked to the reduced RPD values at 10 mM found in this chapter. When cells were arrested at 

this phase, where cells are preparing for the DNA synthesis, mitosis was delayed. Thus, the 

delayed cell cycle resulted in prolonged doubling time. In this chapters’ experiments, the 

selective COX-2 inhibitor, celecoxib almost completely downregulated the expression of COX-

2 in PCA cells, which was confirmed by COX-2 gene expression profiling. This drug did not 

induce any effects on cell proliferation (Denkert et al., 2003; Wang et al., 2012). Recent studies 

show that COX-2 inhibitors impede proliferation in a variety of tumour cells and induce 

apoptosis, but their mechanisms are not clear. Celecoxib affects a COX-mediated pathway to 

induce tumour cell apoptosis and then inhibits the growth of the tumour (Wang et al., 2008). 

Thus, it can be speculated that COX-2 inhibitors may inhibit the catalytic activity of COX-2, 

reducing PGE2 production. Thereby tumour cell growth is inhibited, and apoptosis is enhanced. 

However, our understanding of the downstream signalling pathway affected is not entirely 

clear. The results consequently confirm COX-2’s role in the effects of NaS on cell growth, 

morphology and cell cycle distribution as the effects of NaS on these endpoints were largely 

removed after celecoxib treatment. Only the highest dose, 10 mM, induced increases of 

intracellular Ca2+ level and reduction in mitochondria number. As discussed in the previous 

Section 3.4, the increase of intracellular Ca2+ level and the reduction of mitochondria number 

is correlated with cell death. It is clear therefore that at the 10 mM dose, the increased 

intracellular Ca2+ levels and reduction in mitochondria number were at least partially 

responsible for the reduced RPD values recorded at this dose in the cytotoxicity assay.  

COX-2 gene is a mediating factor as the effects of aspirin was partially removed when COX-2 

was depleted. However, as the top dose of 10 mM NaS was still capable of inhibiting growth 

of PCA cells, COX-2-dependent and COX-2-independent pathways must be simultaneously 

involved in the biological activity of aspirin and this correlates with observations made by 

others in the scientific literature (Denkert et al., 2003; Ricciotti and FitzGerald, 2011). It is key 
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that COX-dependent and COX-independent effects of aspirin can be isolated and investigated, 

so the corresponding cellular targets can be found. In circumstances, where the antitumor 

effect of aspirin or other drugs for cancer therapy is mediated by COX-2, it might be necessary 

to test the patients' response rate to therapy and COX-2 expression prior to therapy, and to 

consider whether treatment is administered selectively to patients with a high expression of 

COX-2 in tumour tissue (Wang et al., 2012; Wang et al., 2014; Patrignani and Patrono, 2015). 

On the other hand, if aspirin acts on different cellular targets, for example, COX-2-independent 

pathways, it would be important to screen this target’s expression in the tumours of patients’ 

and to use it as a parameter for therapy selection.  

In addition to morphology and growth, the COX-2 gene is important to prevent metastasis of 

tumours. Angiogenesis is an important pathological process during the development and 

metastasis of the malignant solid tumour. The inhibition of angiogenesis is a major part of 

cancer treatment. The formation of new capillaries is essential to the proliferation of tumour 

cells, and angiogenesis is a prerequisite for tumour invasion and metastasis. In vivo and in vitro 

studies have found that angiogenesis of tumour cells, as well as migration and adhesion, were 

inhibited by the elimination of COX-2 gene expression (Sahin et al., 2014; Xu et al., 2014) . The 

COX-2 catalytic products, thromboxane A2 (TXA2), prostaglandin I2 (PGI2) and PGE2 have pro-

angiogenic effect. PGE2 can not only increase the expression of the VEGF through ERK / JANK1 

signalling pathway and protein kinase A, but also promote tumour angiogenesis via the 

fibroblast growth factor receptor-1 (FGFR -1) (Finetti et al., 2008). There are several studies 

which confirm that selective COX-2 inhibitors can inhibit tumour growth by reducing the level 

of transcription of VEGF gene (Robich et al., 2010; Ben-Batalla et al., 2015; Xu and Croix, 2014). 

For example, it has been found that COX-2 inhibitors such as celecoxib, N-[2-(Cyclohexyloxy)-

4-nitrophenyl]methanesulfonamide (NS-398) and 4-[5-(4-Chlorophenyl)-3-(trifluoromethyl)-

1H-pyrazol-1-yl]-benzenesulfonamide (SC-236), are able to reduce PGE2, TXA2 and other PGs 

generation by inhibiting the COX-2. The release of VEGF and basic fibroblast growth factor 
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(bFGF) can be blocked and thus tumour angiogenesis is suppressed. The same results were 

obtained by Xu et al. (2014a). Early growth response protein 1 (Egr-1) is a transcription factor 

involved in tumour angiogenesis. It has a very important role in regulating transcription of 

cytokines and their receptors. Ostrowski et al. (2003) found that the selective COX-2 inhibitor, 

celecoxib, can inhibit Egr-1 activity in hepatocytes tumour cells in rats, and tumour 

angiogenesis and metastasis were consequently inhibited. Thus, COX-2 inhibitors are able to 

inhibit angiogenesis and metastasis of tumour cells through a variety of ways (Rizzo, 2011) and 

in the future it would be important to evaluate the mRNA and protein levels of VEGF. 

The COX-2 gene is also involved in intracellular signal transduction pathways that hinder 

tumour cell metastasis (Feng et al., 2015). The metastasis suppressor gene KAI-1 (also known 

as CD82) draws attention for its role in tumour development. In a variety of malignant solid 

tumours in prostate cancer, stomach cancer, laryngeal cancer, and liver cancer studies, 

researchers found that up-regulation of KAI1/CD82 could prevent tumour invasion and 

metastasis (Malik et al., 2009; Scarpino et al., 2013; Feng et al., 2015). Induction of apoptosis 

and the involvement in adhesion function are the main mechanism to affect motility. In recent 

years, many studies have confirmed that COX-2 might be a target for the prevention and 

treatment of some cancers (Miyashita et al., 2006; Lee et al., 2015). Thus, it is assumed that 

COX-2 inhibitors can increase the KAI-1/CD82 expression and this results in suppression of 

invasion and metastasis of tumour cells. In thyroid papillary carcinoma cell lines, this 

hypothesis was accepted. It has been found that inhibition of COX-2 by NS-398 is connected 

to upregulation of KAI-1/CD82 mRNA and this treatment finally led to extrathyroidal extension 

of the disease and lymph node metastasis (Scarpino et al., 2013). When the gene KAI-1/CD82 

was re-expressed via transfection, the cells’ migratory and invasive capacities were reduced. 

Hence, it is believed that regulation of KAI-1/CD82 with COX-2 inhibitors is one of the 

molecular mechanisms which reduce invasive and metastatic potential of cancer cells 

(Scarpino et al., 2013). However, in other research there was no such correlation between 
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COX-2 inhibitor and KAI-1/CD82 (García-González et al., 2005; Krawczyk-Rusiecka et al., 2014). 

This is worth further exploration. In the future, aspirin’s effects on the invasion and migratory 

ability should be evaluated when COX-2 expression has been is eliminated by a compound 

such as celecoxib.  

In the present Chapter, a significant element of the work conducted was reliant on the western 

blotting technique to evaluate protein levels. It is however important to note that western 

blots are a semi-quantitative means of evaluating protein expression changes. There are also 

technical limitations as it is not possible to collect all nuclei from the treated cells due to loss 

during the sample preparation stages. These issues represent drawbacks associated with the 

methodologies involved in Chapter 4, because the use of statistical analysis on densitometry 

data has limitations and should be interpreted with some caution, particularly when the level 

of significance is borderline. Nonetheless, the data demonstrates that COX-2 and NF-κ B 

pathways are involved in underlying the anti-cancer effects of NaS’ on PC3 cells, representing 

a starting point for future work to further evaluate these mechanistic pathways. Although the 

data in this Chapter indicates p65 enters the nucleus, western blotting is unable to 

demonstrate if those p65 protein bind to the DNA. In order to corroborate the results that 

have been found here, additional research is required. Chromatin Immunoprecipitation (ChIP) 

would be a very useful supportive technique to apply in order to demonstrate the binding 

ability of p65 protein to the DNA. In addition, Enzyme-linked immunosorbent (ELISA) assays 

could be used to detect the expression levels of key proteins involved in apoptosis such as Bcl-

2 and caspases to validate the results generated in this Chapter and better understand NaS’ 

effects on PC3 cells when COX-2 gene expression was depleted. 

In summary, NF-κB is the regulatory factor for inflammation and apoptosis. NF-κB can regulate 

and control cells’ growth, including inhibition of apoptosis, producing growth factors and 

angiogenic factors, and directly promoting cell cycle progression. In this chapter, it has been 

found that NaS affected PCA cells via the NF-κB pathway. The mechanism can be summarised 
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as follows: aspirin firstly inhibits IKK activity, and thus, IκBα degradation/ phosphorylation is 

blocked. Subsequently, p65 cannot enter the nucleus, and thus, inhibition of the expression of 

NF-κB-regulated COX-2 results in inhibition of tumour cell proliferation in a dose-dependent 

manner (Takada et al., 2004; Christian et al., 2016; Shi et al., 2017). Our study shows that 

specific inhibition of COX-2 by celecoxib can largely remove the effects of NaS on PCA cells and 

normal PNT2 cells. Furthermore, our results suggest that cell cycle arrest, increase in Ca2+ 

levels and disruption of mitochondria are primary mechanisms responsible for the 

antiproliferative effects of NaS on PCA cells, and that this effect is not mediated solely by 

inhibition of COX-2.  
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Chapter 5 Development and Characterisation of Prostate 

Cancer 3D Spheroids and Evaluation of Sodium 

Salicylate Impacts on Spheroids Cells 

5.1 Introduction 

Cells behave differently when they are cultured in three-dimensions (3D) as compared to two-

dimensions (2D). In terms of cell growth, 3D cultures can more accurately simulate the 

proliferation and differentiation of cells in vivo and the process of tissue formation (Page et al., 

2013; Edmondson et al., 2014). 3D cell culture involves growth of cells under conditions that 

result in a more similar tissue structure, which can provide a microenvironment that is more 

representative of the in vivo situation, thus improving on current 2D culture systems 

(Herrmann et al., 2014). Currently, 3D cell culture technology has been applied in tissue 

engineering, oncology (Yu et al., 2014), regenerative medicine and cancer research (Zhang et 

al., 2016; Antoni et al., 2015). This section reviews the recent development of 3D cell culture 

techniques and its applications in cancer-based studies. 

5.1.1 Advantages and limitations of 3D versus 2D in vitro cell culture 

In 1885, a German scientist named Willhelm Roux isolated cells from embryos, which was 

considered as the beginning of the tissue culture technique (Heams, 2012). In 1907, Harrison, 

and shortly after in 1912, Carrel and Ingebrigtsen, began to study animal cell culture methods 

in vitro which marks the birth of modern cell culture technology (Harrison, 1908; Carrel and 

Ingebrigtsen, 1912 ). With over 100 years of continued development of the in vitro cell culture 

technology, 2D culture is widespread and does have its advantages (Imamura et al., 2015). 

The techniques involved are simple. People only need basic skills in tissue culture and basic 

laboratory equipment. Furthermore, the experimental design is straightforward as exogenous 
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agents can be easily applied; and the cells grow more rapidly than the same cells grown in 3D 

culture environments (Chitcholtan et al., 2013 ).  

However, the experimental results obtained in many cases by 2D culture are not always wholly 

representative of biological responses seen in vivo (Jacobi et al., 2017; Kapałczyńska et al., 

2018). The main reason for this difference between the results generated in in vitro and in vivo 

experiments is that, although 2D cultured cells can proliferate and differentiate in vitro, there 

is a huge difference between the environmental conditions in vivo and in vitro, which therefore 

leads to gene expression and morphological characteristics that vary considerably 

(Edmondson et al., 2014; Antoni et al., 2015). As current 2D cell systems do not adequately 

represent the in vivo environment, there is increased reliance on experimental animal models 

in medical research, which are also not ideal, as there are substantial differences in biology 

between rodents and humans (Bracken, 2009; Perlman, 2016). Animal model experiments are 

time consuming, laborious and expensive. Development of diseases can significantly differ 

between humans and the artificial setting in animal models, where response to drugs can 

occur via different pathways and mechanisms are more difficult to explore (Bartel et al., 2013; 

Page et al., 2013).  

Given these limitations, in recent years 3D cell culture technology (3D cell culture) has been 

developed (Heams, 2012). Cells obtained with this culture method are significantly different 

in morphology, proliferation, differentiation, gene expression and functional activity, and 

other aspects, compared to the cells from 2D culture, as demonstrated in Table 5.1 (Yeatts et 

al., 2012 ; Shin et al., 2013; Llorens et al., 2015; Thoma et al., 2014). 3D cell culture not only 

retains the foundation of material structure for a natural cellular microenvironment, but 

better simulates the in vivo microenvironment for cell growth as well (Zhang et al., 2016). 3D 

culture therefore overcomes many of the deficiencies of 2D culture and in vivo 

experimentation and offers a more valid and reliable method.  
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Table 5.1. Comparison of key growth and functional characteristics of cells cultured using 3D versus 2D technologies. 

Characteristics 2D cell culture 3D cell culture Reference  

Morphology Cells in planar growth, 

showing spindle or flat 

round shape, adherent 

growth, and small 

nucleolus. 

Cells grow in the 3D space 

and are irregular polygons 

or spheres, with layered 

growth, and large 

nucleolus.  

Tit-Oon et al., 2014 

Cell junction 

 

Most cells grow as a 

monolayer; a few cells 

aggregate. 

3D network forms with 

large numbers of cell-

matrix and cell-cell 

interactions. A large 

number of cells aggregate 

into clusters. 

Roohani-Esfahani et 

al., 2010 

Gene expression and 

metabolism 

 

Less secretory factors; 

generally lower expression 

of metabolic enzymes with 

different transcriptomic 

profiles as compared to 

those in vivo. 

Enhanced expression of key 

growth factors and 

secretion of more key 

functional proteins. 

Chitcholtan et al., 

2013 ; Leslie et al., 

2010; Becerra-

Bayona et al., 2012 

Proliferation Apoptosis begins after 

approximately 5 days if 

cells are not sub-cultured. 

However, depends on cell 

lines, they grow rapidly 

with less cell death 

Longer-term proliferation 

potential, but some 3D 

models have a necrotic 

core due to hypoxia, so only 

outer cells grow 

Thoma et al., 2014; 

Llorens et al., 2015; 

Yeatts et al., 2012 

Differentiation  Weak differentiation 

potential. 

Greater differentiation 

potential. 

Yeatts et al., 2012 ; 

Shin et al., 2013 

Drug sensitivity High sensitivity. Low sensitivity. Chetty et al., 2013 

 

At present, there is increasing experimental evidence that 3D culture of cells is more suitable 
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for screening anti-cancer drugs, and that such models are able to better predict the 

mechanism associated with tumorigenesis. In recent years, 3D cell culture techniques have 

been widely used in oncology, stem cell biology and organ reconstruction (Baker and Chen, 

2012). For example, a 3D culture system was superior to the 2D culture system for study of 

the growth patterns, signal expression and metabolic status of endometrial cells (Chitcholtan 

et al., 2013 ). Some signalling pathways (such as the STAT3 pathway), proteins (e.g. IL-6 in 

breast epithelial cells), and extracellular matrix are more active in 3D culture systems (Leslie 

et al., 2010; Tit-Oon et al., 2014 ). Furthermore, cells cultured in 3D demonstrate sensitivity to 

drugs that is more representative of the tumour cell sensitivity observed in vivo (Chetty et al., 

2013). Therefore, based on the current literature, it is believed that 3D culture is conducive to 

the study of cancer cells’ growth and behaviour (Tit-Oon et al., 2014 ). 

Compared with monolayer culture, the main advantage of 3D culture is the ability to co-

culture multiple cell types and matrices to simulate the formation of a tissue-like structure, 

with intercellular relations between cells and matrix (Tit-Oon et al., 2014 ; Holton et al., 2014; 

Kaisani et al., 2014; van Zijl and Mikulits, 2010). The tumour microenvironment is complex 

containing a mixture of normal epithelial cells, highly heterogeneous malignant cells, stromal 

cells and extracellular matrix. Studies in the 1970s showed that tumorigenesis is closely 

related to its microenvironment and we now understand that signalling between cells and 

matrix and signals from stromal cells to cancer cells are an important aspect of tumour 

development (Verloes and Kanarek, 1976 ; Zhang et al., 2015a). The components of the 

tumour microenvironment interact with the tumour cells to stimulate the proliferation and 

metastasis of tumour cells (Dvorak et al., 2011). The growth of cells, specifically the direction 

of their development, is closely related to their microenvironment. Liver tumour cells in a 3D 

growth state are tolerant to treatment and their drug resistance characteristics are similar to 

solid tumours in vivo (Sakai et al., 2012; Tsai et al., 2012). Similarly, breast cancer MCF-7 cells 

grown in 3D scaffolds were more resistant to the endocrine therapy drug tamoxifen than 
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monolayer cultured tumour cells (Dhiman et al., 2005). These studies all reflect that the 

microenvironment in which the tumour cells are located will significantly alter their response 

to drugs (Sakai et al., 2012). Hence, due to the fact that many central cells in a 3D structure 

were unlikely to be as exposed as the periphery cells, 3D cell culture techniques can better 

support investigations into the relationship between the malignant phenotype of tumour cells 

and its microenvironment, while conventional 2D cell culture techniques cannot simulate the 

morphological characteristics of the tumour.  

5.1.2 3D cell culture techniques 

In the 1980s, Mina Bissell and William Ole Peterson from Lawrence Berkeley National 

Laboratory invented the 3D cell culture techniques whilst studying breast cancer. They found 

that normal mammary epithelial cells cultured in 3D assembled into acinar structures and 

established a de novo basement membrane (Baker and Chen, 2012).  

From the research over the last 30 years, 3D culture technology has made tremendous 

progress. Currently, 3D cell culture techniques are generally divided into culture with scaffolds 

and culture without scaffolds. The main methods and their comparison are described in Table 

5.2. The main scaffolds are collagen, and so the cost is relatively cheap and the technique is 

easy to operate compared to other techniques (e.g. Rotary cell culture system) (Breslin and 

O’Driscoll, 2013a; Kim, 2005). However, the scaffolds are still more expensive than other 

methods, such as hanging drop and overlaid culture techniques. The method based on 

scaffolds involves growth of cells in a scaffold, so the cells adhere to the scaffold fibre and 

divide to form a 3D structure (Mitsiades et al., 2000; Tan et al., 2011).  

3D culture technique without scaffolds are achieved by physical methods. Although use of 

scaffolds is most popular, other non-scaffold approaches exists based on, for example, 

magnetic microcarriers, levitation or hanging drop plates. When the adhesion between the 



 

153 

 

cells is greater than the adhesion to the substrate, the cells can aggregate into a 3D structure 

that often appears as a spherical body (Fennema et al., 2013; Weiswald et al., 2015). Overlay 

culture requires the growth substrate to be covered with agarose, Matrigel or another collagen 

to prevent cell adhesion to the bottom of the culture plastic-ware (Yuhas et al., 1977; Lin and 

Chang, 2010; Fennema et al., 2013). This is the simplest system and often involves the tumour 

cell lines spontaneously aggregating into a globular structure, as previously demonstrated 

with breast cancer, prostate cancer and other tumour cells (Glinsky et al., 2000; Kim, 2005; 

Page et al., 2013). Interestingly, the growth rate, gene expression profile and proliferation of 

tumour cells in tumour spheroids are similar to solid tumour cells (Hsu and Huang, 2013; Lu 

et al., 2012). In addition, as with the in vivo tumour microenvironment, there is a gradient of 

pH, nutrients and gas diffusion across the spheroid body (Kim et al., 2011). Therefore, such 3D 

models represent improved systems for investigating the mechanisms underlying 

tumorigenesis. 

Other more expensive methods include the use of gyratory and spinner flasks in a stirred tank 

or bioreactor. Such systems maintain the cell suspension in culture through the rotation of the 

impeller agitation and is conducive to nutrient transport and waste exclusion (Sutherland et 

al., 1970; Kim, 2005; Montanez-Sauri et al., 2015). Currently microcarrier systems that are 

used widely include liquid microcarriers, large well gelatine microcarriers, polystyrene 

microcarriers and PHEMA microcarriers (Hutmacher et al., 2004). A rotary cell culture system 

(RCCS) is a bioreactor based on the simulation of the effects of microgravity that has been 

designed by The National Aeronautics and Space Administration (NASA). It is currently the 

most advanced 3D cell culture technique. RCCS has three main features namely a simulated 

microgravity environment; minimises turbulence and shear forces; permits gas exchange 

(Mitteregger et al., 1999; Mattei et al., 2018).  

With increasing complexity, increasing cost and difficulty in preparation comes. Therefore, the 

choice of which system to use is dependent upon the cells and also the biological endpoints 
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to be investigated. For the purposes of the present study, an overlay culture system based on 

agarose-coated well-plate was selected to establish a 3D culture model for prostate cancer. 

This approach was utilised as it readily allowed investigation of many of the endpoints 

evaluated in earlier Chapters. Although the simpler hanging-drop method initially was trialled, 

this method failed to produce viable PC3 spheroids and thus further optimisation 

demonstrated the overlay culture system was more promising. 

 

5.1.3 Aims  

The aim of this chapter was to develop, optimise and characterise the growth of 3D prostate 

cancer spheroids, to provide a new model for evaluating aspirin’s mode of action. To achieve 

this aim, the Chapter includes focus upon the following three key objectives:  

⚫ Establish an overlay culture system for the 3D culture of PC3 PCA cells, determine the 

optimal growth time that results in minimal necrosis in the centre of the models and the 

most appropriate dosing time frame;  

⚫ Evaluate the cytotoxic profile and the changes in COX-2 expression profiles following 

exposure of 3D PC3 models to NaS, to enable direct comparison between 2D & 3D model 

response to the drug;  

⚫ Investigate NaS’ impact on the NF-κB pathway in both 2D and 3D systems.  
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Table 5.2. Advantages, disadvantages and examples of different 3D culture systems available.  

3D culture 

system 

Description Advantages and disadvantages Reference  

Spontaneous 

cell aggregation 

Cells aggregate spontaneously form in 

Hanging drop plates (petri dish).  

Simple to utilise, but not all cell lines can form 

spontaneous aggregates. The method can also be 

used to co-culture two (or more) different cell 

populations simultaneously.  

Glinsky et al., 2000 ; Kim, 

2005; Page et al., 2013; 

Weltin et al. 2017 ; Foty, 

2011.   

Overlay culture Cells are cultured on pre-coated well 

plates to allow them to form 

spheroids. 

Simple to establish if the adhesion between the cells 

is greater than the adhesion to the substrate. Usually, 

it is applied to aggressive cancer cell lines, e.g. PC3 

DU145 (prostate cancer cells) and MCF10.DCIS (breast 

cancer cells). It is also applicable for co-culture.  

Fennema et al., 2013; Li et 

al., 2017; Costa, et al. 

2014. 

Gyratory and 

spinner flasks 

Cells are cultured in stirred tank 

bioreactors and maintained with 

impellers.  

Gyratory and spinner flasks are suitable for mass 

culture/co-culture, and precise control of a number of 

physical and chemical parameters. The shearing force 

is high, so it is easy to destroy the structure of the 

sphere.  

Rodday et al. 2011; Kim, 

2005; Montanez-Sauri et 

al., 2015; Nath and Devi, 

2016.  

Microcarrier 

beads 

Cells are attached to microcarriers 

and then are applied to the culture 

medium with continuous agitation 

keep cells suspended.  

Magnetic microcarriers are the most common applied 

technique. It is easy to conduct co-culture but 

microcarriers’ surfaces receive uneven fluid stress and 

change with the movement and magnitude 

suspended carriers. High expense.  

Sim 2014; Page et al., 

2013.  
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Pre-fabricated 

engineered 

scaffolds 

Cells are embedded in scaffolds to 

promote 3D growth characteristics. 

There are hydrogels, such as collagen 

scaffolds, and non-gel scaffolds, such 

as bioglass or bioceramic and porous 

metallic scaffolds.  

They can promote growth or supplement other 

regulatory factors and provide physical support to 

promote in vivo-like differentiation and 

transcriptional profiles of cells. This culture procedure 

is relatively simple, but the associated price is 

expensive. It can be applied to co-culture. 

Papadimitropoulos et al. 

2014; Page et al., 2013. 

Rotary cell 

culture system 

(RCCS) 

Cells are cultured in a bioreactor, 

which is able to simulate microgravity. 

This is the most advanced 3D culture 

system.  

Cell clusters grow in microgravity. This offers the most 

realistic simulation and enables co-culture of a variety 

of cell types to form a complex 3D heterologous 

structure in vitro (both on earth or in space). 

However, it is the most expensive technique.  

Sun et al., 2014; Nickerson 

et al., 2001; Clarke et al., 

2013; Page et al., 2013.  

Organoids One or a few cells derived from a 

tissue, embryonic stem cells or 

induced pluripotent stem cells, can 

self-organize in 3D culture.  

The greatest advantage of organoids is that they are 

derived from primary cells. However, the information 

they can provide is quite limited because the 

organoids encounter supply problems (associated 

with success of organoid generation from harvested 

tissue) and donor variability. Organoids often contain 

many types of cells.  

Sato and Clevers, 2013; 

Huch and Koo, 2015; 

Foley, 2017.   
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5.2 Method and materials 

5.2.1 Chemicals and kits used  

The materials that have been used for all the experiments in this chapter are listed in Table 

5.3.  

 

Table 5.3 Chemicals and kits used in Chapter 5.  

Chemicals Manufacturer Catalogue Number 

Alexa Fluor® 488 

Phalloidin 

Thermo Fisher Scientific, 

UK 

A12379 

Chloroform Sigma-Aldrich, UK C2432-1L 

Hoechst 33342 Sigma-Aldrich, UK 38733 

miRNeasy Mini Kit Qiagen, DE 217004 

miScript II RT Kit (12) Qiagen, DE 218160 

Propidium iodide (PI) Sigma-Aldrich, UK P4170 

Tris(4,7-diphenyl-1,10-

phenanthroline)ru 

[ru(dpp)] 

Santa Cruz, US SC-213125 

 

 

5.2.2 Cell culture 

In this chapter, to avoid any interference from the culture media for imaging purposes, PC3 

cells were cultured in Dulbecco’s Modified Eagle’s Medium (DMEM) without phenol red 

supplemented with 1% Glutamine, 10% FBS and 1% Pen / Strep. The cell line was incubated at 

37℃, and 5% CO2 in a humidified environment. All other techniques for tissue culture in 2D 

followed the protocols outlined in Section 2.4.  
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5.2.3 PC3 Spheroid fabrication and size determination 

A total of 0.15 g agarose was dissolved in 10 mL of DMEM without phenol red media and 

autoclaved. All 96-well plates to be used were coated with 50 μL of 1.5% agarose. The coated 

plate can be used as soon as agarose is solidified. A concentration of 10,000, 20,000, 50,000 

and 100,000 PC3 cells / cm3 in 100 μL were seeded into each well of the agarose coated plates 

and incubated at 37 ℃, 5% CO2 in a humidified environment. The standard PC3 cell culture 

medium was changed very gently every two days so as not to disturb the PC3 spheroids, by 

removing 50 μL of old medium and applying fresh 50 μL medium to the well. PC3 spheroids 

were cultured for up to 14 days depending upon the experimental requirements. The diameter 

of the PC3 spheroids were determined on an Axiocam ERc 5s Microscope (Zeiss) together with 

the software ZEN (blue edition) from Zeiss. 

5.2.4 NaS dosing 

A total of 0.16 g NaS was dissolved in 10 mL Tris-HCl resulting in a 0.1 M stock concentration 

of NaS, which was used for all subsequent dosing experiments.  

5.2.5 RNA extraction, cDNA synthesis and RT-PCR 

Total RNA was collected per the instruction of the manufacturer. The quantity and quality of 

all RNA samples were determined with a Nanodrop and they were stored at -80 ℃ until use, 

as described in Section 2.6. cDNA synthesis and RT-qPCR were conducted according to the 

methods in Section 2.7 and 2.8 respectively. 
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5.2.6 COX-2 expression analysis 

COX-2 expression analysis was conducted as described previously in Section 3.2.4 and the 

housekeepers were RPL-19 and 𝛽-actin. Their sequence as well as COX-2’s can be found in 

Table 4.2.  

5.2.7 miRNA extraction 

Protocols followed here were described in manuals from the manufacturer. The miRNeasy 

Mini Kit is designed for purification of total RNA, including miRNA. PC3 cells in monolayer were 

seeded at 1× 105 cell /cm3; the cells were harvested after 24 h of culture (monolayer cells) 

or on Day 1 to 7 (PC3 spheroids) by centrifuging at 300 x g. The cells were disrupted by adding 

700 μ L QIAzol Lysis Reagent (contained in the miRNeasy Mini Kit) using a pipette to mix, 

ensuring that no cell clumps were visible. Cells were then homogenized by vortexing for 1 min. 

The homogenate in the tubes were placed on the benchtop at room temperature (15–25°C) 

for 5 min to promote dissociation of nucleoprotein complexes. A total of 140 µL chloroform 

was added to the tubes containing the homogenate, the cap was applied securely, and the 

tube was shaken vigorously for 15 s. The tube was then placed on the benchtop for 3 min and 

centrifuged for 15 min at 12,000 x g at 4°C. After centrifugation, the tube was warmed up to 

room temperature (15–25°C) on the bench top. After centrifugation, the sample separated 

into 3 phases: an upper colourless aqueous phase containing RNA; a white interphase; and a 

lower red organic phase. The volume of the aqueous phase should be approximately 350 µL. 

The upper aqueous phase was transferred to a new collection tube (supplied) and 1.5 volumes 

(usually 525 µl) of 100% ethanol was added and mix thoroughly by pipetting up. Without any 

delay, 700 µL of the sample, including any precipitate was transferred into an RNeasy Mini spin 

column in a 2 mL collection tube (supplied) and centrifuged at 8000 x g (≥10,000 rpm) for 15 

s at room temperature (15–25°C). The flow-through was discarded. This centrifugation was 

repeated once. A total of 700 µL Buffer RWT (supplied and 30 mL ethanol (96%–100%) was 
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mixed with the buffer) was added to the RNeasy Mini spin column and centrifuged for 15 s at 

8000 x g (≥10,000 rpm) to wash the column. The flow-through was discarded. A total of 700 

µL Buffer RPE (supplied and 44 mL ethanol (96% - 100%) was mixed with the buffer) was added 

to the RNeasy Mini spin column and centrifuged for 1 min at 8000 x g (≥10,000 rpm) to wash 

the column. The flow-through was discarded. Another 700 µL Buffer RPE was added to the 

RNeasy Mini spin column and centrifuge for 1 min at 8000 x g (≥10,000 rpm) to wash the 

column to dry the RNeasy Mini spin column membrane. The RNeasy Mini spin column was 

replaced with a new 1.5 mL collection tube (supplied). A total of 30 µL RNase-free water was 

added directly onto the RNeasy Mini spin column membrane and centrifuged for 1 min at 8000 

x g (≥10,000 rpm) to elute the RNA. Quantification of the sample concentration and purity was 

determined with a Nanodrop. The ratio of the readings at 260 nm and 280 nm (A260/A280) 

provides an estimate of the purity of RNA, with a ratio between 1.9 and 2.1 considered 

acceptable. RNA was stored in aliquots at –80°C until use and was freeze-thawed no more 

than twice.  

5.2.8 cDNA synthesis 

miScript II RT Kit (12) was used for cDNA synthesis. The miScript kit uses total RNA that 

contains miRNA as the starting material for cDNA synthesis, and separate enrichment of small 

RNA is not needed. Template RNA, 10x miScript Nucleics Mix, RNase-free water, and 5x 

miScript HiSpec Buffer were thawed on the ice. The reverse transcription master mix was 

prepared on ice according to Table 5.4. 
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Table 5.4. Reverse transcription reaction components. 

Component Volume/reaction (µL) 

5x miScript HiSpec Buffer 4 

10x miScript Nucleics Mix 2 

miScript Reverse Transcriptase Mix 2 

Template RNA 1000 ng

𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑅𝑁𝐴 (𝑛𝑔/µ𝐿)
 

RNase-free water The waster was added to make up to 20 

µL of solution  

Total  20 

 

The tube was mixed gently, then it was briefly centrifuged and stored on ice. The tube was 

incubated for 60 min at 37 ℃ followed by an incubation for 5 min at 95 ℃ to inactivate the 

miScript Reverse Transcriptase Mix. Next, the tube was placed on ice and 200 μL RNase-free 

water (supplied) was added to dilute the 20 μL reverse transcription reaction. The 220 μL 

diluted cDNA was dispensed into 5 aliquots (44 μL each) and transferred to a -20 ℃ freezer. 

5.2.9 miRNA RT-PCR 

Real-time miRNA PCR was run on a CFX Connect™ Real-Time PCR Detection System with the 

miScript SYBR® Green PCR Kit. All samples were performed in triplicate template cDNA, 2x 

QuantiTect SYBR Green PCR Master Mix (contained in the kit), 10x miScript Universal Primer 

(contained in the kit), primers and RNase-free water (contained in the kit) were thawed on 

ice. With the reagents above, the master mix was prepared. The recipe is listed in Table 5.5.  
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Table 5.5. Reaction setup for real-time PCR.  

Component  Volume (µL) / reaction 

2x QuantiTect SYBR Green PCR 

Master Mix 

12.5 

10x miScript Universal Primer 2.5 

Primers (hsa-miR-210, RNU48 or 

hsa-miR-191-5p) 

3 

RNase-free water 4.5 

Template cDNA  2.5 

Total volume  25 

 

Primers (Table 5.6) were ordered from MystiCq® microRNA qPCR Assay Primer (Sigma-Aldrich): 

hsa-miR-210 and values for miRNA were finally normalized to expression levels of 

housekeeping gene miRNA gene RNU48 and hsa-miR-191-5p.  

Table 5.6. Primers for mRNA RT-qPCR. 

Primer Sequence Annealing temperature / ℃ 

hsa-miR-

210 

CUGUGCGUGUGACAGCGGCUGA 55 

RNU48 AGUGAUGAUGACCCCAGGUAACUCU

GAGUGUGUCGCUGAUGCCAUCACCG

CAGCGCUCUGACC 

55 

hsa-miR-

191-5p 

CAACGGAAUCCCAAAAGCAGCUG 55 

 

miR-210 is one of the most frequently identified hypoxia responsive microRNA genes (Devlin 

et al., 2011). The stem-loop structure sequence of miR-210 is located in the intron of the non-

coding RNA that is transcribed from the AK123483 gene on the 11p15.5 locus on chromosome 

(Huang et al., 2010). miR-210 is regulated byHIF-1α and Hypoxia-inducible factor 2α (HIF-2α). 

HIF-1α binds directly to the 400-bp hypoxia response element upstream of the promoter of 

miR-210 (Huang et al., 2010; Huang et al., 2009). In addition to HIF, NF-𝜅B is also able to bind 
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to 𝜅 B binding site about 200bp upstream of the miR-210 promoter, inducing the up-

regulation of miR-210 (Zhang et al., 2012). It has been confirmed the expression of miR-210 

under hypoxia can be induced in many cell lines, such as breast, head and neck, lung, colon, 

and renal cancer cell lines (Kulshreshtha et al., 2007). 

When the master mix was prepared, template cDNA was dispensed and mixed with the 

master mix thoroughly and then added to the plate. The plate was sealed with film and 

centrifuged at 1000 g at room temperature to remove bubbles. The real-time cycler was 

programmed as follows: the sample was initially incubated at 95 ℃ for 15 min to activate 

the HotStarTaq DNA Polymerase, followed by 40 cycles of 15s-denaturation at 94 ℃ , 

annealing and extension steps were conducted at 55 ℃ and 70 ℃ respectively for 30 s each 

and finally, a melt curve analysis was performed by successively increasing the temperature 

from 50 to 95 ℃ at the ramp rate of 0.5 ℃/s. Finally, data were analysed using 2−∆∆Ct 

method performed by the CFX Manager software coming with CFX Connect™ Real-Time PCR 

Detection System. 

5.2.10 MTT assay 

The MTT ((3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) assay was used for 

cell viability assessment. MTT is a tetrazolium salt that is transformed to purple formazan 

granules in live cells when the formazan is dissolved in DMSO. The absorbance readings at an 

excitation of 590 nm are directly proportional to the number of live cells in the sample.  

A total of 100 μL medium was removed from the well firstly, and PBS was used to wash the 

PC3 spheroids twice. When washing the plate, medium was pipetted off carefully and 100 μL 

PBS was slowly added. Cells were then incubated for 4 h with 100 μl MTT solution diluted to 

1 mg / mL in PBS. Next, each well was washed with PBS twice after the MTT solution was 

removed. The formazan was then dissolved by removing the PBS solution and replacing it with 
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100 μL DMSO. The plate was placed into a spectrometer and the absorbance read at 590 nm 

using a micro-plate reader (POLAR star Omega, BMG Labtech, UK). In addition to the test 

samples, blank wells without cells were included, and negative control wells included cells 

treated with Tris-HCl in the absence of NaS. Cell viability = 
𝐴𝑠−𝐴𝑏

𝐴𝑐−𝐴𝑏
× 100%, where 𝐴𝑠 is the 

optical density of the sample, 𝐴𝑏  is the optical density of the blank wells, and 𝐴𝑐  is the 

optical density of the control wells. All samples were performed in triplicate. 

5.2.11 Cell culture for imaging purposes 

Cell culture followed the methods in this Section 5.2.2 and 5.2.3. However, when PC3 

spheroids were cultured for confocal microscopy analysis, 15 μ-slide angiogenesis plates (ibidi, 

DE) were used instead of 96-well-plate. All wells in the 15 μ-slide angiogenesis plate were 

coated with 10 μL of 1.5% agarose. A 50 μL aliquot of PC3 cell suspension at concentration 

of 50,000 cells / cm3 were seeded into each well of the agarose coated plates and incubated 

at 37 ℃, 5% CO2 in a humidified environment. The standard PC3 cells culture DMEM medium 

was changed very gently every two days so as not to disturb the PC3 spheroids, by removing 

25 μ L of old medium and applying fresh 25 μ L medium to the well. PC3 spheroids were 

cultured for up to 7 days. All samples were performed in replicates.  

5.2.12 Confocal microscopy 

PC3 spheroids cultured for up to 7-days were stained with Hoechst 33342 (Sigma-Aldrich, UK) 

and propidium iodide (PI, Sigma-Aldrich, UK) for live-dead cell imaging. Hoechst and PI are 

both DNA stains, but PI can only enter the nuclei of dead cells. In order to identify the 

formation of potential lumen structures, phalloidin was used as a cell body stain; it binds to F-

actin Oxygen bioavailability in 3D PC3 spheroids was assessed with Tris(4,7-diphenyl-1,10-

phenanthroline) ruthenium (II) dichloride complex (Ru(ddp)) dye, when oxidised loses its 

fluorescence.  
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The PC3 spheroids were imaged on a confocal microscope (Zeiss LSM 710, Germany) and its 

imaging software (ZEN) was utilised to acquire the images.  

PC3 spheroids were incubated with Hoechst and PI for live / dead imaging for five minutes. A 

concentration of 10 µg/ mL was used for both stains. A DAPI filter and TRITC filter were applied 

to view the Hoechst and PI signals respectively.  

For structural spheroid imaging, PC3 spheroids were stained with Hoechst and phalloidin for 

4 h at 37°C. The Hoechst concentration was 10 μg / mL. Phalloidin staining was achieved by 

following the instructions of the manufacturer. The vial contents were dissolved in 1.5 mL 

methanol. On each day from day 1 to day 7, the PC3 spheroids were washed with PBS at room 

temperature twice and then fixed with 4% paraformaldehyde (PFA) at room temperature for 

15 min. The PFA was washed off three times with PBS. Then 0.1% Triton X-100 was applied to 

the cells in PBS for 5 minutes at room temperature. Cells were stained with 6.6 nM Alexa 

Fluor® 488 Phalloidin for cell body outline (1 μL into 1000 μL PBS) for 2 h and then 10 μg/mL 

Hoechst (nuclei stain) was added to the wells for 20 min. Three representative images were 

taken for each sample. DAPI and FITC were filters were utilised to view the Hoechst and 

phalloidin signals respectively in order to examine the structure of spheroids.  

To explore oxygen bioavailability, the PC3 spheroids were cultured in 1x 10-4 µM Ru(ddp) 

containing culture medium for 4 h at 37°C. Bright field and the TRITC filter were applied to 

view the outline of the PC3 spheroids and O2 when oxygen availability was observed. All 

experiments above were performed in replicates. 
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5.2.13 Western blots 

After the PC3 spheroids has been allowed to grow for 3 days, they were treated with NaS for 

either a 2h or 30 min period as required prior to protein extraction and quantification as 

described in Section 2.12 and 2.13 respectively. Western blotting was performed according to 

the methods described in Section 2.14 accordingly. Antibodies used were the same as those 

described in Section 4.2.8. All experiments above were performed in triplicates. 

5.2.14 Statistical analysis 

Shapiro-Wilk test confirmed the normal distribution if the p≥0.05. All data expressed are the 

mean of 3 independent experiments (±SD). The T-test was used for the difference in growth 

of spheroids over 7 days in Section 5.3.1.2. A one-way ANOVA was used to test significance for 

all other assays applied in this Chapter. If variance is homogeneous (p>0.05), the LSD post hoc 

test was applied; otherwise, the Dunnett's T3 post hoc test was utilised. Data were considered 

significant if p>0.05. 
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5.3 Results 

To explore the effects of aspirin in a model system that more closely represented the in vivo 

situation, an optimised novel 3D spheroid system needed to be developed and characterised. 

The PC3 cells took on a spheroid format when cultured in agarose coated plates that 

prevented them from adhering to the bottom of the culture flask. In addition to determining 

the optimal seeding density, the length of time that they remained viable for had to be 

established. Finally, the difference in cytotoxicity, COX-2 gene expression, and NF-κB pathway 

were compared in PC3 spheroids against the same cells grown in 2D monolayer format.  

5.3.1 Evaluation of spheroid growth and viability over time 

5.3.1.1 Size changes in PC3 spheroids according to seeding density over time 

The impact of seeding density on PC3 spheroid growth were explored by establishing the 

cultures with 10,000, 20,000, 50,000 and 100,000 cells / cm3 as illustrated in Figure 5.1. 

Among the four groups of spheroids, the size was dependant on seeding density. Their growth 

was evaluated over 7 days. During this period, the spheroid diameter declined significantly 

from 1,392.601 μm on day 1 to 1,089.456 μm on day 7 when the PC3 spheroids were seeded 

at concentration of 100,000 cells / cm3 (p=0.017). However, there was a roughly 9 μm-

decrease in PC3 spheroids seeded at 10,000 cells / cm3, about 20 μm-decrease at 20,000 cells 

/ cm3 and approximate 5 μm-decrease at 50,000 cells / cm3, none of which were significant 

(p>0.05). 
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Figure 5.1. Variation in diameter of PC3 spheroids over a 7-day culture period. Horizontal axis is the indicated culture 

time while the Y-axis shows the mean spheroid diameter. Error bars represent standard deviation (SD) (n=3). 

 

5.3.1.2 PC3 spheroid viability 

The MTT assay measures the metabolic activity of PC3 spheroids in 3D culture. MTT readings 

are thus positively correlated with number live cells. For 3D culture, the maximal reading was 

0.5 approximately while the maximal of 2D culture was 2 using arbitrary units. Overall, for cells 

grown in 2D, the cells grew exponentially with similar growth rates and an S-shaped growth 

curves. In contrast, the 3D models had a slow growth rate as compared to standard 2D 

cultured cells. In PC3 spheroids seeded at 50,000 cells / cm3, the viability of the PC3 cells was 

maintained over a 5-day period and then dropped substantially from day 7. The PC3 spheroids 

seeded at 100,000 cells / cm3 had a similarly high initial cell number to those seeded at 50,000 
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cells / cm3, but exhibited some growth between Day 3 to 5, followed by a sharp drop in viability 

from Day 7. PC3 spheroids seeded at 10,000 and 20,000 cells / cm3 demonstrated little drop 

in viability over time, but there was nearly half the number of viable cells in these spheroids 

as compared to those with a starting seeding density of 50,000 cells / cm3. Based on this data, 

either the 50,000 or 100,000 cells / cm3 seemed the best concentration for seeding and it was 

clear the spheroids could not be used beyond 7 days given the increasing degree of cell death 

noted after this point.  

5.3.1.3 Evaluation of necrosis in PC3 spheroids 

Combined Hoechst and propidium Iodide (PI) staining were used to assess the level of necrosis 

in the middle of the PC3 spheroids over time using a confocal microscopy approach. The 

complete series of z-stack videos are located in Appendix 5. Figure 5.3 presents the 

comparison between the first day of culture, the 3rd day, the 7th day and the 12th day at all 

seeding densities trailed and they clearly demonstrate the increase in necrosis over time 

within the PC3 spheroids. More PI staining indicates cell death allowing uptake of the stain 

into the cells. 

From the 1st to 3rd day, 10,000 cells / cm3, 20,000 cells / cm3 and 50,000 cells / cm3 PC3 

spheroids showed fewer dead cells at the bottom and the middle of the cellular structure as 

compared with the 100,000 cells / cm3 spheroids. With respect to Figure 5.2, 10,000 and 

20,000 cannot offer sufficient live cells. Therefore, PC3 spheroids with an initial concentration 

of 50,000 cells / cm3 were finally selected for all further stages of work given the high necrosis 

demonstrated in the spheroids that were seeded with 100,000 cells / cm3 (Figure 5.3). 
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Figure 5.2. Cell viability of PC3 spheroids and 2D monolayer cell culture over time. A, Line chart presenting MTT assay results for live PC3 cells number cultured in 3D; B, MTT 

assay results for live PC3 cells number cultured in 2D. Error bars indicates +/-SD. The Y-axis shows the mean MTT Absorbance at 570nm. *, indicates significance compared to 

the viability on Day 1 where p<0.05, as determined by a T-test (n=3). Purple *, yellow *, green * and blue * are corresponding to spheroids seeded at 10000, 5000, 2000 and 

10,000 cells / cm3 respectively.  
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Figure 5.3. Confocal imaging comparing live cells and dead cells between the first day of culture and the 12th day at 

differing starting seeding densities. Blue indicates the live cells (Hoechst) and red represents the dead cells (PI). 

Scale bar: 100 𝜇m. 
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5.3.2 Cell survival analysis of PC3 cells grown as spheroids 

5.3.2.1 Oxygen availability analysis 

Oxygen availability was monitored with Ru(ddp). The z-stack images can be found in Appendix 

5. These “Z stacks” are generated by several images taken by a focal drive incrementally 

stepping through a sample. For the first three days there was no notable change in the degree 

of red stain within the PC3 spheroids, indicating no limitation in oxygen content in the centre 

of the 3D structures. However, as culture continued beyond day-3, increasing hypoxia was 

evident as indicated by the increasing degree of red stain present within the PC3 spheroids 

from the 4th day of culture (Figure 5.4).  

5.3.2.2 miR-210 expression 

As the Ru(ddp) experiment indicated it was likely that the PC3 spheroids were developing a 

hypoxic core over time, miR-210 gene expression was subsequently measured to further 

investigate this effect. miR-210 is a gene expressed when hypoxia exists (Devlin et al., 2011).  
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Figure 5.4. Images of oxygen availability in PC3 spheroids over 7 days of culture. The scale bar represents 100 𝛍m. 

The presence of hypoxia was represented by the red Ru(ddp) signal observed in the images from Day 4. This is not 

serial imaging of the same spheroid, but instead is representative example images of separate PC3 spheroids taken 

on each day. N.B. for higher resolution of the images and the scale bar, please refer to the images in Appendix 5.   

The miR-210 gene expression over a 7-day period in PC3 spheroids and PC3 cells cultured in 

2D is illustrated in Figure 5.5. Comparing to PC3 cells in 2D, there were no significant changes 

in the gene expression on Day 1 and Day 2 (p>0.05). However, from the third day, miR-210 

expression levels in the PC3 spheroids increased significantly in a time-dependent manner. 

Comparing to Day 1, miR-210 expression was 1.7-fold higher on Day 3 in the PC3 spheroids, 

but was significantly (7-fold) higher by Day 4 (p<0.05). From day 6 the miR-210 expression 

levels dropped substantially, but this was likely due to the increased necrosis occurring in the 
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centre of the spheroids by this time period.  

 

Figure 5.5. miR-210 gene expression in PC3 spheroids over 7 days of culture. *, indicate significance compared to 

the viability in either PC3 cells cultured in 2D or on Day 1 of 3D spheroid culture where p<0.05, as determined by 

a one-way ANOVA and the post hoc LSD (n=3). Error bars indicate SD. Note: miR-210 expression in PC3 cells in 2D 

were measured after 24 h of culture.  

 

5.3.3 Structural analysis of PC3 spheroids 

In order to more clearly understand the structural formation of the 3D spheroid by the PC3 

cells, they were stained with Hoechst and phalloidin and evaluated by confocal microscopy as 

illustrated in Figure 5.6. This imaging analysis demonstrated the spheroids were composed of 

a dense structure with clear cell-cell contacts. However, over time, it was noticeable that, 

lumen-type structures appeared to form in the PC3 spheroids (Fig 5.6B). The number of 

lumens in the core or periphery developed per spheroid were scored per day of culture in 

three replicate samples; in total 15 spheroids were analysed for lumen formation per sample 
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group. On the first day, 2.9% of PC3 spheroids were found with lumen structure. This increased 

to 61.8%, 97.2% and 99.1% of PC3 spheroids with luminal structures on days 2, 3 and 4 

respectively indicating maturity of the spheroids over time. 

 

 

Figure 5.6. Morphological evaluation of PC3 spheroids. A. Spheroid lacking a luminal structure (image taken on day 

1 of culture); B. Spheroid containing a lumen as indicated by the red arrow (image taken on day 7 of culture). 

Images were stained by Hoechst (blue) and phalloidin (green). Scale bars in these images are 100 𝜇m.  

 

5.3.4 Profile of COX-2 gene expression in 3D PC3 spheroids over time 

As the 3D PC3 spheroids mature with time, their COX-2 expression profile during their growth 

needed to be established over 7 days of culture in order to compare the response to NaS in 

3D against 2D culture. As illustrated in Figure 5.7, the COX-2 expression levels in the PC3 

spheroids were substantially higher than that of the same cells cultured in 2D. All the PC3 

spheroids had at least a two-fold increase in COX-2 expression compared with that of cells 

cultured in 2D. However, PC3 spheroids cultured for 3- 4 days had the highest expression of 
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COX-2 compared to PC3 grown in monolayer culture with a 2.5 - 3-fold- increase (p<0.0001). 

Although a significant difference in COX-2 gene expression levels was noted between the cells 

grown in 2D versus 3D format, there was no significant change in COX-2 expression levels 

across the 7-days of culture. 

 

Figure 5.7. Profile of COX-2 gene expression in 3D PC3 spheroids compared to PC3 cells in 2D culture. All the 

expression is normalised to the expression of PC3 in 2D culture. *, indicate significance compared to the viability 

on Day 1 where p<0.05, as determined by a one-way ANOVA and the post hoc LSD (n=3). Note: The COX-2 in PC3 

cells were extracted after 24 h of culture.  

 

5.3.5 NaS effects on cell viability in 3D PC3 models as compared to 2D monolayer cultures 

In order to compare the difference in response of PC3 spheroids to NaS versus PC3 cells grown 

in 2D, the MTT assay was utilised to measure cell viability of PC3 cells grown in both 2D and 

3D spheroid format. PC3 cells and PC3 spheroids were seeded at 50,000 cells / cm3. After 72 

h (3 days) of incubation, PC3 monolayers (2D) and spheroids (3D) were treated with NaS at 

concentrations ranging from 2 to 10 mM for 24h and then the MTT assay was conducted to 
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evaluate cell viability. As illustrated in Figure 5.8, in 2D culture, a dose dependent decrease in 

cell viability was observed with the first significant reduction in viability arising at 2 mM, and 

with 10 mM NaS resulting in a significant 50% reduction of cell viability (p<0.001). The PC3 

cells grown in spheroid format were in contrast far less sensitive to toxicity induced by NaS 

with very little reduction in cell viability over the dose range applied. A significant reduction 

in viability was not observed until the higher doses of 8 and 10 mM were applied, which 

reduced cell viability by approximately 6.7% and 8.4% respectively (p=0.009 and 0.005). This 

data clearly demonstrated that when PC3 cells are grown in spheroid format, they are far more 

resistant to the cytotoxic effects of NaS than when the same cell type is grown as a 2D 

monolayer.  

 
Figure 5.8. Cell viability of PC3 in 3D culture vs. 2D culture when cells and spheroids were treated with NaS. Viability 

measures were made after treatment on day 3 of culture.  *, indicate significance compared to negative control, 

where p<0.05, as determined by a one-way ANOVA and the post hoc LSD (n=3). Error bars represent SD. 
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5.3.6 NaS effects on the NF-𝒌B pathway in 3D PC3 cultures 

5.3.6.1 Purity check for contamination of cytoplasmic extracts in nuclear extracts in PC3 

spheroids 

p65 is a subunit of the NF-κB pathway and the amount of nuclear p65 is positively linked to 

the activity of the pathway. If the pathway is active, p65 will be released from IκB and enters 

the nucleus. In order to study nuclear p65 of NF-κB pathway, the purity of nuclear extracts 

should be established and thus this quality control was undertaken in the present study. In 

Figure 5.9, 𝛼-tubulin was only expressed in the cytoplasmic extract, which were obtained 

from PC3 spheroids treated with 2 mM NaS for 2 h. In contrast, no 𝛼-tubulin expression was 

present in any of the nuclear extracts, demonstrating their purity.  

 
Figure 5.9. 𝛂-tubulin expression in nuclear extracts of PC3 spheroids to detect contamination of cytoplasmic extracts. 

The blots here are representative examples. First lane is the cytoplasmic extracts and the rest of the lanes were 

loaded with nuclear extracts. 
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5.3.6.2 Profiling of nuclear p65 and cytoplasmic I𝑘B𝛼 expression following 3D PC3 spheroid 

treatment with NaS 

Following the purity check for contamination of cytoplasmic extracts in nuclear extracts in PC3 

spheroids, nuclear p65 and cytoplasmic I𝑘B𝛼 expressions were then profiled. However, TNF-

𝛼 did not increase nuclear p65 level as constitutive expression was high in PC3 cells according 

to the previous results in Section 4.7.2.2. Hence, there was no need to pre-treat the PC3 

spheroids to activate the NF-𝑘B pathway. Thus, NaS induced effects on the abundance of 

nuclear p65 and cytoplasmic I𝑘B𝛼 were then investigated after PC3 spheroids or PC3 cells in 

2D were treated with NaS or with Tris-HCL alone as the negative background vehicle control. 

As demonstrated in Figure 5.2 and Figure 5.3, there was not many dead cells in the cores on 

the day the proteins were collected. Example western blots of the resultant experimental 

outputs are illustrated in Figure 5.10. In the quantitative data demonstrated in Figure 5.11, as 

the concentration of NaS was increased with a 30min exposure time, I 𝑘 B 𝛼  and p65 

expression remained the same; but the 10 mM indeed reduced nuclear p65 and increased the 

level of I𝑘B𝛼 in the cytoplasm. When spheroids were treated with NaS for 2 h, the top doses 

(8 and 10 mM) resulted in a significant increase of I𝑘B𝛼 expression (p<0.05), which were both 

1.3-fold higher than the vehicle control respectively. Additionally, the higher doses (8 and 10 

mM) of NaS significantly reduced nuclear p65 expression, with fold change of -0.60 (p<0.05) 

and -0.52 (p<0.05) respectively.  
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Figure 5.10. Examples of a representative western blot of A) cytoplasmic I𝒌B𝜶 expression, and B), Nuclear p65 in 

PC3 spheroids treated with NaS.  
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Figure 5.11. Nuclear p65 and cytoplasmic I𝒌B𝜶 expression in PC3 spheroids treated with NaS. Relative expression 

of nuclear p65 and cytoplasmic I𝑘B𝛼, which was densitometry based on ‘adjusted volume’. A) NaS exposure time 

was 0.5 h and B) the time was 2 h. *, indicate significance compared to the control, where p<0.05, as determined 

by a one-way ANOVA and the post hoc LSD (n=3). Both A and B have the same control as these experiments were 

conducted in simultaneously. Error bar indicates SD.  

 

 

5.3.7 NaS effects on COX-2 expression in 3D PC3 spheroids compared to 2D PC3 culture 

COX-2 gene expression in PC3 spheroids was investigated following NaS exposure for 24 h. 

Spheroids were seeded at 50,000 cells / cm3 and treated with NaS on the 3rd of culture. One 

day later, total RNA was harvested from the spheroids for measurement of COX-2 expression 

by RT-qPCR. As demonstrated in Figure 5.12, it was noticeable that the PC3 spheroids had 1.5-

fold higher COX-2 expression levels than that of PC3 cells in 2D (p<0.001). Both PC3 cells from 

2D culture or 3D culture had higher COX-2 expression than in PNT2 cells grown in 2D (p<0.001). 
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In addition, there was a 2-fold change in COX-2 gene expression between PC3 cells in 2D and 

the PC3 spheroids (p<0.001).  

 

 

Figure 5.12. Baseline analysis for COX-2 gene expression levels in PC3 spheroids, PC3 cells in 2D and PNT2 cells in 2D. 

*, indicate significance where p<0.05, as determined by a one-way ANOVA and the post hoc LSD (n=3).Error bars 

represent SD. 

 

Once the base-line levels of COX-2 expression were established in the 3D PC3 spheroid models, 

they were then exposed to NaS for 24h and the COX-2 expression levels determined again. As 

illustrated in Figure 5.13, NaS had little effect on the expression profile of COX-2 in the 

spheroids, until the top 10 mM dose, where there was a reduction of roughly 3-fold in COX-2 

gene expression (p=0.001).  
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Figure 5.13. Effect of NaS exposure on COX-2 gene expression levels in PC3 spheroids. *, indicate significance 

compared to the control, where p<0.05, as determined by a one-way ANOVA and the post hoc Dunnett's T3 (n=3). 

Error bars represent SD. 
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5.4 Discussion 

In this chapter, the aim was to develop a new test system to explore the potential mode of 

action of aspirin in a more realistic cell model. Thus, a 3D PCA spheroid model was developed, 

optimised and characterised for its growth, structure, and profiles of COX-2 gene expression 

and NF-κ B pathway activation with/without NaS treatment. In this study, 3D culture of 

prostate cancer cells (PC3) was based on agarose pre-coated 96-well plates. Agarose is a linear 

polysaccharide extracted from algae which demonstrates biosafety (non-cytotoxic) and 

histocompatibility (Jeon et al., 2005). It is rich in resources, so is low cost. Cell adhesion is 

strongly reduced by agarose that forms a stiff inert hydrogel, which prevents the cells from 

adhering to the plastic-ware and instead forces them to aggregate together (Amedee et al., 

1994; Strobel et al., 2018).  

When this system was being monitored, it was found that the size of spheroids fabricated was 

linked to the seeding density. The 50,000 cells / cm3 was decided as initial seeding 

concentration. At this starting concentration of cells, the spheroids’ viability reached a peak 

by the 4th day of the culture and after this point, increasing necrosis and hypoxia was found in 

the core of the PC3 spheroids, with it being most notable from day 7. Lumens were formed by 

the 3rd day of culture, indicating functionality and maturation of the PC3 spheroids. 

Interestingly, the 3D structure promoted elevated expression of COX-2 as compared with 

conventional monolayer culture, with consistently high expression over 7 days of culture. For 

the NaS treatment regime, it was established that dosing had to be conducted by no later than 

day 4 as this allowed sufficient time for formation of a mature spheroid, while still ensuring 

the spheroids were viable for the experimental period. Finally, NaS’ effects on growth, COX-2 

expression profiles, and the NF-𝜅 B pathway in the 3D PC3 models were investigated. The 
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outcome of these investigations confirmed the anti-cancer effects of NaS, but they were not 

as prominent as noted when PC3 cells cultured in 2D were exposed to NaS (Chapter 4).  

5.4.1 Rationale for selection of seeding density and dosing time point 

Currently, in vitro drug-sensitivity experiments generally use traditional monolayer culture, 

while the target of the drug in vivo is usually a solid tumour with a 3D organizational structure. 

Heterogeneity of tumour cells are very well understood (Singh et al., 2016; Breslin and 

O’Driscoll, 2013), where a wide range of interactions are known to occur between different 

cell types, matrix and cells, cells and media, and cell and gravity. Therefore, the growth status 

of monolayer cultured tumour cells is not very representative of the in vivo situation; tumour 

cells grown in 3D in vitro culture are however better able to simulate the real situation, to 

improve our understanding of tumour biology and drug’s efficacy with less reliance on animal 

testing (Hosseinkhani, 2012; Breslin and O’Driscoll, 2013b; Edmondson et al., 2014). 

In this study, when single cell suspension was inoculated into the coated-96-well plate, cells in 

each well aggregated and fused with each other and then spontaneously formed tumour 

spheroids in a short time (less than 24 h). This method to fabricate spheroids can produce 

them with similar consistency, whereas spinner flasks, NASA rotary system and hanging drop 

methods tend to generate spheroids with variation in size and shape (Singh et al., 2016). As 

illustrated in Figure 5.1, the size of the PC3 spheroids seeded at 50,000 cells / cm3 was usually 

consistent (±SD≤ ~10%) across Day 1 to Day 5, which is important for obtaining reproducible 

results in any further research work using the test systems (Singh et al., 2016). The non-

homogeneity in relation to spheroid sizes can result in inconsistency such as in the tumour cell 

microenvironment, including variation in nutrient/oxygen gradients, hypoxia and metabolic 
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stress (Gong et al., 2015). Consequently, these could affect the models’ response to drugs and 

its biological behaviour (Singh et al., 2016). The 3D in vitro model generation method utilised 

in the present study has also been demonstrated by others to be more promising in mimicking 

the in vivo environment to screen for drug efficacy (Gong et al., 2015). 

In this chapter, the purpose for establishing the optimal seeding density was complimentary 

and supported the rationale for selection of starting seeding concentration as well as the 

window for exposures. MTT assay results confirmed that cell viability of spheroids seeded at 

50,000 cells / cm3 and 100,000 cells / cm3 was optimal until the 7th day of culture. This was 

supported by confocal microscopy with Hoechst and PI, where necrosis in the core of PC3 

spheroids increased dramatically after the 7th day in spheroids seeded at 50,000 cells / cm3, 

while the 100,000 cells / cm3 spheroids exhibited substantial necrosis from day 4. This data 

supported the use of 3D models generated using a 50,000 cells / cm3 seeding density. In our 

culture model, by the 3rd day of culture, 97% PC3 spheroids were found with one or two 

lumens. This formation is based on generation of a functional lumen driven by the cellular 

machinery (Fatehullah et al., 2013). The lumens within the prostate is filled with fluids of the 

organ secreted by surrounding epithelial cells. Although a distinguished lumen space or gland 

might be difficult to see in tissues with higher Gleason score, lumens have been seen as a 

target of treatment. Drugs such as aspirin or other anti-inflammatory drugs are thought to be 

more effective in treating prostate cancer if they are able to reach and stay in the lumens 

within the prostate for a sufficient period of time (Nelson et al., 2012). Thus, the formation of 

these structures in the spheroids was particularly pertinent and exposure to NaS was designed 

to occur after the 3D models had matured sufficiently to form these lumens. When COX-2 

base-line gene expression levels were investigated in the spheroids, it was roughly 2-fold-
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higher than the COX-2 levels PC3 cells grown in 2D, although there was no difference amongst 

spheroids from Day 1 to 7 of culture. The reason for the difference could be the 

microenvironment (Taddei et al., 2013). To sum up, the optimal seeding density for the 3D 

PC3 spheroids was 50,000 cells / cm3 and they were treated on the 3rd day of culture.  

5.4.2 Oxygen availability in spheroids 

The O2 availability inside the PC3 spheroids was determined by Ru(ddp) staining followed by 

confocal microscopy-based imaging. It was found that an increase in fluorescence signal 

occurred in the core of PC3 spheroids from the 4th to 7th day of culture (Figure 5.4, and Z-stack 

images can be found in Appendix 5). As Ru(ddp) staining is not quantitative, this data was 

supported by an RT-PCR approach to evaluate the expression levels of miR-210. Which also 

confirmed that miR-210 gene expression was upregulated by the 4th day of culture (p=0.02).  

We mainly consider the following reasons for the drop-in cell viability and increased necrosis 

with increasing time of 3D culture growth: lack of oxygen, nutrition, and accumulation of 

metabolites in the core of the PC3 spheroids. Our results show that the live cell number in the 

3D environment gradually increased in the initial stage, and the number of live cells decreased 

as the incubation time prolongs while the size decreased. This decrease in diameter is likely 

due to the formation of tightening cell spheres coupled to necrosis in the core over time. Thus, 

this study demonstrates that the PC3 cancer cells located in the outermost layer of the PC3 

spheroids were live and were able to proliferate, but with time, the PC3 spheroids became 

more compact and the centre of the 3D structure began to experience hypoxia. This coupled 

to an inadequate supply of nutrients in the centre of spheroids result in the cells within the 

core becoming quiescent, and eventually necrotic, which has also been observed in the 

scientific literature (Ma et al., 2012). This is very similar to the microenvironment in tumour 
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tissue in vivo, especially during the pre-angiogenesis stage of tumorigenesis. Cancer cells in 

the centre of tumours suffer from hypoxia and inadequate supply of nutrients and oxygen, 

and metabolic waste cannot be discharged rapidly (Parks et al., 2017). The local 

microenvironment is not suitable for cancer cells' survival. Cells grow slowly or even become 

necrotic. However, tumour cells at the junction of tumour tissue and normal tissue grow 

actively, indicating the dependence of cancer cells on adjacent non-neoplastic cells (Hamilton, 

1998; Tarin, 2012). In many solid tumours, hypoxia is common and is closely associated with 

tumorigenesis. Figure 5.3 shows PI-positive (dead) cells in the central core and live cells at the 

periphery. This distribution of live and necrotic cells in this chapter are therefore 

representative of solid tumours in vivo.  

5.4.3 Response of PC3 spheroids to NaS 

The efficacy and behaviour of NaS was compared between the 3D PC3 models and the 

response of the same cells cultured in 2D. In this study, the MTT assay was utilised to 

investigate NaS’ effects on PC3 cell growth. The top aspirin doses (8 and 10 mM) significantly 

reduced cell viability in PC3 spheroids by 6.7% and 8.4% respectively (p=0.049 and 0.048), 

while a lower dose of 4mM caused a 13% reduction of viability in 2D culture (p<0.001). Thus, 

compared with 2D cultured cells, PC3 cells grown in a 3D spheroid format were less sensitive 

to NaS. This correlates with other reports in the literature where cell lines such as the ovarian 

carcinoma cell lines (including 1847AD, FUOV1, and OV2008), hepatocarcinoma (HepG2) and 

prostate cancer (PC3 and LNCaP) demonstrate an increase in drug resistance in 3D culture 

environment, where the degree of differentiation of the tumour cells is more similar to the 

tumour tissue (Lee et al., 2013; Fitzgerald et al., 2015; Xu et al., 2013b; Lv et al., 2017). It 

should however be noted that where viability was reduced in the 3D models, it generally was 
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marginal. For example, in Figure 5.8, at 10 mM dose, viability was only slightly reduced at 92 

± 5.09%. Although, statistically this was significant, the p value was 0.048; thus, it only just 

reached statistical significance and is unlikely to be biologically significant given this minor 

reduction in viability at the top 10 mM dose. 

It has been argued that the experimental results of drug susceptibility testing in a 3D culture 

environment can more truly reflect the drug efficacy in vivo and is therefore an important tool 

for in vitro efficacy studies to minimise the requirement for in vivo testing (Lee et al., 2013). 

The mechanism underlying the increased tolerance to drugs in 3D culture systems is not yet 

clear, but this has drawn wide attention. It has been reported in the literature that it may be 

related to the different gene expression profiles in 3D culture (as compared to the same cells 

in a 2D environment), hypoxia (which is more representative in 3D culture and rarely happens 

in 2D unless a specialist incubator is utilised) and more in vivo like interaction with 

extracellular matrix components in 3D culture (Liu et al., 2015b).  

In the present study, the MTT assay was selected to evaluate cytotoxicity. This assay is based 

on reduction of MTT to formazan in the living cells’ mitochondrial dehydrogenase (such as 

succinate dehydrogenase) while the dead cells are not capable of this. In the present Chapter, 

NaS was found to reduce the viability of PC3 cell spheroids by approx. 10% using the MTT 

assay. It is however important to note that in Chapter 3, NaS was found to disrupt 

mitochondria at doses of 8 and 10 mM in PC3 cells. It is therefore difficult to determine if the 

reduced viability is a direct cause of mitochondrial loss or if another pathway involved in 

promoting cytotoxicity could be involved. Mitochondria disruption is an early event in 

apoptosis (Yasugi et al., 2002; Tait and Green, 2013; Carlson et al., 2014). In the future, it would 

be useful to further evaluate the cytotoxicity pathways involved using other supportive assays 
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that are not reliant on mitochondrial fidelity. For example, investigation of the caspase 

pathways by both western blots and ELISA together would be an alternative. The trypan blue 

assay is another option to explore apoptosis but it this method is more time intensive.  

In the current study, varying transcriptional profiles and greater hypoxia in the 3D tissue mode 

are also likely to be responsible for the differences in response to NaS for PC3 spheroids vs. 

PC3 cells in 2D. However, the influence of these factors when comparing the specific 

mechanism underlying the difference between 2D vs 3D models remains to be further 

explored. Additionally, it is important to note that the 3D model utilised here only consists of 

a single cell type and so does not completely reflect the in vivo microenvironment where 

multiple cell types communicate with each other. This could also be very important in 

governing the impact of NaS exposure and its potential anti-cancer properties. Further 

investigation in this area could involve the development of co-culture 3D models. For example, 

PC3 cells could be co-cultured with hFOB 1.19 osteoblast cells in 2D and in 3D on pre-coated 

plates or collagen scaffolds simulating the bone microenvironment (ratio 1:1 or as determined 

by optimisation). Then the response of these co-cultures to NaS could be evaluated to 

understand its impact on the response to NSAIDs.  

5.4.3.1 Aspirin effects on NF-𝜅B pathway in 3D culture 

The activation of NF-𝜅B plays an important role in the development of tumours. It is known 

that NF-𝜅B activation is closely related to tumour formation, angiogenesis, distant metastasis, 

anti-apoptosis and chemoresistance (Pikarsky et al., 2004). Aspirin anti-inflammatory activity 

has been reported to function through inhibition of NF-𝜅B and COX-2 (Liu et al., 2008; Shi et 

al., 2017). Additionally, aspirin is thought to constrain the activity of NF-𝜅 B and via this 
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mechanism, potentially repress the growth of prostate cancer cells in vitro and in vivo (Liao et 

al., 2015).  

As the NF-κ B pathway is activated constitutively in PC3 cells, the PC3 spheroids were not 

treated with TNF-α as a pre-treatment to activate the pathway as is often required in in vitro 

studies (Garg et al., 2012). To investigate the effect of aspirin on NF-κ B signalling in a 3D 

environment and to compare the effects with the 2D environment, the NF-κB activity was 

explored in this investigation using western blots measuring nuclear p65 and cytoplasmic IκB𝛼 

when PC3 spheroids were treated with NaS. As a result, it was found that in the 3D 

environment, Iκ B𝛼  expression was increased after 2-h’s exposure to 8 and 10 mM NaS 

(p<0.05) as well as the 0.5h’s exposure to 10 mM NaS, while p65 expression was decreased by 

8 and 10 mM NaS 2h exposures (p <0.05) and 0.5-h-exposure of 10 mM NaS. It should however 

be acknowledged that western blots are semi-quantitative and so statistical analysis of this 

data has limitations. For example, in Figure 5.10, there appeared little difference in nuclear 

p53 expression, but when densitometry analysis was applied, as illustrated in Figure 5.11, 

nuclear p65 expression was significantly reduced at 0.5 h for 10 mM NaS and at 2 h for 8 and 

10 mM NaS. This significance was borderline and given the limited visual difference in the 

western blot itself, this outcome should be interpreted with caution. Thus, in order to 

corroborate this result, further experimentation using alternative techniques that are less 

subjective than western blotting is required. One option for future work is to use an ELISA 

approach to evaluate down-stream protein expression levels that are key targets for the NF-

κB pathway, such as IL-1𝛽 in relation to metastasis, as found in Chapter 3. This would provide 

additional supportive data for the activation of the pathway in response to NaS. ChIP would 

also be a useful technique to more specifically determine the activity of the p65 protein 
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binding to relevant genes in order to demonstrate if the reduction of COX-2 gene expression 

is directly related to regulation of NF-κB.   

When NF-κB is activated, the I𝑘B kinase (IKK) promotes phosphorylation of IκB𝛼 utilising ATP. 

This results in IκB𝛼 degradation, releasing p65 from the p65-IκB complex, thus promoting 

p65 nuclear entry. There is evidence that aspirin inhibits the activity of the NF-κB signalling 

pathway through blocking IKK-β. Aspirin or NaS is able to directly bind IKKβ and IKK loses the 

ability to bind ATP; therefore, the kinase activity of IKK is inhibited (Gamble et al., 2012). As a 

result, phosphorylation activity of IκB𝛼 is attenuated (Shi et al., 2017). Therefore, following 

the NaS treatment, more IκB𝛼 in cytoplasm was detected, preventing release of p65 and its 

nuclear entry. The evidence therefore indicates that NaS is able to suppress the activation of 

NF-κB in the 3D PC3 spheroids and the mechanism is summarised in Figure 5.14.  

 

 

Figure 5.14. Schematic representation of NF- κ B suppression due to NaS treatment. NaS suppression blocks the 

phosphorylation of IKK, therefore, the dimer p50-p65 cannot be released. Finally, there will no p50-p65 to enter 

the nucleus.  Source: Xia et al., 2014; Imani Fooladi et al., 2012.  
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There are several publications in the scientific literature that suggest aspirin or NaS are able 

to suppress the NF-κ B pathway. However, no reports have explored this connection in 3D 

culture models; thus, the data generated in the present study is highly novel. When aspirin 

was exposed to other PCA cell lines including DU145 and LNCaP, a strong reduction in 

activation of NF-κB was reported (Shi et al., 2017; Bilani et al., 2017). Activity of IκB kinase 

(IKK)- β was firstly weakened and then they also found that phosphorylation of IκBα, as well 

as translocation of NF-κB p65 to the nucleus was suppressed following aspirin treatment (Shi 

et al., 2017). The study of the inhibition of NF-κB by NSAIDS in vivo and in vitro, indicates that 

the effect of NSAIDs on NF-κB, cell proliferation and immune activation are potential factors 

for preventing malignant transformation (Chattopadhyay et al., 2010). Nitric oxide-aspirin 

reduces NF-κ B protein levels, while aspirin also inhibits the growth of HT-29 human colon 

cancer cells (Chattopadhyay et al., 2010). A reduction in NF-κB activity has also been observed 

in a range of cell lines following aspirin treatment including U2OS and MG63 osteosarcoma 

cells, colorectal cancer cells and colon cancer cells (Liao et al., 2015; Chen and Stark, 2017; 

Pathi et al., 2012). It should be noted that all the results cited above were obtained in 

monolayer culture systems. As mentioned earlier, 3D culture is often able to offer increased 

resistance to drugs, thus, it is probable that if those experiments were carried out in 3D culture 

models, the effects observed may have been weakened.  

5.4.3.2 Aspirin effects on COX-2 expression in 3D compared to 2D culture 

COX-2 is overexpressed in prostate cancer, which can promote the proliferation of prostate 

cancer cells, and inhibit the apoptosis of prostate cancer cells (Liao et al., 2015). COX-2 also 

promotes the angiogenesis, metastasis, and infiltration of cancer cells including breast cancer 

cells and prostate cancer cells (Gan et al., 2016; Rajabi and Mousa, 2017). As COX-2 plays an 
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important role in the development of prostate cancer, COX-2 inhibitors also play a role in the 

treatment of prostate cancer (Wang et al., 2012; Mutter et al., 2009). To better understand 

the potential mechanisms underlying aspirin’s potential anti-cancer effects in PCA, we treated 

the 3D cultured PC3 spheroids with NaS and observed their sensitivity to the drug, as 

compared to PC3 cells cultured in a monolayer. The baseline analysis of COX-2 gene 

expression for 2D versus 3D results in this chapter showed that PC3 in 3D culture had higher 

levels of COX-2 mRNA than that of the traditional monolayer cultures. These results are in 

agreement with Sha et al. where they also reported that COX-2 expression is elevated in 3D 

prostate cancer models (Sha et al., 2013). They established a 3D culture model based on 

DU145 cells and found that COX-2 expression was 9 fold-higher in DU145 spheroids after 3 

days of culture than DU145 cell grown in 2D (Sha et al., 2013). The reason for the difference 

between 2D and 3D expression patterns of COX-2 is speculated to involve microenvironmental 

signals of necrosis in the core that may also orchestrate gene expression changes in the 

tumour cells (Sha et al., 2013; Ma et al., 2012). COX-2 expression levels did not increase when 

a monolayer culture method was used to grow DU145 cells in glucose-free DMEM medium or 

in a hypoxia environment; however, when DU145 cells were co-cultured in a 2D environment 

with the core of necrotic DU145 cells, the COX-2 expression level was indeed increased (Sha 

et al., 2013). Therefore, the increased expression of COX-2 in 3D environment may be related 

(in part) to the central necrosis cells.  

When NaS was exposed to PC3 spheroids, only the 10 mM NaS dose was found to cause a 

significant reduction in COX-2 mRNA levels (p=0.005, in Figure 5.13). This is linked to the MTT 

assay results where 8 and 10 mM NaS caused significant loss of cell viability (Figure 5.8). These 

results are consistent with a study where celecoxib treatment in COX-2 transgenic mice with 
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pancreatic ductal adenocarcinomas, completely eliminated COX-2 gene expression and 

inhibited the tumour formation (Wang and DuBois, 2010). Aspirin eugenol ester (AEE), which 

has similar efficacy to aspirin and eugenol was synthesized to avoid side effects. When this 

AEE was fed to Wistar male rats, their COX-2 expression decreased substantially (Ma et al., 

2017). There are limited studies that have evaluated the relationships between NSAIDs and 

COX-2 gene expression in 3D culture or in vivo. However, there are many experiments in 2D 

culture systems that have demonstrated COX-2 expression can be reduced by aspirin or 

salicylate (Sharma and Sharma, 1997; Hugo et al., 2015; Oates et al., 2015; Yuan et al., 2016).  

In this Chapter, NaS was found to be less effective in 3D PC3 cell cultures than when the same 

cells are cultured in 2D. There are several possible reasons for this difference, with a key one 

being the difference in COX-2 gene expression profiles between the two culture formats. 

Despite the greater levels of COX-2 gene expression, the same concentrations of NaS were 

applied to the 2D and 3D PC3 cell cultures. It is, therefore, possible, that a higher 

concentration of NaS is required in the 3D cultures to see a more effective anti-cancer effect 

due to the higher nascent COX-2 gene expression profile. Moreover, the compact 3D cell format 

should not be forgotten. This compact structure, in fact, makes it more difficult for the NaS to 

reach all the cells in the spheroid efficiently. Conversely, in 2D culture, PC3 cells were grown 

flat at the bottom of a flask, leaving a large cell surface area is exposed to the NaS. Thus, NaS 

may be more readily internalised in a more significant proportion of cells in 2D than in a 3D 

spheroid, resulting in a greater toxic effect in 2D culture. In addition, in this Chapter, the 

centre of the PC3 cell spheroids were noted to be hypoxic, which could further contribute to 

the difference between the 2D and 3D cell response to NaS.  
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In summary, the agarose-based PC3 spheroid culture model utilised in this study offers 

uniform-sized PC3 spheroids that can be reproducibly constructed. From the 3rd day of culture, 

the PC3 spheroids are seen as a functioning and mature model for undertaking molecular 

studies into PCA. Decreased drug penetration, hypoxia, and altered COX-2 gene expression 

profiles were observed in PC3 cells cultured as spheroids when compared to the same cell line 

cultured in a 2D format. NaS had less efficacy in the 3D PC3 models as compared to the 2D 

monolayer culture of these cells with only the top dose (10 mM) able to reduce COX-2 

expression, while p65 nuclear localisation was reduced by doses ranging from 6 to 10 mM.  
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Chapter 6 General Discussion 

Prostate cancer is one of the most common malignancies in the male reproductive system. 

The onset of disease increases with age, and its incidence is markedly regional, accounting for 

the second largest number of male cancer deaths (Pandeya et al., 2010). At present, the cause 

of prostate cancer is not yet clear, and may be related to factors such as heredity, environment, 

and sex hormones. A total of 98% of prostate cancers are adenocarcinomas and often occur 

in the peripheral part of the prostate. Most of them are multifocal cancers (Rothwell et al., 

2012). Many patients with prostate cancer have no obvious clinical symptoms in the early 

stage and the cancer is often found following rectal examinations, serum PSA tests, or 

histological examination of biopsies. Pathological grading of prostate cancer is based on the 

Gleason grading system (Gleason, 1977; Baig et al., 2015; Beauval et al., 2016). The staging of 

prostate cancer can guide the choice of treatment methods and the evaluation of prognosis. 

The staging can be determined by the results of DRE, CT, MRI, ECT, PSA, and lymph node 

dissection for TNM staging. The T stage represents the location of the primary tumour, which 

is mainly determined by DRE, MRI, and positive biopsies. N stage represents lymph node status 

as determined by localised diagnosis of lymph node dissection, including open or laparoscopic 

resection. While, the M-staging refers to the presence of metastasis, which can be confirmed 

by whole-body radionuclide bone imaging or MRI.  

In the past decade, the treatment of prostate cancer has made great progress. Radical 

prostatectomy is one of the most effective ways to cure localised prostate cancer, but patients 

may still suffer recurrence or distant metastasis (Shipley et al., 2017; Struss and Black, 2017). 

In addition to radical surgery, external radiation therapy and close-beam irradiation therapy 
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are the selected radical treatment for localised prostate cancer. The latter in particular can 

improve the localised dose to the prostate and reduce the radiation dose to the surrounding 

rectum and bladder, which are associated with radiation side effects.  

Aspirin, also known as acetylsalicylic acid, has antipyretic, analgesic, anti-inflammatory, 

platelet aggregation and antithrombotic effects, and is increasingly used in clinical practice. In 

recent years, the anticancer effect of aspirin has received extensive attention. In particular, 

the prevention or inhibition of prostate cancer has become a hot topic. Studies have 

demonstrated that long-term use of aspirin can significantly reduce the incidence of multiple 

cancers, including prostate cancer (Lee et al., 2008; Piazuelo et al., 2016; Shiao et al., 2017; 

Hua et al., 2018). A retrospective cohort study examined the preventive effect of low-dose 

aspirin on prostate cancer. The study included 13,453 subjects and the use of low-dose aspirin 

reduced the incidence of prostate cancer by 54% (HR = 0.46). Benefits were more common in 

subjects who used low-dose aspirin more than twice weekly (HR = 0.60). In addition, the study 

demonstrated a 57% reduction in the incidence of prostate cancer with low-dose aspirin ≥ 5 

years (HR = 0.43) (Lapi et al., 2016). The study of Yang et al. (2016) also found that aspirin can 

reduce the incidence of prostate cancer and delay the transition from prostate hyperplasia to 

prostate cancer. A further investigation in the United States demonstrated that anticoagulant 

therapy (especially use of aspirin) was associated with lowering prostate cancer-specific 

mortality (PCSM) in patients undergoing radical prostatectomy or radiation therapy, which was 

published in 2012 (Choe et al., 2012). The study included 5,955 patients with localised prostate 

cancer who underwent radical prostatectomy or radiotherapy, and 37% received 

anticoagulation treatment. At a median follow-up of 70 months, the 10-year PCSM in the 

anticoagulant group was significantly lower (3% to 8%) than in the non-anticoagulant group. 
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The benefit was more pronounced in high-risk patients; multivariate analysis suggested an 

independent correlation between aspirin and reduction in PCSM risk (HR=0.43, p=0.02) (Choe 

et al., 2012). Despite these clear benefits of aspirin use, our understanding of aspirin’s 

underlying mechanisms of action on cancer cells are limited. Enhancing our knowledge in this 

area is of importance to better understand the advantages and limitations of aspirins’ use to 

support the clinical management of prostate cancer patients. Hence, the overall aim of this 

thesis was to explore the functional and mechanistic effects of aspirin on PCA cells.  

The first line of analysis undertaken was the investigation of the effects of NaS on prostate 

cancer cells, including growth, COX-2 expression, morphological changes, cell cycle and wider 

gene expression changes in PCA cells in Chapter 3. In this chapter, NaS was able to reduce RPD 

values of PNT2, DU145 and PC3 cell lines, resulted in increased Ca2+ levels, as well as reduced 

number of mitochondria in PCA cells. Baseline COX-2 gene expression levels were found to 

differ in the three cell lines included in this study; PC3 had the highest level of COX-2 while 

there was barely expression in PNT2. Interestingly, following NaS exposure, COX-2 expression 

was reduced in both DU145 and PC3 cell lines. NaS treatment also reduced the nuclear area 

in PC3 and DU145 cells, and at higher doses increased MN formation, which was associated 

with aneugenicity. Finally, a PCR array was performed in order to identify potential 

mechanistically important signalling pathways induced or repressed by NaS exposure. Only 

one replicate was performed with the PCR array as this array system was simply used as an 

indicator, to identify key genes that would undergo further, more robust analysis by RT-qPCR. 

The limitation with this approach was that individual sample variation was not taken into 

consideration with the PCR array and so it meant that genes were identified as up-/down-

regulated in the array, which did not subsequently correlate with the more robust RT-qPCR 
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analysis. In an ideal world, a triplicate PCR array would have provided more reliable target 

genes for further analysis, but nonetheless this approach did identify CXCR2, IL-β1 and NR4A3 

in PC3 cells as interesting downstream target of NaS.  

NaS is one of the clinical NSAIDs. Its main mechanism of action is to reduce prostaglandin 

secretion by inhibiting COX activity. In recent years, studies have found that in addition to anti-

inflammatory effects and anticoagulant effects, NaS also has a certain anti-cancer effect, that 

is the inhibition of tumour cell proliferation induced apoptosis (Ruan and So, 2014). At the 

same time, some scholars have pointed out that NaS can assist the treatment of many cancers 

by increasing the sensitivity of tumour cells to chemotherapeutic drugs. For example, it has 

been found that the incidence of rectal cancer was significantly reduced in people taking long-

term NaS and it has also been found that NaS can effectively reduce the incidence of 

endometrial cancer in obese women (Gómez et al., 1997; Kutuk and Basaga, 2004; Ding et al., 

2014). Therefore, NaS is worthy of further clinical research because of its anti-cancer effect. 

Numerous studies have demonstrated that chronic inflammation featured with over-

expression of COX-2 is closely related to the occurrence and development of various tumours 

(Vendramini-Costa and Carvalho, 2012). Evidence from genetic and clinical studies suggests 

that increased COX-2 expression is one of the key steps in carcinogenesis (Kim et al., 2011; 

Vendramini-Costa and Carvalho, 2012). Most studies have found that COX-2 is also over-

expressed in prostate cancer tissues and is closely related to stage and prognosis (Shao et al., 

2012; Bonkhoff, 2012).  

In Chapter 4, the MoA of aspirin as well as the role of the COX-2 and NF-κB pathways was 

studied. In Chapter 3, it seemed that sensitivity to NaS was related to COX-2 expression levels 

in the PCA cell lines. As a transcription factor, NF-κB is directly involved in the regulation of 
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COX-2 expression. Di et al. (2010) demonstrated that Toll-like receptor 9 (TLR9) can stimulate 

NF-κB-dependent COX-2 expression in the PC3 cell line in a time and dose dependent manner 

under the action of agonist CpG oligodeoxynucleotides. In addition, the study evaluated three 

prostate cell lines (RWPE-1, LNCaP and PC3) and demonstrated that vasoactive intestinal 

polypeptide (VIP) could stimulate COX-2 expression and accelerate transformation from 

normal androgen-dependent prostate tissue to androgen-independent prostate cancer 

(Fernández-Martínez et al., 2007). Further, by detecting the level of NF-κB p50 in each cell line, 

VIP can stimulate the transfer of p50 from the cytoplasm to nucleus in LNCaP cells and PC3 

cells (Fernández-Martínez et al., 2007a). This suggests that COX-2 expression induced by VIP 

stimulation in prostate cancer cell lines is achieved by activating the NF-κB pathway. Zhi et al. 

(2009) has demonstrated that guanine nucleotide exchange factor SmgGDS (an activator of 

many small GTPases in Ras and Rho family) can up-regulate the gene expression of COX-2 

which is related to the NF-𝜅B pathway, thereby promoting the occurrence and development 

of prostate cancer. In the present study, it was consequently assumed that COX-2 was one of 

the mediators for the anti-tumour effects of NaS via the NF-κB pathway. Indeed, in Chapter 4, 

when the COX-2 gene expression was diminished by celecoxib treatment, NaS effects on 

growth, cell cycle arrest and morphological changes, which were found previously in Chapter 

3, were removed at lower doses (0-6 mM). However, the very high dose of 10 mM NaS was 

still able to cause significant, albeit low-level changes (p<0.05). To explore NaS effects on NF-

κB, we utilised two cell lines. PNT2’s NF-κB pathway was activated by TNF-𝛼 while PC3 cells’ 

NF-κB was intrinsically active. NaS was able to suppress the activation of the NF-κB pathway 

regardless of whether the cells were activated artificially or intrinsically.  

The results presented in Chapter 3 and 4 demonstrate that PCA cells are mostly in G0/G1 phase. 



 

 

 

202 

Following aspirin exposure, the proportion of cells at the G0/G1 phase of the cell cycle 

significantly increased at the 6, 8 and 10 mM dose groups over untreated controls (p < .05). 

Thus, PCA cell growth was delayed and suppressed by NaS intervention. The literature 

indicates that NF-κB p65 is ubiquitous in the cytoplasm of cells. When related stimuli (such as 

TNF) activate their biological activity, NF-κB p65 will enter the nucleus and exert its regulation 

of proliferation. In this study, NaS significantly reduced the expression of NF-κB p65 (p < 0. 05) 

in PCA, and the degree of inhibition demonstrated a correlation with NaS concentration. At 

the same time, the number of mitochondria decreased significantly (p < .05), indicating that 

NaS can also influence cellular metabolism and further promote apoptosis. Consequently, 

aspirin promotes cell death by stalling mitosis and reducing the energy source that is required 

for both cell proliferation and metabolism.  

In Chapter 4, NaS treatment suppressed NF-κB activation, IκBα phosphorylation, translocation 

of NF-κ B p65 to the nucleus and IKK-β activation in PC3 cells. This was associated with a 

reduction in invasion and migration capacity of these cells. These results correlated with 

previous studies which have demonstrated that the inhibition of NF-κB significantly decreases 

cell invasion and angiogenesis in a prostate cancer animal model (Zhi et al., 2009; Fernández-

Martínez et al., 2007a). The molecular mechanisms underlying aspirins’ influence on NF-κB-

mediated invasion in prostate cancers cells have not been fully defined, although some useful 

insight exists in the literature. One study in PC3 cells reported that the inhibitory effect of 

aspirin on NF-κ B resulted in diminished secretion of urokinase-type plasminogen activator 

(uPA), which is thought to be a crucial molecule involved in cancer metastasis (Lloyd et al., 

2003; Shi et al., 2017). Furthermore, IKK-β overexpression reversed the inhibitory effects of 

aspirin on cell invasion (Shi et al., 2017).  
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The traditional in vitro planar cell culture models (2D model) are limited by the cell growth 

arrangement and the absence of extracellular matrix (ECM). Standard cell 2D culture therefore 

does not mimic the tumour microenvironment well (Montanez-Sauri et al., 2015). Prostate 

cancer cell lines have been sub-cultured for decades and therefore are likely far removed from 

primary tumours and the artificial monolayer structure limits the validity of 2D cell models in 

individualised therapeutic research. On the other hand, commonly used transgenic animal 

models, such as TRAMP mice, have expensive breeding costs, longer modelling cycles, and 

non-human homologous prostate tissue sources which make the animal models difficult to 

widely apply (Hurwitz et al., 2001; Hensley and Kyprianou, 2012). Therefore, in order to 

investigate NaS effects on PC3 cells in a more physiologically relevant environment and 

compare it against 2D culture, a culture system with a 3D format was needed. Thus, Chapter 

5 was in part, aimed at establishing a 3D model system utilising PC3 cells. This model was 

developed and its features were characterised, including growth rate, morphology, survival 

time, necrosis and COX-2 expression profile. Once a robust model had been developed, NaS 

effects on cells cultured in the 3D system were compared to cells grown in monolayer. The PC3 

spheroids did not grow as rapidly as the cells cultured in monolayer and their cells’ viability 

reached a peak by the 4th day of the culture. The spheroids exhibited higher expression of the 

COX-2 gene than cells cultured in a 2D system and the expression was consistent over 7 days 

of culture. It was also found that lumens were formed by the 3rd day of culture, indicating 

functionality of spheroids. However, the potential luminal structures found in the PC3 

spheroids need further investigation and characterisation. Thus, future work should utilise an 

immunohistochemistry-based approach with an antibody specific to prostate-specific 

membrane antigen (PSMA) to determine and verify if the structures observed in this study are 

indeed lumen. PSMA immunoreactivity is typical of luminal structures in the human prostate, 
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thus, it is hypothesised that membranous subluminal staining would be observed in the 

luminal structures of the 3D spheroids developed within Chapter 5. Although some 

preliminary work was undertaken in the present study attempting to embed the PC3 spheroids 

in paraffin wax to allow for immunohistochemical analysis, this embedding process was not 

successful as the PC3 spheroids could not be removed from the agarose layer without causing 

damage (data not shown). Thus, further optimisation is required to support 

immunohistochemical analysis of the 3D PC3 spheroid structure in the future, in order to more 

comprehensively characterise their histology. 

The characterisation work provided the time frame for NaS treatment, namely from 3rd day to 

5th day of culture with a seeding density of 50,000 cells / cm3, as defined by sufficient cell 

viability and limited hypoxia in the spheroid core during this period. Upon NaS treatment, the 

viability of spheroids was reduced significantly at higher doses of 8 and 10 mM. COX-2 

expression was only down-regulated by 10 mM NaS. However, the NF-κB pathway was not 

affected by NaS exposure in the 3D culture system. For example, 0.5 h-exposure of NaS at 6 

mM was able to prevent p65 translocation to nuclear region in PC3 cells, while even higher 

doses failed to do so in 3D culture. Thus, in Chapter 5, it was found that NaS effects on 

spheroids were not as prominent as the effects on cells cultured in 2D culture systems. This is 

of importance given that the 3D culture system is more similar to the in vivo situation, and is 

clearly less sensitive than the standard 2D cell culture format due to limitations in access of 

the drug to all cells in the model.  

In Chapters 4 and 5, much of the data generated was based on western blots. Western blots 

typically employ densitometry analysis with proprietary software based on three replicates, 

thus it is a semi-quantitative form of analysis. In both Chapters, there were several 
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densitometry data points that were borderline significant (e.g. P=0.048) but did not appear to 

be a prominent change in protein expression when reviewing the associated western blots. 

These data points need to be considered with some caution because of the semi-quantitative 

nature of the technique. In the future, it is therefore important to further corroborate the 

western results generated for p65 and Iκ Bα , in follow-up studies utilising protein analysis 

methods that generate either complimentary semi-quantitative or more quantitative 

techniques. For example, in situ fluorescent imaging approaches using secondary antibodies 

conjugated to a fluorescent fluorophore would be very useful in providing further visual data 

on subcellular localisation of the proteins under investigation. This technique has a greater 

upper linear range of detection than that of chemiluminescent-based methods used for 

western blotting and so would provide greater quantitative power, which was lacking in the 

present study (Bass et al., 2017).   

The findings in Chapter 5 are of interest because a previous study found that only long-term 

administration of aspirin was an effective clinical method for prostate cancer or other cancers 

(Lapi et al., 2016; Choe et al., 2012; Bilani et al., 2017). Aspirin is used in different doses and 

dosage forms; therefore, its effect on preventing and treating tumours also varies. It has been 

found that the use of aspirin to prevent tumours was dose-dependent (Cao et al., 2016). The 

relative ratio (RR) was 0.99 if aspirin is administrated weekly from 162.5 to 487.5 mg while RR 

is increased to 0.94 when patients took over 4,875 mg of aspirin weekly. The risk of developing 

a tumour also decreases with increasing dose. A meta-analysis included 71 randomised 

controlled trials and 104,101 subjects followed for an average of 60 months. Paired analysis 

demonstrated that 100 mg of aspirin per day was the optimal dose to reduce tumour 

morbidity and mortality while reducing the incidence of adverse events such as bleeding. In 
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addition to dose, the form of the drug also matters. Aspirin capsules have a better effect on 

the reduction of tumour morbidity and mortality, while aspirin-controlled release tablets have 

a better preventive effect on cerebrovascular diseases (Lotrionte et al., 2016). The effect of 

aspirin on the prevention and treatment of tumours is also related to the time and frequency 

of administration. Wu et al. conducted a dose-response analysis of 24 studies and found that 

the use of aspirin or other NSAIDs ≥ 2 years reduced the risk of gastric cancer by 5% and 

11%, respectively (Wu et al., 2016). The use of aspirin 5 times a week is the threshold for the 

prevention of gastric cancer. With the continuous use of aspirin for 10 to 19 years, the 

incidence of colon cancer decreased by 40% (RR = 0.60), and the risk of colon cancer death 

decreased by 33% (RR = 0.67) with a continuous use for 20 years (Chubak et al., 2016). 

Similarly, to the present study, in multi-tumour epithelial ovarian cancer cell microspheres 

formed in the 3D culture environment, the degree of differentiation of the tumour cells was 

higher, which more closely replicates the human body than that of the tumour cells in 2D. 

Therefore, the study authors believe that the experimental results of drug sensitivity testing 

in a 3D environment can more realistically reflect the drug tolerance of cells in vivo (Lee et al., 

2013). It should not be neglected to mention that NaS was indeed toxic to the normal cell line, 

PNT2 cells, in 2D culture. However, owing to the increased sensitivity of 2D culture to drugs, 

it is likely that a longer exposure time or higher dose is actually required to adversely affect 

normal prostate cells. Nonetheless, this requires further research, and both the administration 

dose and time of aspirin delivery would be vital to carefully establish if aspirin was applied 

clinically for prostate cancer treatment.  

It is widely believed that COX-2 is linked to drug resistance in cancer (Sui et al., 2011; Kalle and 

Rizvi, 2011). In Chapter 3, DU145 had lower COX-2 expression than PC3 as well as lower 
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sensitivity to NaS than PC3 cells. In Chapter 5, there was a 1.5-fold-higher level of COX-2 gene 

expression in spheroids cells compared to 2D cells. Drug resistance is one of the most 

important factors affecting the efficacy of clinical therapies for cancer. The mechanism of 

resistance is complicated. The P-glycoprotein (P-Gp) encoded by the multidrug resistance gene 

(MDR) plays an important role in drug resistance (Pajak and Orzechowski, 2006; Miller et al., 

2006; Zhang et al., 2015b). A study found that COX-2 is closely related to MDR1/P-gp and other 

resistance-related genes and can regulate the expression of MDR gene in tumour cells 

(Bassiouny et al., 2010). In order to further confirm this idea, RT-PCR and Western blot could 

be used in the future to evaluate the expression profile of MDR1 and P-gp mRNA after COX-2 

intervention by NaS. The relationship between COX-2 gene expressions with MDR1/P-gp 

transcriptional levels in PCA cells may point to the importance of drug resistance linked to 

aspirin treatment.  

One of the advantages in 2D culture systems is the ability to use them for rapid screening; 

while the 3D models can more accurately reproduce the action mode and effect of anticancer 

drugs in the in vivo model, and exhibit tumour cell resistance similar to the in vivo model (Xu 

et al., 2014c) . Thus, there is benefits to using both systems in the field of drug development. 

For example, Härmä et al. (2015) used the prostate cancer 2D model to select 25 species of 

betulin derivatives with stronger anti-invasive and metastatic potential from 93 compounds 

and then used a 3D model for rescreening to study cell viability and proliferation effects on 

the cell cycle and its non-specific cytotoxicity. Furthermore, the phenotypic analysis of tumour 

microspheres was carried out to verify the target of the compound. There are also efforts to 

increase the throughput of 3D models, which are traditionally quite limited when it comes to 

high-throughput evaluations. In this area, Chambers et al. (2014) established a high-
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throughput drug test platform that used a mould to form a microwell array on a 

polydimethylsiloxane plate, followed by injection of a mixed suspension of prostate cancer 

cells and high-speed centrifugation. The cells agglomerated in the microwells to form 

microspheres. In this system, microspheres formed by prostate cancer cells survived 

successfully and exhibited cell morphology and drug resistance similar to those in vivo. Using 

this test platform, up to 600 microwells can be constructed per square meter, and up to 34,000 

microspheres can be generated in a 96-well plate. Combined with a microfluidic device, it is 

suitable for high-throughput drug screening tests. At present, the traditional 2D model is still 

dominant in prostate cancer research because of its wide recognition and low price. However, 

with the development of biomaterials and engineering technology and a deeper 

understanding of 3D cell culture systems, it is believed that the 3D tumour model will be 

recognised by more researchers and will be increasingly used as a research tool. 

From the data gained from the Chapters 3, 4 and 5, the mechanism for aspirin effects on PCA 

can be summarised as illustrated in Figure 6.1. Firstly, NaS is able to reduce COX-2 gene 

expression via the inhibition of the NF-κB pathway. The NF-κB pathway in PCA promotes the 

growth of cells. When this pathway is supressed, growth of the PCA cells was therefore 

inhibited. This inhibition of growth was partially due to cell cycle arrest at the G0/G1 phase via 

the COX-2 gene. The arrest resulted in prolonged cell cycle and a decrease in nuclear area, 

hence, the nuclear area and RPD values were reduced. NaS caused DNA damage (MN) and 

increased Ca2+ in the cells, which resulted in rupture of the mitochondria. The COX-2 gene also 

regulates other related genes, relevant genes, such as MMPs, which are involved in driving 

metastasis; thus, its suppression minimises these phenotypic changes in the cancer cells. 

Finally, PCA cells were less capable of exhibiting migration and invasion. However, within the 
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microenvironment of 3D culture, the above effects of NaS were somewhat reduced at 

equivalent doses, indicating that higher doses or longer-term exposures may be required in 

vivo.  

 

Figure 6.1. NaS affects COX-2 gene expression profiles via the NF-𝛋 B pathway. NaS supresses the pathway by 

inhibiting p65 translocation. Then, COX-2 expression cannot be induced by the NF-κB pathway, leading to PCA cell 

toxicity. 

 

From the literature and the results above, aspirin or NaS would be a promising drug for 

prostate cancer. However, aspirin has side effects, which have been reported in the literature. 

Oral administrated aspirin is absorbed rapidly, with a half-life of 6 to 15 minutes. After oral 

administration of 500 to 600 mg, the blood concentration can quickly reach 40 to 60 μg/mL 

(Osterhoudt and Penning, 2011). Long-term use of aspirin increases the risk of ulcers and 

bleeding. Aspirin acts directly on the gastric mucosa, destroys the protective barrier of the 

gastric mucosa, promotes the release of cytotoxic substances such as leukotrienes, and 

damages the gastric mucosa. Even at low doses (75 mg/day), the risk of complications such as 
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gastrointestinal injury and ulceration increased. The risk of bleeding and ulceration was 

significantly higher in patients older than 70 years (Robertson, 2013). Specific aspirates can 

cause allergic reactions such as rash, angioneurotic oedema, and asthma after taking aspirin 

(Stevens et al., 2015; Topaz et al., 2016). When the dosage is too high, mental confusion, 

convulsions, or even coma can occur. Symptoms can however be completely removed within 

2-3 days after drug withdrawal (VanWormer et al., 2012).  

As discussed in previous Chapters, further research could be done to support the study on NaS 

or aspirin in the clinical management of prostate cancer if time permitted. Several options for 

further research have been discussed above, but in addition, the effects of NaS on the invasion 

ability and migratory ability should be evaluated when COX-2 is completely knocked out. To 

facilitate this knock-out, siRNA or CRISPR/Cas9 technology could be utilised to remove COX-2 

expression and then the NaS exposure experiments in this thesis could be repeated. MMP-2 

expression and / or MMP-9 are related to metastasis. The Amersham BiotrakTM assays or 

Enzyme-linked immunosorbent assay (ELISA) can be used to measure specific MMP proteins 

following NaS treatment when COX-2 is expressed or knocked-out. Future work should also 

focus on the relationships between the mRNA and protein levels of VEGF and NaS when COX-

2 is expressed or knocked-out. The influence of the microenvironment should not be 

neglected. This could be evaluated through the development of a 3D co-culture system. For 

example, PC3 cells or other PCA cell lines could be co-cultured with osteoblast cells, such as 

hFOB 1.19, both in 2D and in 3D on pre-coated plates or collagen scaffolds, which simulates 

the bone microenvironment. Under this microenvironment, the experiments could be 

repeated again to understand the impact of aspirin on highly aggressive PCA cells, as highly 

invasive prostate cancer is substantially more difficult to treat and has poorer outcome with 
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higher morbidity, compared to the those men with low- and moderate localised PCA 

(Mossanen et al., 2018). 

Another important aspect for future work is a more thorough evaluation of cancer cell 

apoptosis induced by NaS. In Chapter 3, Ca2+ levels and mitochondria numbers were reduced 

due to exposure of NaS, which are related to the induction of apoptosis. However, to more 

comprehensively evaluate this endpoint, additional investigation is required as these 

measurements are not direct indicators of apoptosis. There are many different ways of 

detecting apoptosis, each with their advantages and disadvantages. In the past, the 

examination of apoptosis by microscopy or confocal microscopy following nuclear staining was 

considered to be an intuitive, simple, and reliable method, but it is time consuming and 

laborious (Elmore, 2007; Wlodkowic et al., 2011). Nuclear debris and apoptotic condensed 

chromatin can be localized by laser confocal microscopy. However, the evaluation of large 

samples numbers is difficult with such manual morphological analysis, it is not quantitative, 

and the judgment criteria are subjective, varying from person to person. An alternative 

imaging technique is the use of fluorescent markers (such as those sensitive to caspase 

activation and mitochondrial transmembrane potential (Δ ψm) decrease) for the detection of 

various internal changes in the signal transduction and intracellular environment of cells, 

which are associated with apoptosis (Lant and Derry, 2013). This technique is relatively simple 

and is low cost, plus the additional advantage of observation by microscopy is that it is a 

quantitative indicator. Therefore, observation by microscopy is one of most commonly used 

methods for apoptosis detection. However, quantification relies on manually counting 

different nuclear patterns within multiple fields of views, representing a limitation. Analysis of 

DNA separation in an agarose gel is another method for detecting apoptosis. Activated 
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endonucleases associated with initiating apoptosis cleaves the DNA strand to form nucleic acid 

fragments of about 180 to 200 bp length (He et al., 2009; Iglesias-Guimarais et al., 2012). 

Although, this phenomenon is a key stage in cell apoptosis, there are many factors that affect 

the quality of the experimental results; for example, the timing of collecting samples and 

whether the cell population has been adequately synchronized prior to initiating the 

experiment have a heavy influence on the subsequent data quality. Therefore, from a 

qualitative point of view, this method is not as accurate as microscopy and it cannot be used 

for quantitative purposes. Other techniques take advantage of the phenomenon whereby 

phosphatidylserine (PS) on the inner side of the cell membrane migrates to the outside of the 

cell membrane in the early stage of apoptosis (Kay and Grinstein, 2011). The phospholipid 

binding protein Annexin V has a high affinity for PS. Apoptosis can therefore be detected by 

flow cytometry after labelling Annexin V with fluorescein together with PI staining to identify 

dead cells. In order to enable flow cytometric analysis, it is necessary to prepare a single-cell 

suspension. Although this is a powerful quantitative technique for apoptosis, apoptotic cells 

are easily lost during the digestion and suspension stages of sample preparation, thereby 

affecting the experimental results and increasing the data variability (Wlodkowic et al., 2009; 

Demchenko, 2013). Last but not least, active Caspase-3 is only present in apoptotic cells 

(Crowley and Waterhouse, 2016) and so fluorescent probes for detecting caspase activity can 

be imaged and quantified with flow cytometry. Another commonly used apoptotic molecule 

marker is the poly (ADP-ribose) polymerase (PARP) protein splicing because it is one of the 

substrates for Caspase-3 (Boulares et al., 1999; Chaitanya et al., 2010). Caspas-3 based 

apoptosis detection is therefore a very popular method at present, but it is important to note 

that occasionally, apoptosis is not dependent on the Caspase pathway (Kroemer and Martin, 

2005; Fitzwalter and Thorburn, 2017). Hence, a combination of nuclear staining coupled to 
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microscopy analysis, together with a Caspase-3 based assay utilising flow cytometry is a 

powerful combination to detect apoptosis. Complementary techniques are required to 

generate a robust overview of the induction of apoptosis following exposure to an exogenous 

agent. 

Another important point to note is that aspirin consist two groups of molecules, namely, the 

acetyl and salicylate groups. Most studies in vivo focus on the use of aspirin, as it is 

subsequently metabolised in the body. However, in vitro systems often do not have efficient 

metabolic capacity. Thus, when aspirin is used in vitro, it may not be efficiently metabolised 

and so in the present study, NaS was selected as the metabolite of choice to evaluate. However, 

evidence in the literature suggests that both constituent groups of aspirin (the acetyl and 

salicylate) may together contribute to its anticancer effects (Alfonso et al. 2014). The 

mechanisms proposed in this thesis are therefore only valid for effects induced specifically by 

the NaS metabolite. In the future, it will therefore be interesting to also explore the role of the 

acetyl group on prostate tumorigenesis to better understand how the two metabolites 

contribute to the anti-cancer properties associated with aspirin.  

In conclusion, research on aspirin and cancer prevention has been carried out for over a 

decade. A large number of studies have demonstrated that long-term use of aspirin reduces 

the incidence and mortality of cancer, and inhibits the occurrence, development, recurrence 

and metastasis of cancer. It has been found that aspirin contributes to the prevention of 

prostate cancer, but studies in this area remain limited, particularly those exploring the 

underlying mechanisms of action. The results within this thesis have provided important data 

to demonstrate that aspirin induces anti-cancer effects on PCA cells. This predominantly 

occurs through an NF- 𝜅 B and COX-2 mediated pathway. Although the best applicable 
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population, effective dose, and duration of continuous administration require further clinical 

research, this study provides confidence in the potential value of aspirin in the clinical 

management of prostate cancer patients.  
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Appendix 1- IN Cell Analyser 2000 analysis pipeline for 

micronucleus identification   

The pipeline for micronuclei detection using the INCell Analyser 2000 is located in the CD-ROM 

submitted with the thesis. The following images demonstrate the process of this identification 

(A1-1 to A1-5).  

Each sample was prepared in triplicate.  Within each replicate 2000 cells were analysed for 

the presence of MN; thus, in total 6000 cells were evaluated for MN per dose. 

  

A1-1. The pipeline identified nuclei from the DAPI image. A was the original image of nuclei as an input. B represents 

the software identification of nuclei (the different colours in B were applied by the software to distinguish nuclei).  

C represents the outline of the identified nuclei.  
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A1-2. The pipeline identified cells from the FITC image. A was the original image of cells as an input. B represents 

the software identification of cells (the different colours in B were applied by the software to distinguish cells).  C 

represents the outline of the identified cells. 
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A1-3. A subtraction was used for the identified nuclei from the associated cell to pin-point the cytoplasm. A was the 

nuclei identified in A1-1. B is the results of identification of cells in A1-2. C (cytoplasm) and D (outline) were the 

result of subtraction (data generated in image B minus image A).  

 

 

A1-4. A "Masking" was then used to block out the nuclei, avoiding the incorrect identification of MN within the 

nucleus. A was the original image of nuclei as an input and with outlined nuclei. B is the resulting image following 

masking of nuclei identified in image A. 
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A1-5. Final identification of the MN. A’, B’ and C’ are the same as A. B and C but zoomed in. A’ was the input images 

after process mentioned above (subtraction and masking). B’ was the results of the identification of MN, which 

was labelled in yellow. In C’, MN was outlined in green and nuclei were outlined in yellow. Note: the pink outlines 

the outliers (such as extremely small or large nuclei or non-round shape).   
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Appendix 2-Representative images of DU145 nuclei 

following 24-h NaS treatment 

 

 

Figure A2-1: Representative images of large DU145 nuclei following 24-hour treatment with NaS. The lower row 

images were taken from the corresponding upper row images utilising an IN Cell Analyzer 2000. Size was 

determined by the INCell Analyser Workstation. Objective: 40x. Scale bar: 30 μm. 



 

 

 

254 

 

Figure A2-2: Representative images of the small DU145 cells nuclei following treatment with NaS. The lower row 

images were taken from the corresponding upper row images. Size was determined by In Cell Analyser Workstation. 

Objective: 40x. Scale bar: 30 μm.  
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Appendix 3-PCR array raw results for Chapter 3 

The genes involved in PCR array are as follows and their layout are demonstrated in Table A3-

1: 

⚫ Cell Adhesion Molecules 

Cell Adhesion Molecules: APC, CD44, CDH1 (E-Cadherin), CDH11, CDH6, FAT1, FXYD5, ITGA7, 

PNN, SYK, VEGFA. 

Transmembrane Receptors: CD44, ITGA7, ITGB3, RPSA. 

Other Cell Adhesion Molecules: CTNNA1, FN1, MCAM, MGAT5, MTSS1. 

⚫ Extracellular Matrix (ECM) Molecules 

Extracellular Matrix (ECM) Proteases: MMP10, MMP11, MMP13, MMP2, MMP3, MMP7, 

MMP9. 

Extracellular Matrix (ECM) Protease Inhibitors: TIMP2, TIMP3, TIMP4. 

Other Extracellular Matrix (ECM) Molecules: COL4A2, HPSE, SERPINE1 (PAI-1). 

⚫ Cell Cycle 

Regulation of the Cell Cycle: APC, BRMS1, CDKN2A (p16INK4a), HRAS, IL1B, KRAS, MTSS1, NF2, 

NME1 (NM23), PTEN, RB1, TGFB1, TP53 (p53), VEGFA. 

Cell Cycle Arrest & Checkpoints: CDKN2A (p16INK4a), MYC, RB1, TP53 (p53). 

⚫ Cell Growth & Proliferation 

Negative Regulation of Cell Proliferation: CDKN2A (p16INK4a), CTBP1, GNRH1, IL1B, MDM2, 

NF2, NME1 (NM23), SSTR2. 

Positive Regulation of Cell Proliferation: IGF1, IL18, TSHR, VEGFA. 

Growth Factors & Hormones: GNRH1, HGF, IGF1, TGFB1, VEGFA. 

Cytokines: CCL7 (MCP-3), CXCL12 (SDF1), IL18, IL1B, TNFSF10 (TRAIL). 

Cell Surface Receptors: CXCR2 (IL8RB), CXCR4, EPHB2, FGFR4, FLT4 (VEGFR2), KISS1R, MET, 

NR4A3 (NOR1), PLAUR (UPAR), RORB, SSTR2, TSHR. 

Other Cell Growth Genes: DENR, EWSR1, HRAS, MYC, SET, SRC, SYK, TRPM1. 

⚫ Apoptosis 

CXCR4, HTATIP2, IL1B, IL18, TGFB1, TIMP3, TNFSF10 (TRAIL), TP53 (p53). 

⚫ Transcription Factors & Regulators 

CHD4, ETV4, EWSR1, HTATIP2, MTA1, MYC, MYCL, NR4A3 (NOR1), RB1, RORB, SMAD2 

(MADH2), SMAD4 (MADH4), TCF20, TP53 (p53). 

⚫ Other Tumour Metastasis Genes 

CST7, CTSK, CTSL, CD82 (KAI1), KISS1, METAP2, NME4. 
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Table A3-1. Gene Resource List (plate playout) 

 

 

Table A3-2 and A3-3 are the PCR array results from PC3 and DU145 cells respectively.  

 

Table A3-2. PCR array results in PC3 cells following 4 mM NaS treatment vs. the control. 

Position Control Group 4 mM 

A01 29.18 30.90 

A02 26.09 27.49 

A03 34.53 35.44 

A04 22.91 24.93 

A05 30.96 28.11 

A06 26.06 25.02 

A07 22.89 Undetermined 

A08 32.55 Undetermined 

A09 25.29 24.04 

A10 24.31 25.13 

A11 27.10 27.09 

A12 31.38 33.13 

B01 25.49 25.26 

B02 33.17 24.02 

B03 28.94 27.14 

B04 24.53 22.23 

B05 35.21 39.55 

B06 29.19 30.78 
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B07 33.75 28.63 

B08 23.75 25.59 

B09 28.43 31.10 

B10 28.02 31.59 

B11 24.17 24.87 

B12 25.93 28.60 

C01 30.63 30.90 

C02 34.89 28.86 

C03 25.05 27.56 

C04 23.83 25.48 

C05 29.57 29.45 

C06 35.20 38.23 

C07 27.12 27.05 

C08 25.13 27.02 

C09 25.16 24.36 

C10 36.84 34.95 

C11 24.15 26.36 

C12 25.98 36.08 

D01 30.68 32.09 

D02 30.07 28.28 

D03 30.38 30.07 

D04 33.11 32.90 

D05 26.53 24.90 

D06 25.53 29.40 

D07 25.67 26.21 

D08 22.28 26.67 

D09 24.07 24.53 

D10 26.45 27.09 

D11 31.27 33.43 

D12 33.06 30.10 

E01 29.60 34.20 

E02 36.09 37.49 

E03 34.08 36.14 

E04 34.11 37.11 

E05 30.14 31.96 
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E06 24.08 25.10 

E07 28.86 30.88 

E08 23.32 24.52 

E09 31.60 31.25 

E10 23.82 26.28 

E11 22.03 24.51 

E12 24.27 24.72 

F01 31.43 29.53 

F02 24.76 27.64 

F03 23.60 24.92 

F04 38.32 25.77 

F05 25.95 26.76 

F06 38.49 Undetermined 

F07 19.85 22.34 

F08 25.85 33.61 

F09 21.33 22.06 

F10 25.05 24.15 

F11 26.03 26.81 

F12 26.00 28.09 

G01 32.49 34.25 

G02 30.46 29.79 

G03 25.87 26.98 

G04 24.60 25.34 

G05 22.75 23.70 

G06 

 

36.99 

G07 33.29 36.41 

G08 31.44 25.48 

G09 29.46 23.84 

G10 37.87 Undetermined 

G11 35.04 35.26 

G12 25.06 23.52 

H01 17.86 19.53 

H02 21.27 21.75 

H03 19.49 20.56 

H04 24.13 26.72 
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H05 17.43 19.48 

H06 38.42 36.06 

H07 22.77 23.69 

H08 22.85 23.82 

H09 22.85 23.62 

H10 21.10 21.27 

H11 20.94 21.25 

H12 21.17 21.45 

Table A3-3. PCR array results in DU145 cells following 4 mM NaS treatment vs. the control 

Position Control Group 4 mM 

A01 30.90 29.06 

A02 27.49 26.47 

A03 35.44 33.42 

A04 24.93 22.65 

A05 28.11 27.38 

A06 25.02 24.52 

A07/A08 Undetermined Undetermined 

A09 24.04 22.67 

A10 25.13 24.80 

A11 27.09 26.49 

A12 33.13 32.94 

B01 25.26 24.38 

B02 24.02 23.19 

B03 27.14 25.14 

B04 22.23 19.48 

B05 39.55 38.07 

B06 30.78 29.57 

B07 28.63 27.11 

B08 25.59 24.21 

B09 31.10 30.33 

B10 31.59 30.16 

B11 24.87 24.83 

B12 28.60 27.48 

C01 30.90 30.02 

C02 28.86 28.15 
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C03 27.56 26.67 

C04 25.48 23.51 

C05 29.45 27.69 

C06 38.23 37.11 

C07 27.05 25.61 

C08 27.02 26.06 

C09 24.36 22.96 

C10 34.95 34.64 

C11 26.36 24.67 

C12 36.08 34.57 

D01 32.09 31.20 

D02 28.28 25.85 

D03 30.07 28.78 

D04 32.90 32.10 

D05 24.90 23.50 

D06 29.40 28.18 

D07 26.21 25.44 

D08 26.67 25.02 

D09 24.53 23.70 

D10 27.09 26.24 

D11 33.43 31.57 

D12 30.10 29.27 

E01 34.20 33.45 

E02 37.49 36.13 

E03 36.14 34.49 

E04 37.11 35.25 

E05 31.96 30.03 

E06 25.10 23.82 

E07 30.88 29.17 

E08 24.52 23.15 

E09 31.25 31.33 

E10 26.28 25.20 

E11 24.51 23.25 

E12 24.72 23.66 

F01 29.53 28.72 
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F02 27.64 25.57 

F03 24.92 23.12 

F04 25.77 24.26 

F05 26.76 25.12 

F06 Undetermined 38.72 

F07 22.34 20.53 

F08 33.61 32.30 

F09 22.06 21.31 

F10 24.15 22.89 

F11 26.81 25.42 

F12 28.09 27.98 

G01 34.25 32.38 

G02 29.79 28.48 

G03 26.98 25.67 

G04 25.34 23.90 

G05 23.70 22.27 

G06 36.99 35.20 

G07 36.41 34.55 

G08 25.48 25.55 

G09 23.84 23.19 

G10 Undetermined Undetermined 

G11 35.26 33.05 

G12 23.52 21.74 

H01 19.53 18.16 

H02 21.75 20.07 

H03 20.56 19.30 

H04 26.72 25.00 

H05 19.48 17.17 

H06 36.06 36.66 

H07 23.69 23.51 

H08 23.82 23.56 

H09 23.62 23.62 

H10 21.27 20.97 

H11 21.25 20.99 

H12 21.45 21.22 
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Appendix 4-Westen blots underlying densitometry data in Chapters 4 and 5 

  

Figure A4-1. Individual Western blots supporting the data shown in Figure 4.3, IκBα protein expression levels after TNF-α treatment in PC3 cells over time. 0, 0.5, 2, 4, 6, TNF-α’s 

exposure time (h). 25 and 50, TNF-α dose (ng/mL). The black lines are to distinguish the ladder and the proteins sections; and the orange dotted lines are to distinguish the replicates. 
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Figure A4-2. Individual Western blots supporting the data shown in Figure 4.3 nuclear p65 protein expression levels after TNF-α treatment in PC3 cells over time. 0, 0.5, 2, 4, 6, TNF-

α’s exposure time (h). 25 and 50, TNF-α dose (ng/mL). The black lines are to distinguish the ladder and the proteins sections; and the orange dotted lines are to distinguish the replicates. 
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Figure A4-3. Western blots derived in Figure 4.4 that is the profile of nuclear p65 protein levels after TNF-𝛂 treatment in PNT2 cells over the time. 0, 0.5, 2, 6, 24, TNF-α’s exposure 

time (h). 25 and 50, TNF-α dose (ng/mL). PC3, thePCE3 cells without TNF-α. The black lines are to distinguish the ladder and the proteins sections; and the orange dotted lines are to 

distinguish the replicates. 
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Figure A4-4. Western blots derived in Figure 4.5 that is the profile of I𝛋B𝛂 protein levels after TNF-𝛂 treatment in PNT2 cells over the time. 0, 5, 10, 15, 20, 30, TNF-α’s exposure time 

(h). 25 and 50, TNF-α dose (ng/mL). The black lines are to distinguish the ladder and the proteins sections; and the orange dotted lines are to distinguish the replicates. 
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Figure A4-5. Individual Western blots supporting the data shown in Figure 4.7 I𝜅B𝛼 protein expression levels after NaS treatment in TNF-α-pre-treated PNT2 cells over time. 0, 2, 4, 6, 

8, and 10, NaS dose (mM). +, and –, TNF-α (25ng/mL, 30min) treatment. The black lines are to distinguish the ladder and the proteins sections; and the orange dotted lines are to 

distinguish the replicates. 
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Figure A4-6. Individual Western blots supporting the data shown in Figure 4.7 nuclear p65 protein expression levels after NaS treatment in TNF-α-pre-treated PNT2 cells over time. 0, 

2, 4, 6, 8, and 10, NaS dose (mM). +, and –, TNF-α (25ng/mL, 30min) treatment. The black lines are to distinguish the ladder and the proteins sections; and the orange dotted lines are to 

distinguish the replicates.   
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Figure A4-7. Western blots derived in the Figure 4.9 that is NaS role in PC3 cells with constitutive activation of NF-κB pathway presenting profile of I𝜅B𝛼 protein. 0, 2, 4, 6, 8, and 10, 

NaS dose (mM). The black lines are to distinguish the ladder and the proteins sections; and the orange dotted lines are to distinguish the replicates. 
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Figure A4-8. Western blots derived in the Figure 4.9 that is NaS role in PC3 cells with constitutive activation of NF-κB pathway presenting profile of the nuclear p65. 0, 2, 4, 6, 8, and 

10, NaS dose (mM). The black lines are to distinguish the ladder and the proteins sections; and the orange dotted lines are to distinguish the replicates. 
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Figure A4-9. Western blots derived in the Figure 5.10 that is NaS role in PC3 spheroids presenting profile of I𝜅B𝛼. 0, 2, 4, 6, 8, and 10, NaS dose (mM). The black lines are to distinguish 

the ladder and the proteins sections; and the orange dotted lines are to distinguish the replicates. 
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Figure A4-10. Western blots derived in the Figure 5.10 that is NaS role in PC3 spheroids presenting profile of the nuclear p65. 0, 2, 4, 6, 8, and 10, NaS dose (mM). The black lines are 

to distinguish the ladder and the proteins sections; and the orange dotted lines are to distinguish the replicates. 
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Appendix 5-Confocal microscopy generated Z-stack images 
supporting data in Chapter 5    

This appendix includes a series of Z-stack serial images generated by incrementally stepping 

through each 3D PC3 spheroid sample, generated by confocal microscopy. The following 

figures are representative examples of Z-stack galleries produced to support the data analysis 

in Chapter 5, Section 5.3.1.3 and Section 5.3.2.1. Figure A5-1 to A5-9 are the galleries for 

monitoring necrosis in spheroids, converted from Z-stack videos. Figure A5-10 to A5-12 are 

the galleries for monitoring O2 availability in spheroids, converted from Z-stack videos. 

 

A5-1. Gallery demonstrating necrosis in PC3 spheroids seeded at 1000 cells / well after 1 day of culture. The spheroid 
was stained with Hoechst (blue, representing cell nuclei) and PI (red, representing dead cells).  The gallery 
displays the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the 
images, scale bars might be not clearly readable. 
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A5-2. Gallery demonstrating necrosis in PC3 spheroids seeded at 2000 cells / well after 1 day of culture. The spheroid 
was stained with Hoechst (blue, representing live cells) and PI (red, representing dead cells).  The gallery displays 
the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the images, 
scale bars might be not clearly readable. 
 

 
A5-3. Gallery demonstrating necrosis in PC3 spheroids seeded at 5000 cells / well after 1 day of culture. The 
spheroids were stained with Hoechst (blue, representing live cells) and PI (red, representing dead cells). The gallery 
displays the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the 
images, scale bars might be not clearly readable. 
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A5-4. Gallery demonstrating necrosis in PC3 spheroids seeded at 1000 cells / well after 3 days of culture. The 
spheroid was stained with Hoechst (blue, representing live cells) and PI (red, representing dead cells).  The gallery 
displays the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the 
images, scale bars might be not clearly readable. 
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A5-5. Gallery demonstrating necrosis in PC3 spheroids seeded at 2000 cells / well after 3 days of culture. The 
spheroid was stained with Hoechst (blue, representing live cells) and PI (red, representing dead cells).  The gallery 
displays the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the 
images, scale bars might be not clearly readable. 
 

 
A5-6. Gallery demonstrating necrosis in PC3 spheroids seeded at 5000 cells / well after 3 days of culture. The 
spheroid was stained with Hoechst (blue, representing live cells) and PI (red, representing dead cells).  The gallery 
displays the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the 
images, scale bars might be not clearly readable. 
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A5-7. Gallery demonstrating necrosis in PC3 spheroids seeded at 1000 cells / well after 7 day of culture. The spheroid 
was stained with Hoechst (blue, representing live cells) and PI (red, representing dead cells).  The gallery displays 
the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the images, 
scale bars might be not clearly readable. 
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A5-8. Gallery demonstrating necrosis in PC3 spheroids seeded at 2000 cells / well after 7 day of culture. The spheroid 
was stained with Hoechst (blue, representing live cells) and PI (red, representing dead cells).  The gallery displays 
the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the images, 
scale bars might be not clearly readable. 
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A5-9. Gallery demonstrating necrosis in PC3 spheroids seeded at 5000 cells / well after 7 day of culture. The spheroid 
was stained with Hoechst (blue, representing live cells) and PI (red, representing dead cells).  The gallery displays 
the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the images, 
scale bars might be not clearly readable. 
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A5-10. Gallery demonstrating O2 availability in PC3 spheroids seeded at 5000 cells / well after 1 day of culture. The spheroid was stained with Ru(ddp) (TRITC, red). Ru(ddp) indicates hypoxia. 

The gallery displays the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the images, scale bars might be not clearly readable.  
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A5-11. Gallery demonstrating O2 availability in PC3 spheroids seeded at 5000 cells / well after 3 days of culture. The spheroid was stained with Ru(ddp) (TRITC, red). Ru(ddp) indicates hypoxia. 

The gallery displays the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the images, scale bars might be not clearly readable.
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A5-12. Gallery demonstrating O2 availability in PC3 spheroids seeded at 5000 cells / well after 7 days of culture. The spheroid was stained with Ru(ddp) (TRITC, red). Ru(ddp) indicates hypoxia. 

The gallery displays the sections of the spheroids from bottom to the top. Scale bar: 100 μm. Note: due to the number of the images, scale bars might be not clearly readable.  


