This is an author produced version of a paper published in:
*Optics Express*

Cronfa URL for this paper:  
http://cronfa.swan.ac.uk/Record/cronfa52113

**Paper:**
http://dx.doi.org/10.1364/OE.27.029016

Released under the terms of a Creative Commons Attribution 4.0 License (CC-BY).

This item is brought to you by Swansea University. Any person downloading material is agreeing to abide by the terms of the repository licence. Copies of full text items may be used or reproduced in any format or medium, without prior permission for personal research or study, educational or non-commercial purposes only. The copyright for any work remains with the original author unless otherwise specified. The full-text must not be sold in any format or medium without the formal permission of the copyright holder.

Permission for multiple reproductions should be obtained from the original author.

Authors are personally responsible for adhering to copyright and publisher restrictions when uploading content to the repository.

http://www.swansea.ac.uk/library/researchsupport/ris-support/
Optimised XUV holography using spatially shaped high harmonic beams
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Abstract: We present a novel method for controlling the transverse positions and relative powers of multiple high-order harmonic beams. A phase-only spatial light modulator is used to produce multiple infrared foci, the positions and intensities of which can be controlled programmably, enabling the generation and control of multiple HHG beams. To demonstrate the utility of this method we perform Fourier transform holography with separate illumination of the object and reference pinhole by a pair of HHG beams, which makes optimal use of the available photon flux. The programmable control of the spatial distribution of HHG beams demonstrated here offers new opportunities for experiments at extreme ultraviolet (XUV) wavelengths, particularly for photon intensive applications such as imaging.
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1. Introduction

High harmonic generation (HHG) driven by tabletop laser systems has emerged as an accessible method for generating coherent radiation in the vacuum ultraviolet (VUV) and soft x-ray (SXR) spectral regions [1]. The high spatial and temporal coherence of HHG sources coupled with their sub-femtosecond pulse durations has made HHG an attractive source for a range of applications including the real-time observation of ultrafast dynamics in gases [2] and solids [3], the metrology of quantum-tunnelling [4] and element and depth sensitive imaging [5,6].

Although HHG has proven to be a valuable tool for high temporal and spatial resolution imaging many applications are limited by the low conversion efficiency of infrared to harmonic photons. This typically restricts harmonic sources to µW or nW of average power [7,8]. Several approaches have been adopted to address this fundamental bottleneck, including the use of phase-matching [9], quasi-phase matching [10,11] and high-repetition rate driver lasers [12]. However, to date, little attention has been given to controlling the spatial properties of HHG beams, despite the fact that many applications, such as imaging, would benefit greatly from this degree of control. Control of the spatial distribution of HHG photons would allow the optimum use of the limited available flux, mitigating the low conversion efficiency.

The manipulation of XUV radiation is hindered by the complexity and inefficiency of available optics [13]. The limited efficiencies [14] of these narrowband optics have led to the use of hybrid lenses that combine diffraction and refraction [15,16], although their construction remains highly complex and expensive [17].

Shaping of XUV radiation has been demonstrated by splitting the fundamental beam to create multiple IR driver beams [18,19], although only limited control over the positions and relative powers of the XUV beams is possible with this approach. Alternatively an HHG beam can be divided by a split XUV mirror [20,21]. However, in this optomechanical approach, the number of independent harmonic beams is implicitly limited to the number of mirror facets.
Lensless Fourier transform holography (FTH) has emerged as a favoured application of HHG for obtaining near wavelength scale resolution images [22–24]. Its lensless nature and the simplicity of the analytic reconstruction process makes it very attractive to applications in the vacuum ultraviolet (VUV) and soft x-ray (SXR) regimes [25]. With a high harmonic beam of 18.1 nm wavelength, a spatial resolution of 34 nm has been reported [26] when FTH is combined with post processing phase retrieval algorithms [24,27,28].

In FTH, radiation transmitted by the object is interfered with a reference wave to form a hologram in the detection plane located behind the object. The reference wave is provided by the light transmitted through a reference aperture located in the object plane. In this case an inverse Fourier transform of the measured hologram yields the convolution of the reference and object. For a reference aperture much smaller than the object, such as a pinhole, this is equivalent to an image of the object that is located at the position of the reference pinhole. In order to prevent the recovered image being obscured by the on-axis autocorrelation, the reference pinhole should be separated from the centre of the object by at least 1.5 times the diameter of the object [29].

A common metric of image quality is the intensity contrast [30] between the image itself and the background, which is intrinsically linked [31] to its signal to noise ratio \( S:N = \mu_{\text{sig}}/\sigma_{\text{bg}} \) [32]. Here \( \mu_{\text{sig}} \) and \( \sigma_{\text{bg}} \) are the mean of the image signal and standard deviation of the background respectively. In the absence of noise and numerical artefacts, the contrast in the recovered FTH image is proportional to the visibility of the detected interference fringes. The fringe visibility is maximised when the amplitudes of the object and reference waves leaving the back of the sample are comparable [33]. When an absorptive object and transmissive reference feature are illuminated, an imbalance in the illuminating intensity may be required to ensure the amplitudes leaving the rear of both features are comparable. This may not be possible with the traditional single Gaussian illuminating beam.

The S:N of recovered FTH images can be further improved by averaging the images retrieved from several reference pinholes [34]. In the most commonly employed geometry, a single beam encompasses both the reference pinholes and the object, with the consequence that photons impinging upon opaque regions outside these features are lost and do not contribute to the detected signal.

In this article, we use a phase-only spatial light modulator (SLM) to produce multiple driver foci in a gas cell which subsequently generate multiple HHG beams. We present an experimental demonstration of the programmable control over the spatial distribution and relative powers of two HHG beams. We further demonstrate the use of these fully decoupled beams in an FTH experiment. When the two beams are spatially shaped to match the distribution of the object and reference features, the available harmonic flux is more efficiently utilised, with the additional advantage of the ability to adjust the distribution of energies in the illuminating beams. We demonstrate that the S:N of the image recovered with two independently controlled beams is superior to that of the image recovered with only one illuminating beam.

2. Experimental arrangement

A schematic diagram of the beamline used in this experiment is shown in Fig. 1(a). The driver pulses produced by a Ti:Sapphire regenerative amplifier (Spitfire Pro, Spectra Physics) were shaped by a liquid crystal on silicon (LCoS) SLM (model X10468-02, Hamamatsu). The active area comprised 792 x 600 square pixels of side 20 \( \mu \)m with a fill factor of 98%. During all experiments, a phase mask with the device calibration and residual aberration corrections was displayed on the SLM at all times. The shaped beam was focussed by a plano convex lens of focal length \( f = 50 \) cm into a nickel gas cell backed by 60 – 80 mbar of argon. The fundamental beam had a central wavelength of 800 nm, a e\(^{-2}\) radius of \( w = 4.3 \) mm, a pulse repetition rate of 1 kHz, a pulse duration of 35 fs and a pulse energy of 1 mJ.
The harmonics generated in the 900 µm thick gas cell propagated 0.63 m until they reached a pair of 400 nm thick aluminium filters (Sandwich filter, Lebow) with clear apertures of 10 mm diameter. These filters eliminated the IR radiation but transmitted the 13th to 46th harmonics with a varying degree of attenuation. Approximately 15% of the 25th harmonic order was transmitted [35], which subsequently reached the multilayered XUV optics 1.63 m farther downstream. These optics consisted of a B$_4$C/Si multilayer mirror, MLM, and a B$_4$C/Si multilayer focussing mirror, MLFM (Fraunhofer IWS) each of which reflected approximately 26% of the harmonic order used to illuminate the sample (25th harmonic with a central wavelength of 32 nm) with a bandwidth of 1.6 nm. The MLFM was designed for use at an angle of incidence of 7 degrees. Any deviation from this will introduce aberrations into the harmonic beam in addition to the astigmatism unavoidably caused by the off-axis illumination of the MLFM. The 25th harmonic was then reimaged by the MLFM of focal length $f = 50$ cm onto the sample in the object plane. The sample was mounted on an optically encoded XYZ stage (SLC-1780-S, SmarAct). The XUV radiation transmitted by the sample was recorded further downstream in the detector plane by a back illuminated CCD (iKon-L, ANDOR), comprising 2048 x 2048 square pixels of side 13.5 µm with a fill factor of 100%. During data acquisition, the chip was cooled to $-45$°C. The vacuum chambers housing the harmonic radiation were maintained at pressures below $10^{-3}$ mbar and that housing the CCD was held at $10^{-6}$ mbar.

3. Driver phase mask

To generate multiple IR foci the SLM displayed a phase mask comprising $N$ contiguous annuli. Each annulus encoded a different phase gradient and each formed a focus at a position determined by the phase gradient in the annulus. It can be shown that the location ($\Delta X$, $\Delta Y$) of each focus in the focal plane is governed by the magnitude and direction of the linear phase gradient $\phi_{\text{trans}}$ placed on the beam [36] according to

$$\phi_{\text{trans}} = \frac{2\pi}{\lambda f} (\Delta X x + \Delta Y y)$$

(1)

where $\lambda$ is the wavelength, $f$ is the focal length of the lens and $x, y$ are the transverse coordinates in the SLM plane.
The radii of the annuli are initially calculated to ensure that each contains $1/N$ of the driver laser power. Assuming a Gaussian beam this requirement yields

$$
\int_0^{2\pi} \int_{r_n}^{r_{n+1}} I_0 \, e^{-2(\frac{r}{w})^2} \, r \, dr \, d\theta = \frac{1}{N} \int_0^{2\pi} \int_0^{\infty} I_0 \, e^{-2(\frac{r}{w})^2} \, r \, dr \, d\theta.
$$

(2)

where $w$ is the $e^{-2}$ radius of the beam, $I_0$ is the peak intensity, and $r$ and $\theta$ are the radial and azimuthal coordinates in the SLM plane. Solving for $r_{n+1}$ yields the recursion relation:

$$
r_{n+1} = w \cdot \left( \frac{1}{2} \log_e \left( \frac{1}{\exp(-2(\frac{r_n}{w})^2)} \right) \right),
$$

(3)

where $r_1 = 0 \text{ mm}$. This enables the remaining zone radii to be calculated ensuring a theoretically equal distribution of driver power exists within each zone. In practice however, the zone radii were adjusted experimentally from initial values calculated from Eq. 3 to account for inhomogeneities of the incident beam. With this approach the spot size of the focus generated by each annulus will tend to decrease with $n$ since $r_n > r_{n-1}$. To obtain foci of equal intensity the radii $r_n$ can be iteratively optimised. Figure 2 shows an example phase mask and the experimentally measured focus the shaped beam produces, showing 7 spatially separated foci. The positions of these foci can be controlled by adjusting the phase gradients in accordance with Eq. 1.

![Fig. 2. a) Measured transverse intensity profile of the infrared radiation after transmission through the phase mask shown in b) and focusing by a $f = 50 \text{ cm}$ lens. The numbers shown next to the foci in a) indicate the corresponding annulus responsible for their creation in b), numbered in order of increasing annulus radius. Beams 6 and 7 in (a) are lacking in circular symmetry because the mask in (b) assumes a perfect incident Gaussian driver beam with no asymmetry, imperfections or clipping. This discrepancy could be accounted for using a priori information about the incident intensity profile.](image)

4. Driver and harmonic beams

For the FTH demonstration, the driver focus was separated into $N = 2$ foci. The phase mask therefore comprised two zones: an inner zone of radius 3.3 mm and no phase shift; and an outer zone, comprising the remainder of the mask which displayed a linear phase gradient of $\phi_{\text{trans}} = 2356.2 \text{ rad m}^{-1}$ in $\hat{x}$ such that the first focus was on axis and the second was designed to be $150 \mu\text{m}$ off axis in $\hat{x}$. Figure 3(a) shows the transverse profile of the IR focus produced with this SLM mask, measured along the $x$-axis. Also shown are the corresponding simulated transverse profiles of the intensity and phase. These data show the separation of the two foci to be $(146 \pm 1) \mu\text{m}$, which compares very well with the design separation of $150 \mu\text{m}$.

The phase steps in Fig. 3(a) occur at points where the simulated intensity drops to zero. Across the two intensity peaks the simulated phase remains flat as desired. Angular spectrum method
Fig. 3. a) Measured transverse intensity profile (red dots) in the driver focal plane ($\hat{x}$) of the IR focus produced by a $N=2$ SLM mask with parameters given in the text. The simulated intensity (red, solid) and simulated phase (black, dashed) profiles are overlaid. b) Measured variation of the harmonic signal as a function of the position of a knife edge inserted in the beam with its edge parallel to $\hat{y}'$ coordinates in the harmonic focal plane shown by green points, along with the fit (dashed green line). Only every third data point is shown, however the fit was made to the complete dataset. The transverse fluence profile of the harmonic beam in the $\hat{x}'$ dimension (solid black line) was calculated by differentiating [37] the corresponding fit. c) Shows the counterpart data to (b) but in the perpendicular transverse dimension.

(ASM) simulations of the longitudinal evolution of the phase indicate that it remains circularly symmetric across the intensity peaks over a distance larger than the gas cell thickness.

Using 1 mJ of pulse energy, the driver focal intensity distribution shown in Fig. 3(a) was used to generate harmonics in a gas cell backed by 70 mbar of argon. In order to establish the spatial separation of the reimaged harmonic sources in $\hat{x}'$, the CCD signal was recorded as a function of the transverse position of a knife edge located 50 cm downstream of the MLFM. Figures 3(b) and 3(c) show the corresponding data and fit for knife edge translations in the $\hat{x}'$ and $\hat{y}'$ dimensions respectively. In both cases, the fits were made to the sum of two error functions [38]. Fitting to an error function assumes that the reimaged harmonic foci have Gaussian intensity profiles.

The green dashed curve in Fig. 3(b) reveals that $(53 \pm 0.5)\%$ of the harmonic energy is located in the reference beam. The spot sizes in $\hat{x}'$ of the reference and object beams are $(5.4 \pm 0.7) \mu m$ and $(4.9 \pm 0.5) \mu m$ respectively. They are separated by $(52.4 \pm 0.5) \mu m$, which is consistent with the propagation of the harmonic beams over the 2.27 m between the gas cell and the MLFM, and the demagnification of the MLFM. The scan along the $\hat{y}'$ dimension, shown in Fig. 3(c) reveals only one step, with a deduced spot size of $(7.6 \pm 1.3) \mu m$. Taken together, the results show the formation of two harmonic beams with beam centres separated along the $\hat{x}'$-axis.

5. Fourier transform holography

To provide a proof-of-principle demonstration of optimized XUV holographic imaging, FTH was undertaken with two XUV beams generated by the method described above. The sample comprised a 200 x 200 x 0.05 $\mu m$ silicon nitride (Si$_3$N$_4$) membrane supported within a 5 x 5 x
0.525 mm silicon wafer (Silson Ltd). This was sputter coated with gold of 150 nm thickness. A pattern was then milled through both the gold and Si₃N₄ substrate with a gallium-based focused ion beam (FEI company) to act as an object.

The object was accompanied by near and far reference holes. Reference holes were milled, laterally displaced from the object. The near reference was located at 8 µm in \( \hat{x} \) from the object to satisfy the holographic separation condition. The far reference was located at 52.4 µm in \( \hat{x} \) from the object matching the harmonic foci separation established above. An electron beam image of the sample is shown in Fig. 4.

6. Comparison

Our HHG beam shaping method allows the object and reference holes to be illuminated efficiently by a pair of beams with user defined relative intensities. This is not possible with unshaped illumination without moving the sample away from the focus, which wastes XUV flux. Ergo, for a fixed intensity of illumination, an experiment with shaped beams should provide images with a significantly higher S:N than obtained from their unshaped counterpart.

For a fair comparison, both the relative and absolute intensities illuminating the object and reference pinhole should be comparable for the \( N = 1 \) and \( N = 2 \) cases. Figure 5 illustrates the two cases schematically. In Fig. 5(a), the \( N = 2 \) case comprises spatially separate but mutually coherent object and reference beams. Their respective intensities at the object and far reference (\( R_2 \)) are \( I_{\text{obj}} \) and \( I_{R2} \), with a ratio \( \alpha_2 = \frac{I_{\text{obj}}}{I_{R2}} \).

\[
\frac{d}{w_{\Delta z}} = \sqrt{\frac{1}{2} \log_{10} \left( \frac{1}{\alpha} \right)}.
\]

where \( d \) is the fixed distance of 8 µm between the centres of the object and \( R_1 \). From Fig. 3(b), we have achieved \( \alpha_2 = 0.88 \pm 0.02 \) and hence \( w_{\Delta z} = (31.6 \pm 0.2) \) µm is required for \( \alpha_1 \) to match \( \alpha_2 \).

The longitudinal movement of the sample required to fulfil this criteria was found experimentally to be \( \Delta z = 2.5 \) mm downstream of the unshaped harmonic focus. This shift reduced the minimum theoretically resolvable feature size from 76 nm to 73 nm [39]. With this shift the object is illuminated by a spherical wavefront when it is placed out of the harmonic focus; simulations suggest the effect this has on the recovered image is negligible.

The procedure above allowed the ratio of the intensities of the beams illuminating the object and reference pinhole to be the same for the two configurations. However, for a fair comparison
it is also necessary to use the same absolute intensities for the two geometries. With \( N = 1 \), the detected harmonic fluence was larger by a factor of 3.125 than in the \( N = 2 \) beam case, in part due to the spatial chirp imparted onto the beam by the shaping process. This was accounted for by increasing the pulse energy and adjusting the CCD exposure time for the \( N = 1 \) case to be \( 3.125^{-1} = 0.32 \) times that required for the \( N = 2 \) case.

We subsequently plot results against normalised exposure times where the normalisation factors for the \( N = 1 \) and \( N = 2 \) beam experiments are 0.32 and 1 respectively. This allows the comparison of results where the total harmonic flux incident upon on the sample is equivalent. In this work it was possible to increase the exposure times in the \( N = 1 \) case to achieve a S:N in the detected hologram comparable to the \( N = 2 \) case. However, this will not always be possible since sample vibration and pointing drift in the illumination will in general reduce the visibility of the detected interference fringes and hence the S:N in the recovered image. It is therefore desirable to develop methods for increasing fringe visibility whilst retaining short exposure times.

7. Results

Figure 6(a) and 6(b) show the detected holograms recovered for the cases of \( N = 1 \) and \( N = 2 \) beams for a normalized exposure times of 120, corresponding to 38.4 and 120 seconds respectively, in accordance with the constraints of section 6. When plotted on a log scale, the hologram shown in Fig. 6(b) has visible interference fringes up to the outer limits of the CCD chip, corresponding to locations containing high spatial frequencies. Figures 6(c) and 6(d) show that the object is recovered in both the \( N = 1 \) and \( N = 2 \) cases, but in the \( N = 2 \) case the recovered image is less noisy and exhibits a superior S:N. The \( N = 1 \) image has a more uniform intensity in the transparent regions of the object which results from the more uniform illumination provided by the larger beam used in this case.

![Fig. 6. Detected holograms on a log scale for normalised exposures of 120 for \( N = 1 \) (a) and \( N = 2 \) (b) beams. Recovered images for normalised exposures of 120 for \( N = 1 \) (c) and \( N = 2 \) (d) beams. e) Variation of the S:N ratio as a function of normalized exposure time for the case of \( N = 1 \) (open blue squares) and \( N = 2 \) (full red triangles) beams.](image)

To calculate the S:N of the images, the image signal is taken to be the pixel values in Figs. 6(c) and 6(d) within the area of the object found by performing a similarity transformation of the SEM
image onto the retrieved images. The background is taken as the remaining pixels values not included in the image signal. Figure 6(e) shows the calculated S:N as a function of normalised exposure time for the cases of \( N = 1 \) and \( N = 2 \), within the constraints described in section 6. It can be seen that the S:N of the recovered image is larger, and increases with normalized exposure time more quickly, when the sample is illuminated by \( N = 2 \) beams.

Fourier ring correlation [40] curves were calculated for the data presented in Figs. 6(a) and 6(b). Resolutions of 580 nm and 420 nm were found for ring correlation thresholds of 0.5 and 0.143 [41]. These values are consistent with the expected resolution limit in an FTH image of approximately 70% of the reference diameter [33]. The diameters of the reference pinholes used in this experiment were roughly 490 nm.

8. Conclusions and outlook

To conclude, we have presented a method for the programmable and independent manipulation of the relative positions and intensities of multiple harmonic beams. The potential advantages of this method were demonstrated by FTH imaging of an object with two, independently-controllable HHG beams. It was found that FTH imaging with two HHG beams yielded reconstructed images with superior S:N than equivalent imaging with a single beam.

Pending the next generation of higher damage threshold liquid crystal on silicon adaptive optics [42], the number of HHG beams that can be generated with our method is restricted. The throughput of the beamline in Fig. 1(a) is limited by the damage threshold of the SLM to approximately 1 W for 1 kHz repetition rate 30 fs duration laser pulses. For harmonic generation to occur, the peak intensity of each beamlet must exceed a threshold of approximately \( 1 \times 10^{14} \) W cm\(^{-2} \) and with our available power and focussing geometry, two harmonic beams could be generated. Tighter focusing would allow the generation of more harmonic beams, the maximum number being limited by a requirement that the Rayleigh range of the driver foci must be larger than the thickness of the gas cell. Alternatively, static bespoke phase plates with higher damage thresholds could be used to generate an increased number of harmonic beams albeit at the expense of flexibility.

Within the field of imaging, multi-beam ptychography [43,44] and blind digital holography [45] in the XUV would benefit greatly from the use of multiple harmonic beams. High resolution images could be obtained at a fraction of typical exposure times, mitigating limitations of stability in long exposure experiments. In addition, the maturity of high harmonic sources has led to an abundance of experiments that would benefit from multiple, controlled XUV beams [27,28,46]. Beyond imaging, techniques ranging from high harmonic metrology [19] to interferometry [18] would benefit from the control provided by our method.

The work described here paves the way for new classes of experiments enabled by the ability to generate multiple, independently controlled harmonic beams.
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