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Abstract: Data availability and access to various platforms is changing the nature of Information Systems (IS) studies. Such studies often use large datasets, which may incorporate structured and unstructured data, from various platforms. The questions that such papers address, in turn, may attempt to use methods from computational science like sentiment mining, text mining, network science and image analytics to derive insights. However, there is often a weak theoretical contribution in many of these studies. We point out the need for such studies to contribute back to the IS discipline, whereby findings can explain more about the phenomenon surrounding the interaction of people with technology artefacts and the ecosystem within which these contextual usage is situated. Our opinion paper attempts to address this gap and provide insights on the methodological adaptations required in “big data studies” to be converted into “IS research” and contribute to theory building in information systems.
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1. Introduction

The availability and access to data has changed, as across organizations and nations, digital transformation initiatives are maturing. Increasingly, people get ownership of digital devices and access to the internet. As a result, footprints are created with similar pace, when people connect with each other to share information, consumer experiences, concerns and other user generated content (UGC) online, especially in social media and social commerce platforms. Electronic markets like Amazon, eBay, and Rakuten allow consumers to share their experiences through feedback and ratings. Similarly, the sharing economy provides platforms where service providers and consumers connect, and the feedback empower citizens. Concurrently, platforms like MyGov in India and Singapore, allow citizens to give feedback on government policies and focus on citizen empowerment, which also contributes UGC. Sensors in smart and wearable devices also contribute to the generation of big data. Robotics, RFID and Industry 4.0 technologies like sensors and actuators also contribute to the growth of big data information assets that organizations use for value creation (Curtin et al., 2007; Chakraborty and Gupta, 2016; Chakraborty and Joe, 2017; Fosso Wamba et al., 2017). Such endeavours create huge repositories of UGC, enabling researchers to easily access huge amounts of data. Further computational technologies like cloud computing and super-computing platforms are facilitating in creating an environment where this data may be analysed easily (Kar, 2017). Therefore, big data may be collected by researchers from online forums, social media, emails, news and online forums, devices connected through the internet of things (IoT), telecommunication devices, sensor-based applications in devices, and even from more than one source in multi-modal studies. Security and information risk management is also critical for such big data (Singhal and Kar, 2015). Big data is often used for research and studies are being developed based on analysis of such resources. This big data is characterized by both structured and unstructured data having high volume, high velocity, high variety and high veracity (Grover and Kar, 2017).
Before the escalation in the volume and granularity of big data, scholars pursuing research in Information Systems (IS) used to face major challenges when it came to data access (Lyttinen, 2009). Enterprise-level data from internal organizational IS, were a valuable source, though not many researchers could get access. The problem of access to data, however, is often reduced for many researchers in this domain. Due to the increasing focus towards digital transformation and growth of internet-based platforms, data collection through APIs or open-access datasets became easier (or sometimes through web-scraping). Further, this has led to the growth of open-data projects whereby organizations and governments collaborate to openly share data to create innovative models of services to empower consumers. This data availability has created a focus towards data-driven research in IS due to the data volume, ease of demonstrating statistical significance, objectivity to storytelling, and availability of computational tools (Grover et al., 2020). However, this data-driven IS research demonstratively still lacks a connection with the theoretical building blocks, which come from management theory, organization theory, behavioural theory, computer science theories, and systems theory (Barki et al., 1993; Dwivedi et al., 2011). Apart from the core computer science theories, the other disciplines enable IS scholars to theorize how consumers interact with technology within individual, organizational, social, and political contexts, and capture the impact or economic implications of such interaction. These studies using big data-driven methods may focus on developing a better understanding of applications in domains like e-commerce and market intelligence, e-government and politics, innovation in science and technology, smart health and well being, security and public safety (Bharathi, 2017; Chen et al., 2012). However, the increased access to and use of big data has disrupted the development of theory in information management, whereby the essence of contributing to these neighbouring disciplines is increasingly lacking, be it at the individual, organizational, social, and political levels of analysis.

Further, it was highlighted by Pentland (2008) how the concept of honest signals and its interpretation is typically enhanced in big data-driven studies. The analysis of big data can really offer a view on psychological and behavioral elements that could not be observed before. Moreover, big data driven methods allow researchers to undertake a view on spontaneous behaviors that are difficult to change even when subjects know of being observed (Fronzetti Colladon, 2018). Further, this also helps in undertaking research when the researchers are distanced from the subject when the context of examination happens (Kar, 2020). This approach using big data analytics therefore solves some of the biases a study could have while administering a survey-based research methodology. Similarly, big data-driven studies by mining these honest signals can reveal unconscious behaviours and emotional states of consumers and users before they become conscious. For example, big data driven methods have been used to anticipate employees’ disengagement (Gloor, Fronzetti Colladon, Grippa, et al., 2017b) by looking at unconscious changes in communication and knowledge exchange behaviours. This makes an exploration possible to understand a mirror of virtual behaviors, ultimately affecting the self-awareness and performance of employees (Gloor et al., 2017a).

IS research has spawned from computer science and demonstrates distinct characteristics of its own. Theory development in computer science (in the space of algorithms) takes place through theoretical validation of complex mathematical phenomena or experimentation, to address improvement of algorithmic capabilities in terms of accuracies of prediction, improved computational complexity or improved time complexity. Such computational contributions can use data readily available in the public domain for experimentation and subsequent theory building. When it comes to IS research, however, we do not restrict the focus on development of new algorithms and validate their strengths or weaknesses. Our focus has increasingly turned towards data collection and analysis and how these activities reflect findings. Therefore, the connection with theory building is gradually getting lost, wherein studies should contribute to management theory, organization theory, behavioural theory, social science theory and systems theory based on analysis of information available from IS. Most of recent big data studies tend to focus on “what is hidden inside the data” rather than attempting to explain
“why this is so”. Thus these studies may suffer from limitations as the models may have problems of overfitting based on data, and not accurately predict the future and other similar contexts, making them less generalizable. Further these studies cannot generate knowledge about the relationships among factors examined within the context (Grover, 2020). Thus there is a need for the intersection of data-driven research and theory-driven research during these era of digital transformation whereby not only big data is accessible but also the tools to analyse them efficiently (Maass et al., 2018).

In this context, we focus on providing directions towards the following challenges faced by researchers working on big data problems in IS discipline, with a specific focus on theory building based on UGC:

1. How can authors move beyond presenting “what the data captures” and move towards “why it is so” or “how can the factors in the visualization” be validated objectively?
2. How can authors attempt to focus on in their research methodology to introduce greater objectivity in the outcome through rigor in the methodology?

In doing so, we provide a brief description on what constitutes theoretical contribution in the era of big data and discuss the ways in which IS researchers can contribute to theory building in the discipline. The rest of the article covers first a brief overview of what constitutes theory building in IS discipline, then approaches for theory building and validation, then how to build trust on findings of big data, followed by a discussion and conclusion.

2. Revisiting theoretical contributions for data driven research

Theory development within the IS discipline is likely to conform to expectations of theory in management overall, with some extensions. However, theorizing in management itself has also witnessed a lot of debate as to what theorizing is and is not (Sutton and Staw, 1995; Weick, 1995). In general, however, there is consensus that describing the data in itself is not theorizing but can assist in theory development whereby the researchers would prescribe generalizable models, which could be validated by data to explain a complex phenomenon (Whetten, 1989). IS research and theories are no different, apart from having a stronger relationship to technology artifacts (Dwivedi et al., 2011). Theoretical discussions in IS have typically attempted to address domain, socio-political, structural or ontological, and epistemological questions (Gregor, 2006). We envision that with research using big data analytics, IS researchers could typically attempt to address domain questions and socio-political questions more as compared to the other questions. A good theoretical model should attempt to explore a phenomenon that involves the use of or interaction with Information and Communication Technologies (ICTs) artifacts, whereby it is able to explain and predict some elements of the behaviour in a way that is somewhat objectively testable. Certain concepts or constructs in this context should be identifiable, their relationships should be specifiable, and their relationship should be testable and hence falsifiable. Hence, IS research is often centered around measurement of otherwise abstract concepts so that complex relationships in the theoretical model be specifiable and testable (Subramanian and Nilakanta, 1994). This is a more suitable definition in the era of data-driven research, whereby we move away from the interpretive paradigms to a more positivist paradigm of research. This interaction can be within and across entities like individuals, organizations, society and polity. The phenomenon could be related to how these entities use, impact or are impacted by the technology artifacts.

While prior IS studies conducted were governed by both positivist and interpretive paradigms, data-driven research based on big data needs to be more focused towards the positivist paradigm, whereby using statistical measures and inferential analysis, propositions and hypotheses need to be validated. This is because the data captures a lot of veracity, which otherwise can cloud the lens undertaken by
the researchers. Findings from natural language processing, social network analysis, or other big data analytics approaches typically present findings using visualization-inferences, which merely describe the data, and are atheoretical in nature. However, such approaches may help to uncover factors or constructs which may be further used for theoretical model development. Researchers need to report beyond “what” is hidden in the data to “how” such factors are inter-related and “why” they behave in a particular manner (Whetten, 1989). In such an attempt, it is necessary to constitute a disciplined imagination to identify suitable factors and explore relationships between them so as to balance the trade-off between parsimony and comprehensiveness (Weick, 1989; Whetten, 1989), since such methods can help to discover too many elements in the data which may create a chaotic interpretation. Since the readers and reviewers are often distanced from the actual phenomenon and data, researchers’ interpretations are otherwise difficult to be communicated and absorbed without dissonance, unless greater objectivity can be introduced in the research methodology.

Therefore, IS researchers using big data analytics need to ensure that the connection with theory lenses from the existing core IS as well as neighbouring management disciplines are strongly developed while looking at a phenomenon that involves interaction of the entities (e.g. individuals, organizations, society, and policy) with technology artifacts (e.g. social media, smart technologies, IoT, wearables, mobile devices, digital services and other data generating platforms). For example, these studies may attempt to view technology usage or adoption through a particular lens for a particular stakeholder like individuals, and then a suitable framework may be adopted like UTAUT or UMEGA depending on the stakeholder (Dwivedi et al., 2019; Dwivedi et al., 2017). Further, when such technologies are utilized within organizations, organizational theories may be more relevant (Kar, 2015; Business-Frontiers, 2020). Findings from these studies would be expected to be sufficiently abstracted so that knowledge may be grounded back to existing literature through the development of management theories, organization theories, behavioural theories, and systems theories. Research methodologies would also have to be appropriately developed so that findings from the data have greater trust among the audience. A brief overview of this journey is presented in figure 1.

![Figure 1: Journey towards theory development in big data research](image)

The first stage of this journey should begin with the broad research questions and identification of the theoretical lens. Subsequently such a journey would start with data acquisition and conversion based on research questions, the former would define the data acquisition and sampling strategy. Then the data needs to be analysed with approaches and methods of big data analytics. Then the researchers need to revisit the existing literature to understand the findings and develop a theoretical model surrounding the research questions and hypothesis. Multiple iterations may be required in the second, third, and fourth stages of the inductive approach towards theoretical model building and subsequently model validation. Model specification based on the output of big data analytics at this stage needs to be validated using statistical, and inferential methodologies. We elaborate in the following section, where we attempt to identify approaches to meet desired research objectives.

3. Approaches for theory building and validation
By specifying possible research methodologies, we develop guidelines towards theory building for addressing grand problems at individual, organizational, social or political levels. So at the first stage, identifying interesting theoretical questions which would have a larger interest and allow validation using the data, needs to be specified. In particular, for such big data studies, data would demonstrate elements of high volume, velocity, variety, variability, veracity, visualization, and leading to value in understanding the focal phenomenon. These studies could use data available from open or primary data sources, which could be behavioural or usage-based from the relevant stakeholders. Since big data has a lot of “noise” due to the high variety, variability, and veracity, bringing objectivity systematically is critical for the scientific sanctity of findings. Applications of artificial intelligence like machine learning and deep neural network algorithms would be key in this context, and so a detailed understanding of the computational scope of the background algorithms is also required so that the outcomes of studies are more reliable and generalizable.

This data would be basically driven by the presence of platforms which create and allow usage of data like social media, application, sensor and location-based data (Lee et al., 2019; Misirlis and Vlachopoulou, 2018; Rathore et al., 2017). For example, by using social media APIs, it is possible to extract posts based on hashtag or keyword-based search in a platform like Twitter. Similarly, it is possible to extract the tweets of the timeline of an individual user, if the tweets are public. In the first case, the unit of analysis is the content of the tweet on a specific context. In the second case, the unit of analysis could be the user or consumer. Similarly, it may be possible to access mobility data of individuals using mobile crowdsensing applications or social media data (Wagner, 2020). Further it may be possible to analyses both individual (user or consumer) behaviour and group behaviour based on data from sensors (Chaffin et al., 2017). Further, based on networks of mobility, it may be possible to predict human behaviour connected to a context that drives this mobility, for theorizing in a context like pandemic management. It is important to deconstruct the mobility variables beyond the descriptive elements so that an inferential theoretical model may be built later. Thus, it is important to frame research questions with sufficient clarity so that one can trace the unit of analysis and what the research model attempts to validate.

In particular, studies need to demonstrate how the researcher’s systematic biases were attempted to be reduced in such methodologies at every stage. The challenge starts with data acquisition, and the need to minimize usage of data collected for other purposes and reuse them by force-fitting them to problem statements. While computational contribution may be feasible on such data, such contribution to the IS theory may be extremely limited with such an approach. That being said, not all primary datasets may be useful unless the collection is conducted appropriately (Tirunillai and Tellis, 2012; George et al., 2016). For example, if tweets are extracted based on keywords, a single keyword may not provide ample result if the theme for discussion is not very popular (Grover et al., 2020; Kushwaha et al., 2020). How does one identify the rest of the keywords objectively which may help to get tweets in similar themes? Developing a keyword association matrix and identifying the top 10 keywords from a smaller subset of few thousand tweets, may solve this problem of objectively identifying associated keywords (Joseph et al., 2017; Georgiadou et al., 2020; Grover et al., 2020). After collection of large volumes of user generated content, it may be necessary to remove a large part of data which do not meaningfully contribute to the research question. In many cases, retweets and tweets which do not have enough content for analysis to be meaningful, could be eliminated. Sampling within the dataset is extremely critical and needs to be undertaken judiciously to minimize veracity wherever possible (Grover et al., 2020; Mishra and Singh, 2018). These approaches can minimize trade-offs between internal and external validity problems and bring greater reproducibility of findings. Thus, after extraction, it is important to undertake data cleaning based on research questions, through approaches like stemming (Paice, 1994).
Many studies at present restrict the focus on collecting data, and with visual inferences demonstrate what the data captures in essence in such data-driven research. For example, using sentiment analysis it is possible to check the polarity or sentiment of UGC, map this into positive, negative or neutral posts or topics, and connect it to a context for theory building (Kar, 2020). Such a context could be related to an issue related to service usage or related to an event like Brexit (Aswani et al., 2018; Georgiadou et al., 2020). Similarly, using other approaches of text mining like topic modelling (Wallach, 2006) and opinion summarization (Wu et al., 2020), large volumes of text can be summarized into closely grouped themes. Approaches like latent dirichlet allocation, word2vec and n-grams also help in such text summarization-based studies, especially in microblogging data (Hannigan et al., 2019). Studies often represent these output of text summarization using word clouds, whereby words across topics which have larger occurrences have larger size in the visualization and enables visual inferences to be developed (Cui et al., 2010). Similarly, text mining and natural language processing can help to derive attributes that may be modelled by referring back to existing literature to answer the research questions (Tirunillai and Tellis, 2012; Dong et al, 2018). Social network analysis enables studies to be conducted whereby visual graphs based on cooccurrence of words or keywords can be developed (Barabasi, 2016). Using such parameters, it may be possible to develop theories surrounding network level attributes like the nature of connections between the entities, the closeness of their association (cliquishness), the strength of ties, the structural holes or bridges, the nature of directionality of interaction (Zuo et al., 2017). Further it may be possible to theorize based on user level attributes like homophily, propinquity, reciprocity and multiplexity (Barabasi, 2016). Through bibliographic analysis, network-based approaches enable the development of word association and co-author association networks in many literature reviews. Content analysis approaches has also been attempted in conjunction with network analysis of unstructured data (Wu, 2013; Angelopoulos and Merali, 2017). Also, theoretical approaches may explore images in conjunction with text and networks. Image characteristics like image content-based attributes like direct images, linked images have been used. Further image characteristics like colourfulness, presence of human faces, source of image, image quality, image text fit has been used (Li and Xie, 2019).

A lot of times however, studies do not provide theoretical contribution in specific areas, and their research questions are restricted to propositions validated through visual inferences, which might not be problematic for an exploratory stage (Chae, 2015). However, for mature contexts, this approach may negate the objective to build theory. This is a problem that studies should try to address while attempting theory building in IS using big data analytics, as most studies attempts to visually represent data without explaining why and how factors that are identified from the data behave, as highlighted in editorial reviews (Grover, 2020; Grover et al, 2020). So what? These studies may lack a strongly defined dependent variable, an explanation as to why findings are so, how visual elements relate to each other, and how they explain the focal phenomenon objectively through model specification.

Therefore, for hypothesis validation, at the first step, if visually one undertakes analysis of large volumes of text using text summarization, one needs to take a step further from mere visual inferences. Sometimes in such contexts methodologies like field experiments and content analysis methods for consumer research can helpful for building reliability and validity in the research model (Kassarjian, 1977; Lambrecht and Tucker; 2013). In content analysis, a word can be a unit of analysis which can be mapped to a theme or a construct in a Likert-like scale. Similarly, topic models derived after text summarization can be mapped to constructs or themes of a research model. Content analysis may be automated by building a pool of words, which could represent common themes, or constructs. It would be necessary to describe the construct well and establish its face validity in the focal context. Face validity of the concepts and how they are connected together could be done through a focused group interview or through clustering of words based on cooccurrences (Kar, 2020). Alternately, existing
theories could be useful for establishing validity in these contexts. These methods could also be attempted for naming clusters of keywords after developing a network of keywords based on cooccurrences in the topic models. This will also help to identify and map the words to specific constructs from existing literature, and may even enable the development of a new construct for a proposed model. It would be also important to build mechanisms of category reliability and inter-coder (judge) reliability within this approach. This would require human intervention by a team of researchers who are familiar with the domain of research well. Since there is too much veracity and volume in the data, the analysis using big data methods can create outputs which require an interdisciplinary lens to be validated objectively. The studies should always report on the outputs generated from such validity and reliability tests. Alternatively, methods like automated content analysis based on term frequency and bag of words can be used in such studies whereby natural language processing is used extensively for establishing reliability and validity of context mapping (Grover and Kar, 2020; Kang et al., 2020). Such approaches for establishing reliability and validity by analysing unstructured data have been demonstrated by Saxton et al. (2019) for examining specifics of CSR related tweets. Similarly, Oh et al. (2015) demonstrates how content analysis methodology borrowed from social science research can be applied to social media analytics focused research based on collective sense making. Measurement is integral to IS research and the era of data-driven research is no different. So, measurement of concepts and model specification becomes important parameters to trust the outcome of model validation (Subramanian and Nilakanta, 1994).

At the second stage of actual validation of hypothesis, it would be advisable to bring out statistical measures. After analysis is conducted, it may be feasible to identify and map content to one or more groups of constructs or themes. Such an approach could attempt to validate the statistical significance of the number of instances of occurrences in each group. The distribution of the occurrences could be validated with statistical methods which test for the differences of distribution in terms of mean values or dispersion (Grover et al., 2020). Statistical tests are important to understand the degree of overlap between the possible groups and can provide better reliability of findings. Sometimes, simple statistical tests like T-tests, Z tests and ANOVA could also be used to statistically validate such differences (Grover et al, 2019b). However such statistical validation would not answer why some observations are occurring still but would enable a more objective evaluation of the similarity or differences in outcome of observations within the groups of big data. These would however be intermediate validation and scope for more analysis would emerge.

The final objective of such studies should be building inferential research models. A good understanding of advanced econometrics and machine learning would be helpful in such a context. Because of the veracity of big data, it may not be possible to always attempt advanced multivariate analysis and authors may be forced to produce descriptive statistics only (Aswani et al., 2018; Mishra and Singh, 2018). However, approaches like principal component analysis and penalized regression may help in dimensionality reduction and variable selection in such cases (George et al., 2016). The reason for this methodological limitation may arise because of the actual number of observations (rows) which can be used to validate a particular model may not be very high. For example, a million tweets or reviews on a specific theme (represented by a hashtag) may have only a hundred representative topics (Hannigan et al., 2019). These latent topics may be labelled using entropy-based approaches and mapped with literature (Tirunillai and Tellis, 2012). Now these hundred topics may be mapped to over a dozen concepts using content analysis methods as elaborated earlier. However, since each topic corresponds to one single instance, hundred topics would actually correspond to a sample size of hundred, for a model with a large number of constructs. Such a model may be difficult to validate using traditional approaches like multi-variate analysis because of noise in the data (Gefen et al., 2000). However dimensionality reduction may address this limitation using approaches like Bayesian
**regression** and **regression trees** (George et al., 2016). However, attempts should always be made towards validating a non-parametric econometric model if possible where the dependent variable is captured objectively and computationally. If not possible, at the bare minimum, attempts can be made towards validating a multiple regression model where there are independent variables which are used to predict one or more dependent variables, where in control variables are also identified and introduced in the models (Kar, 2020). Advanced econometric models that can be used in such big data research include **ridge and lasso regression**, **principal components regression**, **partial least squares**, **bayesian variable selection**, and **regression trees** (Varian, 2014).

Further advanced machine learning algorithms like deep learning and convoluted neural networks may also be interesting in such cases (LeCun et al., 2015; Schmidhuber, 2015; Gu et al., 2018). Machine learning methods and algorithms like **deep learning**, **neural networks**, **computer vision**, **image classification**, **support vector machine**, **genetic algorithm**, **ant colony optimization**, **porter stemmer algorithm**, **conditional random field algorithm**, **penalised regression**, **viola-jones algorithm**, **quantile regression**, **supervised learning**, **semi-supervised learning**, and **unsupervised learning** has been used in **marketing and finance literature in recent times** (Ali and Kar; 2018; Balducci and Marinova, 2018; Henrique et al., 2019). Such machine learning algorithms replicate the way biological organisms process information to develop learning, adaptivity and reasoning capabilities while predicting outcome from both structured and unstructured data. Such studies using machine learning may use algorithms like **neural networks**, **genetic algorithms**, **swarm intelligence** and other biologically inspired algorithms and swarm intelligence which can operate in the metaheuristics and hyperheuristics state (Chakraborty and Kar, 2016; Kar, 2016; Chakraborty and Kar, 2017). However machine learning and artificial intelligence based algorithms operate as a blackbox and inferential relationships are often difficult to establish from the viewpoint of **replicability**, **explainability**, **fairness** and **transparency** (Duan et al., 2019; Dwivedi et al., 2019). Care should be taken not only to establish causality relationships but also explore the possibilities of reverse causality wherever possible. Further it is important to note that model specification based on data description would be critical to report in all such cases, along with model estimation and results (Adamopoulos et al., 2018; Goh et al., 2013; Oh et al., 2015). Using mixed-research methods like netnography, field experiments or content analysis methods, it may be possible to identify independent variables and score them across instances (George et al., 2016; Saxton et al., 2019). However the dependent variable is always preferably a computed one based on the nature of the research question and the unit of analysis (e.g. Dong et al., 2018; Salehan and Kim, 2018; Singh et al., 2020). A lot of derived metrics are available in existing literature which could be used for such definition of dependent variables. Such a computed variable or a mix of such derived variables could be used as a proxy to measure a construct from existing literature. A mix of such derived variable could be a better proxy measure for validating a theoretical model. Such mix derived attributes could be obtained from a review of literature on social media analytics (Chae, 2015; Ghani et al., 2019; Lee, 2018; He et al., 2019; Rathore et al., 2018; Xiang et al., 2017). Further a mix of variables may be taken from objective and structured data and other variables may be computed from unstructured data (Dong et al., 2018). Given the nature of big data, shifts between reflective measurement models and formative measurement models would happen across studies based on their scope, but establishing objectivity and reporting it would be important.

These stages of theoretical model development would require continuously to relook at existing literature from IS and other related disciplines, to identify possible alternate measure for existing constructs (here referred to as proxies). Some of these relevant computed factors may not have any suitable construct or concept identified in academic literature. This gives the research team an opportunity to bring out a new measurement for a possible factor that can be grounded back to the
theory for enriching it. The elaborated approaches with representative activities or methodologies which could be adopted are explained through the block diagram in figure 2.

The “Big Data Analytics block” in figure 2 helps in theorizing by identifying attributes and factors which otherwise are difficult to measure or estimate. These factors would need to be aligned with a theoretical lens iteratively for the process of theorizing. After theorizing, using inferential analysis and statistical methods, the theoretical model would be required to be validated. Theory building and theory validation are two different elements which require utmost focus in these studies, since unless a model is validated, theorizing may not be very helpful. This challenge would arise because big data would typically have too much of noise which would often not allow an objective assessment of the outputs of the “Big Data Analytics block”.

In the “Big Data Analytics block” in figure 2, some indicative elements have been presented based on select literature. However, there is a chance to go much deeper into this block and understand different other algorithms and approaches which may be used for theory building research. To explore that possibility, an overview of possible domains and algorithms which are documented in existing literature is analyzed based on keyword-based search in Scopus, using an approach similar to systematic literature review, as a process. The initial keyword consisted of big data and then with that when we searched Scopus, we identified other associated and relevant keywords like sentiment analysis, text mining, twitter analytics, machine learning, natural language processing, artificial intelligence, cognitive
computing, network science, network mining, image analytics, image mining and analytics as dominant author based keywords. Using these keywords, we searched for all journal publications in Scopus, in the business management and accounting and decision science for a period of five years. A total of 63,044 articles were found published between 2016 to 2020 in the categories like business management and accounting, decision science and social science across Scopus indexed journals, which capture different quality of publications. The keywords were analysed using network science to identify association rules among the keywords and major emerging themes. The results are illustrated in fig. 3.

Fig 3: Keyword association among articles using data driven approaches in Scopus

The findings may be informative because it presents an overview of many algorithmic approaches which studies have already used in literature across different journals. Further, the context or the domain within which the algorithm has been used in literature is also indicated. This helps to develop ideas surrounding possible approaches, which can be adopted for specific types of data and for addressing a problem statement in a domain where it has not been explored before. The connections which are explored provide insights of established literature, although different applications of these algorithms and methods may be adopted in data driven research. More interesting may be the methods, which have not been connected to theory building in a specific domain. For example, studies on learning analytics have not been explored using neural networks, and so an application based study where consumer interaction is mined on a learning management system could be extremely informative. Another area
that has been explored relatively lesser is the domain of NeuroIS and Deep Learning applications (e.g. see Dimoka et al., 2012). Further studies on energy consumption and sustainability have not been explored extensively using sentiment analysis or text mining.

These gaps could give possible directions for future research to explore and contribute to information management theory development. Further an exploration of using a different algorithmic method on a context where a different method has been used, may also provide the scope of theory development as the data would generate different output, and so the nature of the variables used for theorizing could differ significantly. This would be relevant if some of the newer algorithmic methods were used like deep learning, extreme learning and recurrent neural networks to explore a study which has used data from a context to address the relationships among other computed attributes.

4. Establishing trust on the outcome

While data-driven research is gaining prominence, many of these studies rarely introspect why a phenomenon is better explained by a theory and limit the analysis to what is happening by mining data. Statistical validation of even the “what” is important as visualized information often may not be statistically significant. Many studies try to capture data and showcase applications of data science and visualization of unstructured, large volumes of data by demonstrating sentiment analysis, text mining, networks, and communities. But there is often no significant contribution to the focal theoretical context. It is important for authors to explain the context why a phenomenon is happening rather that what is happening. Units of analysis could be individuals, groups or organizations.

Possible theoretical contributions could explain the nature of interaction among entities from more than one unit-type. Multi-methodological research-based studies would be extremely insightful under such contexts where data driven approaches like social media analytics and network science may be combined with case studies, limited surveys, qualitative approaches, netnography and other approaches to provide complementary insights. Inferential analysis would be expected while developing research questions and hypothesis. Such methodological improvements are expected to contribute towards the grand wishes of management research like improving theoretical coverage, reduce interference of noise, improving validity and reliability of models, strengthening causality linkages, reduce methodological biases, and develop theory that works well within limitations (Aguinis and Edwards, 2014). Such mixed research methodologies could be extremely useful for theoretical insights and development of counter-intuitive models which are grounded in data.

Statistical validation of all proposed theoretical models is essential in all big data driven management research (George et al., 2016). This is only feasible if appropriate hypothesis development is followed during proposed model development. Many studies have demonstrated how statistical validation can be achieved. For example, approaches like topic modelling can be ratings or sentiments in an econometric model for validation (Büschken and Allenby, 2018). Further multivariate analysis has been demonstrated with logistic regression when the dependent variable is of two classes (Saxton et al., 2019). Similarly, Li and Xie (2019) demonstrate validation using a bivariate zero-inflated negative binomial econometric model for validating attributes derived both from text and images in social media posts, based on natural language processing and image processing. Similarly, Adamopoulos et al. (2018) introduces an econometric model for capturing elements like word of mouth effectiveness by modelling attributes derived out of unstructured data. It is important to specify the exact econometric model used with scientific notations for replicability of the study so that the theoretical model is testable and this falsifiable. Adding control variables and robustness tests can make the model validation more challenging but the outcome more reliable (Goh et al., 2013). Further multi-modal data analysis can
create theoretical contributions which are otherwise infeasible to validate (Balducci and Marinova, 2018).

Reporting of the findings should be aligned with the research questions and move beyond propositions which appear supported from data visualization. This will enable better objectivity in findings and contribute to theory building. A good theoretical model should attempt to touch upon all the qualities of a good theory, namely novelty, extendibility, parsimony, generalizability, reproducibility, falsifiability, internal consistency, and stand the test of time. While a study may not be able to capture all the elements of this wish list mainly due to methodological limitations of existing body of knowledge, attempts must be made to capture more elements of this list to ensure the study has greater impact.

5. Discussion

It is imperative to develop research questions which can be validated to an extent through testable hypothesis wherever applicable. This facilitates theory building and contributing to the existing body of literature. Most of the current approaches attempt to build weak propositions given the challenges of high volumes, velocity and veracity within the data. However, valuable data-driven research in IS which is generalizable and stand the test of time, would only emerge if attempts are made to develop inferential models which could be statistically validated. Our editorial is targeted to bridge this gap in existing methodologies and attempts, and provides a direction for future research and theory building. We hope that when researchers adopt the stages highlighted and follow the path specified, theoretical contributions in IS would be achieved more objectively. The rigour of such methodologies would also reduce biases, enhance falsifiability, and ensure the theoretical models stand the test of time.

5.1 Implications

The directions provided in this editorial note has many implications for the researchers working in this domain. The article highlights the stages in which researchers need to think about while designing a data driven approach. The directions attempt to bring objectivity in the research process while explaining what can be undertaken in each stage of this big data-driven research so that there is more trust and objectivity in the outcome. We highlight the need to establish reliability and validity within the research protocols itself. Further we attempt to highlight how such reliability and validity may be established by researchers who have different training background (computational science versus qualitative research competency). Further we highlight the need to move beyond descriptives and inferences from visualization, towards inferential statistics whereby theory building can be more objectively established. There is a need to follow all these steps in sequence to ensure that the final outcome would have higher theoretical contribution in the discipline of IS. The data used in these future studies may use sources like online forums, social media, devices connected through the internet of things (IoT), smartphones, wearables, digital services, location based services, and even from more than one source and data variety in multi-modal studies. Such studies would need to go a step further that being pure computational studies and contribute to the theory development, possible from mixed research methodologies, whenever needed.

For example, interaction and theory building between individuals for political contexts has been documented in IS literature for elections (Wattal et al., 2010; Grover et al., 2017; Grover et al., 2019a; Singh et al, 2020). Again, approaches like sentiment mining (Salehan and Kim, 2016) can be used to provide theoretical contribution within industries like ecommerce and, thus, contribute to management theory building. Similarly, contributions in understanding individual level impacts and usage
experience of an emerging technology based on mining UGC has been analysed and documented in literature (Grover and Kar, 2020; Kar, 2020). Such impact of interaction may be analysed between individuals and influencers who represent organizations (Grover et al., 2019b). Similarly, the contexts like adoption or diffusion of industrial technologies can be studied in organizational context based on data in social media along with other sources of data coming in from academic or trade literature (Grover et al., 2019c). Further, user generated content may be mined to understand a concept, like future of work (Sarin et al., 2020). Again, Ross et al. (2019) studied network elements to investigate the threat levels of social bots. Similarly, organizational level findings, both positive or negative consequences, could also be extremely informative in such studies, even if hypothesis testing is not done, but a lens of theoretical nature is adopted to look at a complex phenomenon (e.g. Aswani et al., 2018 used transaction cost economics). All these studies attempted to contribute to theory building in the context by mining big data which has a lot of veracity, volume and variety. The units of analysis could touch upon more than one entity: like individuals, organizations, society or policy. The data could be derived from more than one data type, namely text, images and networks. While text and images have somewhat been explored, and separately text and networks have been somewhat studied, modelling outcome of images and networks is not yet explored adequately in the current literature. The contribution would help us examine and understand the nature of interaction between these entities or stakeholders based on data-driven methodologies.

5.2 Research agenda

The area of big data-driven research is showcasing phenomenal traction among researchers which is transforming the way IS discipline had ever witnessed. The space of action research using big data is witnessing a major transformation. However these initiatives need to contribute back to theory building in information systems. With the background of this context, given the evolution of the new platforms, emerging technologies and access to data, we present some possible opportunities to future researchers to explore:

1. How can we explain user interaction, consumer experiences and impacts for emerging business models like digital services or platform economy?
2. How can big data-driven research be used to explain digital service or technology adoption, usage, and impact behaviour based on mining user generated content?
3. How can user generated content be mined to explain user behavior in socio-political contexts like opinion polarization, acculturation or communal changes?
4. How can user engagement or disengagement in digital platforms or technologies like wearables be measured and explained based on big data analytics?
5. How can we explain phenomenon surrounding digital service usage, user migration and experiences based on network data (say from telecommunication services)
6. How can we develop typology of users or organizations based on user generated content in forums, social media and platforms?
7. How can we explain relationships between organizations and other stakeholders (organizations, individuals, customers, suppliers, government, etc) based on online content in platforms and e-markets and their impacts on engagement or disengagement?
8. How can we model adverse impacts of disruptive technologies like artificial intelligence, blockchain, internet of things based on usage behaviour or user generated content?
9. How can we explain user behavior and impacts based on data derived out of sensor based data like wearables or other smart technologies used at home?
10. How can we explain community driven behaviour for information and misinformation propagation, cascade and changes to the ecosystem?

11. How can we model determinants of information quality, misinformation or disinformation based on computed text, network and user attributes?

12. How can we model computationally derived attributed of images and videos to study consumer engagement and interaction processes and outcome?

13. How can theories be developed to explain grand socio-political problems and challenges of like pandemic management, sustainable development goals, political harmony, etc?

14. How can methods of NeuroIS and facial recognition be used to explain user behaviour, traits and socio-political behavioural inclination?

15. How can multi-modal data analysis be used to create knowledge surrounding the process and impacts of use of emerging smart technologies?

Needless to say, such exploration would need to ensure that theoretical contributions are well developed into the IS discipline. These studies should explicitly attempt to address domain, socio-political, structural or ontological, and epistemological questions through the development of management theories, organization theories, behavioural theories, and systems theories.

Further it is also required to be recognised how big data-driven research would also be part of design science paradigm of IS research, whereby innovative solutions may also be created which help to define ideas, capabilities, practices and innovative products or services through big data analysis (Hevner et al., 2004). Such a lens of design science may consider data itself to be an artefact which has relevance to a problem or context, and big data methods and model validation help in the evaluation of designs created iteratively through observational, analytical, experimental, descriptive and inferential validation methodologies having adequate rigour. Research which cannot explicitly use lens of IS in their approach can also adopt the lens of design science in developing the study in such big data-driven action research.

6. Conclusion

IS research with big data is still at a nascent stage. There is a lot of scope for it to mature in the years to come, and to develop valuable theoretical contributions. We feel that the authors of research papers should attempt to address the ten points which are highlighted in this editorial note. All researchers should strive to meet the following objectives with possible aligned methodological solutions as indicated in table 1:

<table>
<thead>
<tr>
<th>SN</th>
<th>Focussed objective</th>
<th>Possible methodological solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Data acquisition based on “theoretical research questions” to minimize data acquisition bias.</td>
<td>Sampling, keyword, entity and user profile identification. Address data imbalance problems if needed.</td>
</tr>
<tr>
<td>2</td>
<td>Handle outliers in data better</td>
<td>Data cleaning, stemming, sub-sampling</td>
</tr>
<tr>
<td>3</td>
<td>Improve validity of measures</td>
<td>Qualitative intervention and inputs of subject matter experts may be required. Focus group discussions and field experiments may help.</td>
</tr>
<tr>
<td>4</td>
<td>Improve reliability of measures</td>
<td>Reporting inter-coder reliability and category reliability for content analysis type approaches.</td>
</tr>
<tr>
<td>5</td>
<td>Use computationally derived measures from data where ever possible in</td>
<td>More than one measure is a better proxy for constructs identified from literature. Hypothesis building is very important, wherever feasible.</td>
</tr>
</tbody>
</table>
Table 1: Bringing theoretical contributions in big data research methodologically

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>inferential model and bring objectivity, to the dependent variable</td>
</tr>
<tr>
<td></td>
<td>Use of text, networks, images and links or a mix of these data types, for building the models would be desirable. Multi-modal data analysis would be particularly exciting and enriching.</td>
</tr>
<tr>
<td></td>
<td>Understand data limitations from a single type of data</td>
</tr>
<tr>
<td></td>
<td>Use of text, networks, images and links or a mix of these data types, for building the models would be desirable. Multi-modal data analysis would be particularly exciting and enriching.</td>
</tr>
<tr>
<td></td>
<td>Address data measurement challenges due to biases affecting the generation of the data</td>
</tr>
<tr>
<td></td>
<td>Using objective or computed variables which can be used as control variables, would improve trust on the outcome.</td>
</tr>
<tr>
<td></td>
<td>Minimize trade-off between internal and external validity of research model</td>
</tr>
<tr>
<td></td>
<td>Statistical validation of differences between groups, inferential statistics like penalised regression, logit models or multivariate analysis.</td>
</tr>
<tr>
<td></td>
<td>Check the data compatibility in measures</td>
</tr>
<tr>
<td></td>
<td>Time period match of data, adjusting for multi-source data problems</td>
</tr>
<tr>
<td></td>
<td>Realistic assessment of limitations and trade-offs should be reported.</td>
</tr>
<tr>
<td></td>
<td>Report low explainability of inferential model, if needed. Data is expected to have high noise.</td>
</tr>
</tbody>
</table>

Approaching and adopting the highlighted research methodologies would bring possibilities to contribute in IS theory development. With methodological improvements, studies would also be able to minimize the usual trade-offs between internal (i.e., confidence in inferences about contextual findings) and external validity (i.e., confidence in the generalizability of findings). This would bring in more objectivity and rigour of the findings and enable big data-driven research to take the next steps beyond the “what has happened” to “why it happens”. Further it is important to note that the perspective taken in this editorial review, can be extended for thinking from the perspective of design science and action research value for IS, and how these can complement data-driven studies. Future studies need to attempt to integrate these islets of literature to make theory building for more practice relevant.
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