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Abstract

We characterise the link of derivatives in measure, which are introduced in [2, 3, 8]
respectively by different means, for functions on the space M of finite measures over a
Riemannian manifold M . For a reasonable class of functions f , the extrinsic derivative
DEf coincides with the linear functional derivative DF f , the intrinsic derivative DIf
equals to the L-derivative DLf , and

DIf(η)(x) = DLf(η)(x) = lim
s↓0

1

s
∇f(η + sδ·)(x) = ∇

{
DEf(η)

}
(x), (x, η) ∈M ×M,

where ∇ is the gradient on M , δx is the Dirac measure at x, and

DEf(η)(x) := lim
s↓0

f(η + sδx)− f(η)

s
, x ∈M

is the extrinsic derivative of f at η ∈M. This gives a simple way to calculate the intrinsic
or L-derivative, and is extended to functions of probability measures.

AMS subject Classification: 60B05, 60B10, 58C35.
Keywords: Intrinsic derivative, extrinsic derivative, Lions derivative, linear functional deriva-
tive.

1 Introduction

To develop analysis on the space of measures, some derivatives in measure have been introduced
by different means, where the intrinsic and extrinsic derivatives defined in [2, 8] have been used

∗Supported in part by NNSFC (11771326, 11831014, 11921001).
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to investigate measure-valued diffusion processes over Riemannian manifolds (see [7, 10, 11,
13, 14] and references therein), and the L- and linear functional derivatives were investigated
in [3, 4] on the Wasserstein space P2(Rd) (the the set of all probability measures on Rd with
finite second-order moments). See [1] and references therein for calculus and optimal transport
on the space of probability measures, and see [9, 12] for the the Bismut formula and estimates
on the L-derivative of distribution dependent SDEs.

In this paper, we aim to clarify the link of these derivatives, and present formulas for
calculations. For a broad range of applications, we will work on the space of finite/probability
measures over a Riemannian manifold, which includes P2(Rd) as a special example.

Let (M, 〈·, ·〉) be a complete Riemannian manifold, i.e. M is a differentiable manifold
equipped with the Riemannian metric 〈·, ·〉, which is a positive definite smooth bilinear form
on the tangent bundle TM := ∪x∈MTxM (TxM is the tangent space at point x), such that M
is a Polish space under the corresponding Riemannian distance ρ. Let M denote the class of
all nonnegative finite measures on M equipped with the weak topology induced by bounded
continuous funtions.

For a fixed point o ∈M , let ρo = ρ(o, ·) be the Riemannian distance function to o. Denote
η(f) =

∫
M
fdη for a measure η and a function f ∈ L1(η). For any p ∈ [0,∞), consider the

spaces

Mp :=
{
η ∈M : η(ρpo) <∞

}
, Pp :=

{
η ∈Mp : η(M) = 1

}
, p ∈ [0,∞).

We will study the above mentioned derivatives on Mp and Pp.
For every p ∈ [0,∞), Mp is equipped with the topology that ηn → η in Mp as n → ∞ if

and only if the convergence holds under the weak topology and

lim
m→∞

sup
n≥1

ηn(ρpo1{ρo≥m}) = 0.

When p = 0, this is nothing but the weak topology. When p > 0, the topology is induced by
the p-Wasserstein metric

Wp(γ, η) := |γ(1 + ρpo)− η(1 + ρpo)|+ inf
π∈C (γ,η)

{
π(ρp)

} 1
p∨1 ,

where π ∈ C (γ, η) means that π is a finite measure on M ×M such that

π(M × ·) = γ(M)η, π(· ×M) = η(M)γ.

It is well known that (Mp,Wp) is a Polish space for any p ∈ [0,∞).

We first recall the extrinsic derivative defined as partial derivative in the direction of Dirac
measures, see [8, Definition 1.2].

Definition 1.1 (Extrinsic derivative). Let p ∈ [0,∞) and f be a real function on Mp.

(1) f is called extrinsically differentiable on Mp with derivative DEf , if

DEf(η)(x) := lim
ε↓0

f(η + εδx)− f(η)

ε
∈ R

exists for all (x, η) ∈M ×Mp.
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(2) If DEf(η)(x) exists and is continuous in (x, η) ∈M ×Mp, we denote f ∈ CE,1(Mp).

(3) We denote f ∈ CE,1
K (Mp), if f ∈ CE,1(Mp) and for any compact set K ⊂Mp, there exists

a constant C > 0 such that

sup
η∈K
|DEf(η)(x)| ≤ C

(
1 + ρpo(x)

)
, x ∈M.

(4) We denote f ∈ CE,1,1(Mp), if f ∈ CE,1(Mp) such that DEf(η)(x) is differentiable in x,
∇{DEf(η)(·)}(x) is continuous in (x, η) ∈ M ×Mp, and |∇{DEf(η)}| ∈ L2(η) for any
η ∈Mp.

(5) We write f ∈ CE,1,1
B (Mp), if f ∈ CE,1,1(Mp) and for any constant L > 0 there exists

CL > 0 such that

sup
η(ρpo)≤L

|∇{DEf(η)}|(x) ≤ CL(1 + ρpo(x)), x ∈M.

Since for a probability measure µ and s > 0, µ+ sδx is no longer a probability measure, for
functions of probability measures we modify the definition of the extrinsic derivative with the
convex combination (1− s)µ+ sδx replacing µ+ sδx.

Definition 1.2 (Convexity extrinsic derivative). Let p ∈ [0,∞) and f be a real function
f on Pp.

(1) f is called extrinsically differentiable on Pp, if the centered extrinsic derivative

D̃Ef(µ)(x) := lim
s↓0

f((1− s)µ+ sδx)− f(µ)

s
∈ R

exists for all (x, µ) ∈M ×Pp.

(2) We write f ∈ CE,1(Pp), if D̃Ef(µ)(x) exists and is continuous in (x, µ) ∈M ×Pp.

(3) We denote f ∈ CE,1
K (Pp), if f ∈ CE,1(Pp) and for any compact set K ⊂ Pp, there

exists a constant C > 0 such that

sup
µ∈K
|DEf(µ)(x)| ≤ C

(
1 + ρpo(x)

)
, x ∈M.

(4) We write f ∈ CE,1,1(Pp), if f ∈ CE,1(Pp) such that D̃Ef(µ)(x) is differentiable in
x ∈M , ∇{D̃Ef(µ)}(x) is continuous in (x, µ) ∈M ×Pp, and |∇{D̃Ef(µ)}| ∈ L2(µ) for
any µ ∈Pp.

(5) We write f ∈ CE,1,1
B (Pp), if f ∈ CE,1,1(Pp) and for any constant L > 0 there exists

C > 0 such that

sup
µ(ρpo)≤L

|∇{D̃Ef(µ)}|(x) ≤ C(1 + ρpo(x)), x ∈M.
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By Lemma 3.2 below with γ = δx and r = 0, we have

lim
s↓0

f((1− s)η + sδx)− f(η)

s
= DEf(η)(x)− η

(
DEf(η)

)
, f ∈ CE,1

K (Mp), x ∈M.

So, the convexity extrinsic derivative is indeed the centralised extrinsic derivative.

To introduce the intrinsic derivative, for any v ∈ Γ0(TM), the class of smooth vector fields
on M with compact support, consider the flow (φvs)s≥0 generated by v:

d

ds
φvs = v(φvs), φv0 = Id, s ≥ 0,

where Id is the identity map. Let B(TM) be the set of all measurable vector fields on M .
Then for any η ∈Mp,

L2(B(TM); η) :=
{
v ∈ B(TM) : η(|v|2) <∞

}
is a Hilbert space, where |v| :=

√
〈v, v〉. Then Γ0(TM) is dense in L2(B(TM); η). When

M = Rd, we have Γ0(TM) = C∞0 (Rd → Rd) and B(TM) = B(Rd → Rd).
By the Riesz representation theorem, for any bounded linear functional U : Γ0(TM) → R,

there exists a unique element U∗ ∈ L2(B(TM); η) such that

U(v) = 〈v, U∗〉L2(η) :=

∫
M

〈v, U∗〉dη, v ∈ Γ0(TM).

In this case, U(v) :=
∫
M
〈v, U∗〉dη for v ∈ L2(B(TM); η) is the unique continuous extension of

U on L2(B(TM); η).

Definition 1.3 (Intrinsic derivative). Let p ∈ [0,∞) and f be a real function on Mp.

(1) f is called intrinsically differentiable on Mp, if for any η ∈Mp and v ∈ Γ0(TM),

DI
vf(η) := lim

ε↓0

f(η ◦ (φvε)
−1)− f(η)

ε
∈ R

exists and is a bounded linear functional of v ∈ Γ0(TM) ⊂ L2(B(TM); η). In this case,
the unique element DIf(η) ∈ L2(B(TM); η) such that

DI
vf(η) = 〈DIf(η), v〉L2(η) :=

∫
M

〈DIf(η), v〉dη, v ∈ Γ0(TM)

is called the intrinsic derivative of f at η ∈Mp.

(2) We denote f ∈ CI,1(Mp), if f is intrinsically differentiable on Mp such that DIf has a
version DIf(η)(x) continuous in (x, η) ∈M ×Mp.
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We now introduce the L- and linear functional derivatives following [3, 4] where P2(Rd) is
considered. Comparing with the definition of intrinsic derivative, to define the L-derivative one
replaces the flow φvs by the geodesic flow

φsv(x) := expx[sv(x)], s ≥ 0, x ∈M,

where
expx : TxM →M

is the exponential map, so that for each u ∈ TxM,

[0,∞) 3 s 7→ γ(s) := expx[su] ∈M

is the unique geodesic starting from x with initial tangent vector d
ds
γ(s)|s=0 = u. When M = Rd,

we have φsv(x) = x+ sv(x). By the triangle inequality, we have

(1.1) ρo(φsv(x)) := ρ(o, φsv(x)) ≤ ρ(o, x) + ρ(x, expx[sv(x)]) ≤ ρo(x) + |v(x)|, s ∈ [0, 1].

So, when p ≤ 2, η ∈Mp implies

η ◦ φ−1v ∈Mp, v ∈ L2(B(TM); η).

Thus, in the following definition of L-derivative, we assume that p ≤ 2. See also [5] for a
different characterization on the L-derivative and applications to the Hamilton-Jacobi equations
on P2(Rd).

Definition 1.4 (L-derivative). Let p ∈ [0, 2] and f be a real function on Mp.

(1) f is called weakly L-differentiable on Mp, if for any η ∈Mp and v ∈ L2(B(TM); η),

DL
v f(η) := lim

ε↓0

f(η ◦ φ−1εv )− f(η)

ε
∈ R

exits and is a bounded linear functional of v ∈ L2(B(TM); η). In this case, the unique
element DLf(η) ∈ L2(B(TM); η) such that

(1.2) DL
v f(η) = 〈DLf(η), v〉L2(η), v ∈ L2(B(TM); η)

is called the weak L-derivative of f at η.

(2) f is called L-differentiable on Mp, if f is weakly L-differentiable with

lim
‖v‖L2(η)↓0

|f(η ◦ φ−1v )− f(η)−DL
v f(η)|

‖v‖L2(η)

= 0, 0 6= η ∈Mp.

In this case, we call DLf the L-derivative of f .

(3) We denote f ∈ CL,1(Mp), if f is L-differentiable on Mp such that DLf has a version
DLf(η)(x) continuous in (x, η) ∈M ×Mp.

5



Definition 1.5 (Linear functional derivative). Let p ∈ [0,∞) and f be a real function on
Mp. A measurable function

M 3 y 7→ DFf(η)(y)

is called the linear functional derivative of f at η ∈ Mp, if for any constant L > 0 there exists
a constant C > 0 such that

(1.3) sup
η(ρpo)≤L

∣∣∣DFf(η)(y)
∣∣∣ ≤ C(1 + ρpo(y)), y ∈M,

and for any η, γ ∈Mp,

(1.4) f(γ)− f(η) =

∫ 1

0

dr

∫
M

DFf(rγ + (1− r)η)(y)(γ − η)(dy).

Since (1 − s)µ + sν ∈ Pp for s ∈ [0, 1] and µ, ν ∈ Pp, the definition of DF also applies to
functions on Pp.

The remainder of the paper is organized as follows. In Section 2, we state the main results
of the paper. Section 3, we present some lemmas which will be used in Sections 4 to prove the
main results. The main results of the paper have been reported in the survey [15].

2 Main results

Theorem 2.1. Let p ∈ [0,∞).

(1) If f is L-differentiable on Mp, then it is intrinsic differentiable and DIf = DLf.

(2) If f ∈ CE,1
K (Mp), then f has linear functional derivative DFf = DEf.

(3) Let f ∈ CE,1,1(Mp). Then f ∈ CI,1(Mp) with

(2.1) DIf(η)(x) = ∇{DEf(η)(·)}(x), (x, η) ∈M ×Mp.

When p ∈ [0, 2] and f ∈ CE,1,1
B (Mp), we have f ∈ CL,1(Mp) and

(2.2) DLf(η)(x) = ∇{DEf(η)(·)}(x), (x, η) ∈M ×Mp.

(4) If f ∈ CL,1(Mp), then for any s ≥ 0, f(η + sδ·) ∈ C1(M) with

(2.3) ∇f(η + sδ·)(x) = sDLf(η + sδx)(x), x ∈M, s ≥ 0.

Consequently,

(2.4) DLf(η)(x) = lim
s↓0

1

s
∇f(η + sδ·)(x), f ∈ CL,1(Mp), (x, η) ∈M ×Mp.
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Remark 1.1. (a) Theorem 2.1(3) implies CE,1,1
B (Mp) ⊂ CL,1(Mp), p ∈ [0, 2]. However, a

function f ∈ CL,1(Mp) is not necessarily extrinsically differentiable. For instance, let ψ ∈
C([0,∞)) but not differentiable, and let f(η) = ψ(η(M)). Then f(η + sδx) = ψ(η(M) + s)
which is not differentiable in s, so that f is not extrinsically differentiable. But it is easy to
see that f ∈ CL,1(Mp) with DLf(η) = 0. Off course, this counter-example does not work for
functions on the space of probability measures

(b) According to [4, Proposition 5.48], if f is a function on P2(Rd) having linear functional
derivative DFf(µ) ∈ C1(M) for any µ ∈P2(Rd), then f is L-differentiable and

(2.5) DLf(η) = ∇{DFf(η)}.

By Theorem 2.1(1)-(3), this formula (2.5) is extended to (2.2) for the present general framework.
Since the definition of DE is more straightforward than that of DF , (2.2) is more explicit than
(2.5). Note that in [4] the weak L-derivative is named by intrinsic derivative, where the latter
was however introduced much earlier by [2] as in Definition 1.3.

(c) To illustrate the link between derivatives presented in Theorem 2.1, let us consider the
class of cylindrical functions FC1

b , which consists of functions of type

f(η) := g(η(h1), · · · η(hn)), η(ηi) :=

∫
M

hidη, η ∈M,

where n ≥ 1, g ∈ C1
b (Rn) and hi ∈ C1

b (M), 1 ≤ i ≤ n. Then f is extrinsically and L-
differentiable, and has linear functional derivative:

DLf(η) =
n∑
i=1

(∂ig)(η(h1), · · · , η(hn))∇hi, DEf(η) = DFf(η) =
n∑
i=1

(∂ig)(η(h1), · · · , η(hn))hi,

where ∇ is the gradient operator on M . Therefore, we have

DLf(η)(x) = ∇{DEf(η)(·)}(x), (x, η) ∈M ×Mp, p ∈ [0,∞)

as indicated in (2.2).

Next, we consider derivatives on the space Pp := Mp ∩P for p ∈ [0,∞). Since for any
µ ∈ Pp and any v ∈ Γ0(TM), we have µ ◦ φ−1εv , µ ◦ (φvε)

−1 ∈ Pp for ε ≥ 0. So, the definitions
of DI and DL work also for functions on Pp, and we define the classes CI,1(Pp) and CL,1(Pp)
as in Definitions 1.2 and 1.3 for Pp replacing Mp.

By extending a function on Pp to Mp, we may apply Theorem 2.1 to establish the corre-
sponding link for functions on P2. As an application, we will present derivative formula for
the distribution of random variables. For s0 > 0 and a family of M -valued random variables
{ξs}s∈[0,s0) on a probability space (Ω,F ,P), we say that ξ̇0 := d

ds
ξs
∣∣
s=0

exists in Lq(Ω→ TM ;P)

for some q ≥ 1, if ξ̇0 ∈ Tξ0M with E|ξ̇0|q <∞ such that

(2.6) lim
s↓0

E
∣∣∣1
s

exp−1ξ0 [ξs]− ξ̇0
∣∣∣q = 0.

Since ξs → ξ0 as s → 0, note that the inverse of the exponential map exp−1ξ0 [ξs] is well-defined

for small s > 0, see the proof of Theorem 2.1(1) below for details. In particular, for M = Rd

we have exp−1ξ0 [ξs] = ξs − ξ0.

7



Corollary 2.2. Let p ∈ [0,∞).

(1) If f is L-differentiable on Pp, then it is intrinsic differentiable and DIf = DLf.

(2) If f ∈ CE,1
p (Pp), then f has linear functional derivative on Pp and DFf = D̃Ef.

(3) Let f ∈ CE,1,1(Pp). Then f ∈ CI,1(Pp) and

(2.7) DIf(µ)(x) = ∇{D̃Ef(µ)(·)}(x), (x, µ) ∈M ×Pp.

When p ≤ 2 and f ∈ CI,1
B (Pp), we have f ∈ CL,1(Pp) with

DLf = ∇{D̃Ef(µ)(·)}, µ ∈Pp, f ∈ CE,1,1
B (Pp).

(4) If f ∈ CL,1(Pp), then f((1− s)µ+ sδ·) ∈ C1(M) with

(2.8) ∇f((1− s)µ+ sδ·)(x) = sDLf((1− s)µ+ sδx)(x), x ∈M.

Consequently,

(2.9) DLf(µ)(x) = lim
s↓0

1

s
∇f((1− s)µ+ sδ·)(x), f ∈ CL,1(Pp), (x, η) ∈M ×M.

(5) Let {ξs}s∈[0,s0) be random variables on M with Lξs ∈ Pp continuous in s, such that

ξ̇0 := d
ds
ξs
∣∣
s=0

exists in Lq(Ω→ TM ;P) for some q ≥ 1. Then

(2.10) lim
s↓0

f(Lξs)− f(Lξ0)

s
= E

〈
DLf(Lξ0)}(ξ0), ξ̇0

〉
holds for any f ∈ CE,1,1(Pp) such that for any compact set K ⊂Pp,

(2.11) sup
µ∈K
|∇{D̃Ef(µ)}|(x) ≤ C(1 + ρo)

p(q−1)
q , x ∈M

holds for some constant C > 0.

Let us compare (2.10) with the corresponding formula presented in [3] for M = Rd, ρ(x, y) =
|x− y| and p = 2. In this case, the formula (2.10) is established for the probability space being
Polish and f ∈ CL,1(P2(Rd)) with bounded DLf , see also [6, Proposition A.2] and [14, Lemma
2.3] for this formula with more general functions f on P2(Rd). Theorem 2.2 establishes (2.10)
to Mp on Riemannian manifolds and p ≥ 0.

3 Some lemmas

We first consider the variation of f(hη) in the density function 0 ≤ h ∈ L1(η). Recall that for
a nonnegative measurable function h on M , the measure hη is defined by

(hη)(A) :=

∫
A

hdη, A ∈ B(M),

where B(M) is the Borel σ-field of M . In the proof of Theorem 2.1, we will formulate f(η◦φ−1εv )
by f((1 + hε)η) for some h ∈Hε0 , where h ∈Hε0 means that h ∈ C([0, ε0]×M ; [0,∞)) and
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(1) h0 = 0, supε∈[0,ε0] ‖hε‖∞ < ∞, supphε ⊂ K for some compact set K ⊂ M and all
ε ∈ [0, ε0];

(2) ḣε := lims↓0
hε+s−hε

s
∈ Cb(M) exists and is uniformly bounded for ε ∈ [0, ε0).

So, to calculate DLf(µ), we first present the following lemma which links f((1 + hε)η)− f(η)
to the extrinsic derivative.

Lemma 3.1. Let p ∈ [0,∞). For any h ∈Hε0 and any f ∈ CE,1,1(Mp),

(3.1) f((1 + hε)η)− f(η) =

∫ ε

0

dr

∫
M

DEf((1 + hr)η)(x)ḣr(x)η(dx), η ∈Mp, ε ∈ [0, ε0].

Proof. (1) We first consider

η ∈Mdisc :=
{ n∑

i=1

aiδxi : n ≥ 1, ai > 0, xi ∈M, 1 ≤ i ≤ n
}
.

In this case, for any ε ∈ [0, ε0) and s ∈ (0, ε0 − ε), by the definition of DE we have

f((1 + hε+s)η)− f((1 + hε)η) = f
(

(1 + hε)η +
n∑
i=1

{hε+s − hε}(xi)aiδxi
)
− f((1 + hε)η)

=
n∑
k=1

{
f
(

(1 + hε)η +
k∑
i=1

{hε+s − hε}(xi)aiδxi
)
− f

(
(1 + hε)η +

k−1∑
i=1

{hε+s − hε}(xi)aiδxi
)}

=
n∑
k=1

ak

∫ ak{hε+s−hε}+(xk)

−ak{hε+s−hε}−(xk)

{
DEf

(
(1 + hε)η +

k−1∑
i=1

{hε+s − hε}(xi)aiδxi + rδxk

)}
(xk)dr,

where
∑0

i=1 := 0, a+ := max{a, 0} and a− := (−a)+ for a ∈ R. Multiplying by s−1 and letting
s ↓ 0, we deduce from this and the continuity of DEf that

lim
s↓0

f((1 + hε+s)η)− f((1 + hε)η)

s
=

n∑
k=1

ak{ḣε(xk)+ − ḣε(xk)−}DEf((1 + hε)η)(xk)

=

∫
M

DEf((1 + hε)η)(x)ḣε(x)η(dx), ε ∈ [0, ε0), η ∈Mdisc.

(3.2)

(2) In general, for any η ∈ Mp, let {ηn}n≥1 ⊂ Mdisc such that ηn → η in Mp. By (3.2), for
any ε ∈ (0, ε0) and s ∈ (0, ε0 − ε), we have

(3.3) f((1 + hε)ηn)− f(ηn) =

∫ ε

0

dr

∫
M

DEf((1 + hr)ηn)(x)ḣr(x)ηn(dx), n ≥ 1.

Next, since DEf ∈ C(M ×Mp) and hr, ḣr ∈ Cb(M) for r ∈ [0, ε0] with compact support ⊂ K,
and ηn → η in Mp, we obtain

(3.4) lim
n→∞

∫
M

DEf((1 + hr)η)(x)ḣr(x)ηn(dx) =

∫
M

DEf((1 + hr)η)(x)ḣr(x)η(dx).
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Moreover, ηn → η in Mp and h ∈Hε0 imply that the set

Kr := {(1 + hr)η, (1 + hr)ηn : n ≥ 1}

is compact in Mp for any r ∈ [0, ε0]. Combining this with DEf ∈ C(M ×Mp), we see that the
function

Kr ×M 3 (γ, x) 7→ DEf(γ)(x)ḣr(x)

is uniformly continuous and has compact support ⊂ Kr ×K, so that (3.4) implies

lim sup
n→∞

∣∣∣∣ ∫
M

DEf((1 + hr)ηn)(x)ḣr(x)ηn(dx)−
∫
M

DEf((1 + hr)η)(x)ḣr(x)η(dx)

∣∣∣∣
= lim sup

n→∞

∣∣∣∣ ∫
M

DEf((1 + hr)ηn)(x)ḣr(x)ηn(dx)−
∫
M

DEf((1 + hr)η)(x)ḣr(x)ηn(dx)

∣∣∣∣
≤ lim sup

n→∞

{
ηn(K) sup

x∈K
|DEf((1 + hr)ηn)(x)ḣr(x)−DEf((1 + hr)η)(x)ḣr(x)|

}
= 0.

Combining this with
sup

(γ,x)∈Kr×K,r∈[0,ε0]
|DEf(γ)(x)ḣr(x)| <∞,

we deduce from the dominated convergence theorem that

lim
n→∞

∫ ε

0

dr

∫
M

{
DEf

}
((1 + hε)ηn)(x)ḣr(x)ηn(dx)

=

∫ ε

0

dr

∫
M

{
DEf

}
((1 + hr)η)(x)ḣr(x)η(dx).

(3.5)

Therefore, by letting n→∞ in (3.3) and using the continuity of f , we prove (3.1).

To calculate the convexity extrinsic derivative, we present the following result.

Lemma 3.2. Let p ∈ [0,∞). Then for any f ∈ CE,1
K (Mp) and η, γ ∈Mp,

d

dr
f((1− r)η + rγ) := lim

ε↓0

f((1− r − ε)η + (r + ε)γ)− f((1− r)η + rγ)

ε

=

∫
M

{
DEf((1− r)η + rγ)(x)

}
(γ − η)(dx), r ∈ [0, 1).

Consequently, for any f ∈ CE,1
K (Mp),

D̃Ef(η)(x) := lim
s↓0

f((1− s)η + sδx)− f(η)

s

= DEf(η)(x)− η
(
DEf(η)

)
, (x, η) ∈M ×Mp.

The assertions also hold for Pp replacing Mp.
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Proof. As in the proof of Lemma 3.1, we take

ηn =
n∑
i=1

αn,iδxn,i , γn =
n∑
i=1

βn,iδxn,i

for some xn,i ∈M and αn,i, βn,i ≥ 0, such that

ηn → η, γn → γ in Mp as n→∞.

For any r ∈ [0, 1) and ε ∈ (0, 1− r), let

Λε
n,i := (1− r)ηn + rγn +

i−1∑
k=1

ε(βk − αk)δxn,k ∈Mp, 1 ≤ i ≤ n,

where by convention
∑0

i=1 := 0. Then by the definition of DEf , we have

f((1− r − ε)ηn + (r + ε)γn)− f((1− r)ηn + rγn)

=
n∑
i=1

{
f(Λε

n,i + ε(βn,i − αn,i)δxn,i)− f(Λε
n,i)
}

=
n∑
i=1

∫ ε(βn,i−αn,i)+

−ε(βn,i−αn,i)−
DEf(Λε

n,i + sδxn,i)(xn,i)ds, ε ∈ (0, 1− r).

Multiplying by ε−1 and letting ε ↓ 0, due to the continuity of DEf we derive

d

dr
f((1− r)ηn + rγn) =

n∑
i=1

(βn,i − αn,i)DEf((1− r)ηn + rγn)(xn,i)

=

∫
M

{
DEf((1− r)ηn + rγn)(x)

}
(γn − ηn)(dx), r ∈ [0, 1), n ≥ 1.

Consequently, for any r ∈ [0, 1),

f((1− r − ε)ηn + (r + ε)γn)− f((1− r)ηn + rγn)

=

∫ r+ε

r

ds

∫
M

{
DEf((1− s)ηn + sγn)(x)

}
(γn − ηn)(dx), ε ∈ (0, 1− r), n ≥ 1.

Noting that the set {ηn, γn : n ≥ 1} is relatively compact in Mp, by this and the condition on
f , we may let n→∞ to derive

f((1− r − ε)η + (r + ε)γ)− f((1− r)η + rγ)

=

∫ r+ε

r

ds

∫
M

{
DEf((1− s)η + sγ)(x)

}
(γ − η)(dx), ε ∈ (0, 1− r).

Multiplying by ε−1 and letting ε ↓ 0, we finish the proof.
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The following is a consequence of Lemma 3.2 for functions on Pp.

Lemma 3.3. Let p ∈ [0,∞). Then for any f ∈ CE,1
K (Pp) and µ, ν ∈Pp,

lim
s↓0

f((1− s)µ+ sν)− f(µ)

s
=

∫
M

{
D̃Ef((µ)(x)

}
(ν − µ)(dx).

Proof. To apply Lemma 3.2, we extend a function f on Pp to f̃ on Mp by letting

f̃(η) = h(η(M))f(η/η(M)), η ∈Mp,

where h ∈ C∞0 (R) with support contained by [1
4
, 2] and h(r) = 1 for r ∈ [1

2
, 3
2
]. It is easy to see

that
f((1− s)µ+ sν) = f̃((1− s)µ+ sν), s ∈ [0, 1], µ, ν ∈Pp,

and f ∈ CE,1
K (Pp) implies that f̃ ∈ CE,1

K (Mp) and

DE f̃(µ) = D̃Ef(µ), µ ∈P.

Then the desired formula is implied by Lemma 3.2 with r = 0.

Finally, we prove a derivative formula for the distribution of random variables.

Lemma 3.4. Let {ξs}s∈[0,s0) be M-valued random variables such that lims→0 Lξs = Lξ0 in Pp,

and ξ̇0 := d
ds
ξs
∣∣
s=0

exists in Lq(Ω→ TM ;P) for some q ≥ 1. Then

(3.6) lim
s↓0

f(Lξs)− f(Lξ0)

s
= E

〈
∇{D̃Ef(Lξ0)}(ξ0), ξ̇0

〉
holds for functions f ∈ CE,1,1(Pp) satisfying (2.11) for any compact K ⊂ Pp and some
constant C = C(K ) > 0.

Proof. By Lemma 3.3, we have

f(Lξs)− f(Lξ0) =

∫ 1

0

{ d

dr
f(rLξs + (1− r)Lξ0)

}
dr

=

∫ 1

0

dr

∫
M

{
D̃Ef(rLξs + (1− r)Lξ0)

}
(x)(Lξs −Lξ0)(dx)

=

∫ 1

0

E
[{
D̃Ef(rLξs + (1− r)Lξ0)

}
(ξs)−

{
D̃Ef(rLξs + (1− r)Lξ0)

}
(ξ0)

]
dr.

(3.7)

For each s ≥ 0, let γs,· : [0, 1] → M be the minimal geodesic such that γs,0 = ξ0 and γs,1 = ξs.
Then lims↓0 γs,θ = ξ0, and by (2.6),

lim
s↓0

E
∣∣∣∣1s//θ→0

d

dθ
γs,θ − ξ̇0

∣∣∣∣q = 0,
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where //θ→0 : Tγs,θM → Tξ0M is the parallel displacement along the geodesic γs,· : [0, θ]→M .
Combining these with (3.7) and (2.11) with K := {Lξ0 ,Lξsn : n ≥ 1} for a sequence s0 > sn ↓
0, we may apply the dominated convergence theorem to derive

lim
sn↓0

f(Lξsn )− f(Lξ0)

sn

= lim
sn↓0

1

sn

∫ 1

0

E
[{
DEf(rLξsn + (1− r)Lξ0)

}
(ξsn)−

{
D̃Ef(rLξsn + (1− r)Lξ0)

}
(ξ0)

]
dr

= lim
sn↓0

∫ 1

0

dr

∫ 1

0

E
[〈
∇
{
D̃Ef(rLξsn + (1− r)Lξ0)

}
(γsn,θ),

1

s

d

dθ
γsn,θ

〉]
dθ

= E
〈
∇{D̃Ef(Lξ0)}(ξ0), ξ̇0

〉
.

4 Proofs of Theorem 2.1 and Corollary 2.2

Obviously, assertion (2) follows from Lemma 3.2. Below we prove assertions (1), (3), (4) in
Theorem 2.1 as well as Corollary 2.2 respectively.

Proof of Theorem 2.1(1). Although the flows φvs and φsv are different, their derivative at s = 0
are all equal to v, so that both DI

v and DL
v are directional derivatives along v. Thus, it is

reasonable that for a large class of functions we have DIf = DLf . To see this, we need the
inverse exponential map exp−1x . For any z ∈M , let u ∈ TxM such that

[0, 1] 3 s 7→ expx[su] ∈M

is the minimal geodesic from x to z, and we denote u = exp−1x [z]. If z is not in the cut-locus
of x, the minimal geodesic from x to z is unique, and exp−1x [z] is smooth in z. In case that z
belongs to the cut-locus of x, such a vector u ∈ TxM may be not unique. For any compact set
K ⊂ M , there exists a constant R > 0 such that for any x ∈ K , the distance between x and
its cut-locus is larger than R. So, for any x ∈ K ,

expx : {u ∈ TxM : |u| ≤ R} → Bx(R) := {y ∈M : ρ(x, y) ≤ R}

is a diffeomorphism, such that
exp−1x : Bx(R)→ TxM

is smooth. Thus, for any v ∈ Γ0(TM) and small enough ε > 0, we have vε := ε−1 exp−1[φvε ] ∈
Γ0(TM). Moreover,

vε = εv + o(ε),

where ε−1‖o(ε)‖∞ → 0 as ε ↓ 0. Hence, for any L-differentiable function f and η ∈M, when ε
is small enough we have

lim sup
ε↓0

∣∣∣∣f(η ◦ (φvε)
−1)− f(η)

ε
−DL

v f(η)

∣∣∣∣ = lim sup
ε↓0

∣∣∣∣f(η ◦ φ−1vε )− f(η)

ε
−DL

v f(η)

∣∣∣∣
13



≤ lim sup
ε↓0

∣∣∣∣f(η ◦ φ−1vε )− f(η)−DL
vεf(η)

ε

∣∣∣∣+
∣∣DL

v−ε−1vε
f(η)

∣∣} = 0.

Therefore, DIf = DLf holds for L-differentiable f .

Proof of Theorem 2.1(3). It suffices to prove the formulas (2.1) and (2.2) for f ∈ CE,1,1(Mp)
and f ∈ CE,1,1(Mp) respectively.

(a) For (2.1). Since any η ∈ Mp can be approximated by those having smooth and strictly
positive density functions with respect to the volume measure dx, by the argument leading to
(3.5), it suffices to show that for any η ∈Mp satisfying

(4.1) η(dx) = ρ(x)dx for some ρ ∈ C∞b (M), inf ρ > 0,

there exists a constant ε0 > 0 such that

(4.2) f(η ◦ (φvε)
−1)− f(η) =

∫ ε

0

dr

∫
M

〈∇{DEf(η ◦ φ−1rv )}, v〉d(η ◦ φ−1rv ), ε ∈ (0, ε0).

Firstly, there exists a constant ε0 > 0 such that

ρvε :=
d(η ◦ (φvε)

−1)

dη
, ρ̇vε := lim

s↓0

ρvε+s − ρvε
s

exist in Cb(M) and are uniformly bounded and continuous in ε ∈ [0, ε0]. Next, by Lemma 3.1,
we have

(4.3) f(η ◦ (φvε)
−1)− f(η) =

∫ ε

0

dr

∫
M

{
DEf(η ◦ (φvr)

−1)
}
ρ̇vrdη, ε ∈ [0, ε0].

To calculate ρ̇vr , by d
ds
φvs = v(φvs), for any g ∈ C∞0 (M) we have

d

dr

{
g ◦ φvr

}
= 〈∇g(φvr), v(φvr)〉 = 〈∇g, v〉(φvr), r ≥ 0,

which is smooth and bounded in (r, x) ∈ [0, ε0]×M . So,∫
M

gρ̇vrdη =

∫
M

g lim
s↓0

ρvr+s − ρvr
s

dη = lim
s↓0

1

s

∫
M

gd
{
η ◦ (φvr+s)

−1 − η ◦ (φvr)
−1}

= lim
s↓0

1

s

∫
M

{
g ◦ φvr+s − g ◦ φvr

}
dη =

∫
M

d

dr
(g ◦ φvr) dη

=

∫
M

〈∇g, v〉 ◦ φvrdη =

∫
M

〈∇g, v〉d(η ◦ (φvε)
−1)

= −
∫
M

{
g divη◦(φvr)−1(v)

}
d(η ◦ (φvr)

−1) = −
∫
M

g
{

divη◦(φvr)−1(v)ρvr
}

dη, g ∈ C∞0 (M),

where divη◦(φvr)−1(v) = div(v) + 〈v,∇ log(ρvrρ)〉. This implies ρ̇vr = −divη◦(φvr)−1(v)ρr, so that the
integration by parts formula and ρvrη = η ◦ (φvr)

−1 lead to∫
M

{
DEf(η ◦ (φvr)

−1)
}
ρ̇vrdη = −

∫
M

{
DEf(η ◦ (φvr)

−1)
}

divη◦(φvr)−1(v) d(η ◦ (φvr)
−1)
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=

∫
M

〈
∇{DEf(η ◦ (φvr)

−1)}, v
〉
d(η ◦ (φvr)

−1).

Combining this with (4.3) we prove (4.2).
(b) For (2.2). Let p ∈ [0, 2]. For any η ∈ Mp and v ∈ L2(B(TM); η) with η(|v|2) ≤ 1, by

(1.1) we have
sup
s∈[0,1]

(η ◦ φ−1sv )(ρpo) = η(ρo(φsv)
p) ≤ 2η(ρpo + |v|p) <∞.

Then there exists a constant K > 0 such that

(4.4) sup
s∈[0,1],η(|v|2)≤1

(η ◦ φ−1sv + η)(ρpo) ≤ K.

So, by Lemma 3.2, we obtain

f(η ◦ φ−1v )− f(η) =

∫ 1

0

{ d

dr
f(rη ◦ φ−1rv + (1− r)η)

}
dr

=

∫ 1

0

dr

∫
M

(DEf)(rη ◦ φ−1rv + (1− r)η)d(η ◦ φ−1v − η)

=

∫ 1

0

dr

∫
M

{
(DEf)(rη ◦ φ−1rv + (1− r)η)(φv(x))− (DEf)(rη ◦ φ−1rv + (1− r)η)(x)

}
η(dx)

=

∫ 1

0

dr

∫
M

η(dx)

∫ 1

0

〈
//φsv(x)→x∇

{
(DEf)(rη ◦ φ−1rv + (1− r)η)

}
(φsv(x)), v(x)

〉
ds,

where //φsv(x)→x : Tφsv(x)M → TxM is the parallel displacement along the geodesic [0, 1] 3 θ 7→
φ(s−θ)v(x). Thus,

Iv :=
|f(η ◦ φ−1v )− f(η)−

∫
M
〈∇{DEf(η)}, v〉dη|2

η(|v|2)

≤
∫
[0,1]2×M

∣∣//φsv(x)→x∇{(DEf)(rη ◦ φ−1rv + (1− r)η)
}

(φsv(x))−∇
{
DEf(η)

}
(x)
∣∣2drdsη(dx).

By (4.4), as ‖v‖L2(η) → 0 we have φsv(x) → x η-a.e. and η ◦ φ−1sv → η in Mp for any s ≥ 0.
Combining these with (4.4) we may apply the dominated convergence theorem to derive Iv → 0
as ‖v‖L2(η) → 0. Therefore, f is L-differentiable such that (2.2) holds.

Proof of Theorem 2.1(4). It suffices to prove (2.3). Let f ∈ CL,1(M). We first prove the formula
for η ∈Mp and x ∈M with η({x}) = 0, then extend to the general situation.

(a) Let η({x}) = 0. In this case, for any v0 ∈ TxM , let v = 1{x}v0. Then

φrv(z) =

{
z, if z 6= x,

expx[rv0], if z = x.

By η({x}) = 0, we have

(4.5) (η + sδx) ◦ φ−1rv = η + sδexpx[rv0].
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Since v can be approximated in L2(η + sδx) by elements in Γ0(TM), the L-differentiability of
f and η({x}) = 0 imply

lim
r↓0

f((η + sδx) ◦ φ−1rv )− f(η + sδx)

r

=

∫
M

〈DLf(η + sδx), v〉d(η + sδx)) = s〈DLf(η + sδx)(x), v0〉.

Combining this with (4.5), we obtain

lim
r↓0

f(η + sδexpx[rv0])− f(η + sδx)

r
= s〈DLf(η + sδx)(x), v0〉.

This implies that f(η + sδ·) is differentiable at point x and (2.3) holds.
(b) In general, for any v0 ∈ TxM , there exists r0 > 0 such that v0 extends to a smooth

vector field v on B(x, r0) by parallel displacement; i.e. v(x) is the parallel displacement along
the minimal geodesic from x to z. Since η({expx[θv0]}) = 0 for a.e. θ ≥ 0, by the continuity of
f and the formula (2.3) for η({x}) = 0 proved above, we obtain

f(η + sδexpx[rv0])− f(η + sδx)

r
=

1

r

∫ r

0

d

dθ
f(η + sδexpx[θv0])dθ

=
1

r

∫ r

0

〈
∇f(η + sδ·)(expx[θv0]), v

(
expx[θv0]

)〉
dθ

=
s

r

∫ r

0

〈
DLf(η + sδ·)(expx[θv0]), v

(
expx[θv0]

)〉
dθ, r ∈ (0, r0).

By the continuity of DLf , with r ↓ 0 this implies (2.3).

Proof of Corollary 2.2. To apply Theorem 2.1, we extend a function f on Pp to f̃ on Mp as in
the proof of Lemma 3.3, i.e. by letting

f̃(η) = h(η(M))f(η/η(M)), η ∈Mp,

where h ∈ C∞0 (R) with support contained in [1
4
, 2] and h(r) = 1 for r ∈ [1

2
, 3
2
]. It is easy to see

that
f((1− s)µ+ sν) = f̃((1− s)µ+ sν), s ∈ [0, 1], µ, ν ∈Pp,

and f ∈ CE,1,1(Pp) implies that f̃ ∈ CE,1,1(Mp) and

DE f̃(µ) = D̃Ef(µ), DLf(µ) = DLf̃(µ), DIf(µ) = Dintf̃(µ), µ ∈P.

Then Corollary 2.2(1)-(4) follow from the corresponding assertions in Theorem 2.1 with f̃
replacing f .

Finally, since ∇{D̃Ef(µ)} = ∇{DE f̃}(µ) = DLf(µ) for µ ∈Pp and f ∈ CE,1,1(Pp), (2.10)
follows from Lemma 3.4.
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2005.
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