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ABSTRACT

In general, advances in translation technology tools have enhanced translation quality
significantly. Unfortunately, however, it seems that this is not the case for all language pairs.
A concern arises when the users of translation tools want to work between different language
families such as Arabic and English. The main problems facing Arabic<>English translation
tools lie in Arabic’s characteristic free word order, richness of word inflection — including
orthographic ambiguity — and optionality of diacritics, in addition to a lack of data resources.
The aim of this study is to compare the performance of translation memory (TM) and machine

translation (MT) systems in translating between Arabic and English.

The research evaluates the two systems based on specific criteria relating to needs and expected
results. The first part of the thesis evaluates the performance of a set of well-known TM systems
when retrieving a segment of text that includes an Arabic linguistic feature. As it is widely
known that TM matching metrics are based solely on the use of edit distance string
measurements, it was expected that the aforementioned issues would lead to a low match
percentage. The second part of the thesis evaluates multiple MT systems that use the
mainstream neural machine translation (NMT) approach to translation quality. Due to a lack of
training data resources and its rich morphology, it was anticipated that Arabic features would
reduce the translation quality of this corpus-based approach. The systems’ output was evaluated
using both automatic evaluation metrics including BLEU and hLEPOR, and TAUS human

quality ranking criteria for adequacy and fluency.

The study employed a black-box testing methodology to experimentally examine the TM
systems through a test suite instrument and also to translate Arabic English sentences to collect
the MT systems’ output. A translation threshold was used to evaluate the fuzzy matches of TM
systems, while an online survey was used to collect participants’ responses to the quality of
MT system’s output. The experiments’ input of both systems was extracted from

Arabic<>English corpora, which was examined by means of quantitative data analysis.

The results show that, when retrieving translations, the current TM matching metrics are unable
to recognise Arabic features and score them appropriately. In terms of automatic translation,
MT produced good results for adequacy, especially when translating from Arabic to English,

but the systems’ output appeared to need post-editing for fluency. Moreover, when retrieving



from Arabic, it was found that short sentences were handled much better by MT than by TM.

The findings may be given as recommendations to software developers.
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CHAPTER ONE

INTRODUCTION

1.0 Introduction

Technological developments and increasing internet accessibility have encouraged an
expansion in the use of computer-aided translation (CAT) tools and machine translation (MT)
— it has been estimated that around 99% of translations worldwide are currently produced by

machines (TAUS 2016: 74). One of the most significant features of computer-aided translation

tools is the translation memory (TM). The initial idea for TM technology was proposed in the
late 1970s and early 1980s (Arthern 1979; Kay 1980; Melby 1981). In his paper ‘The Proper

Place of Men and Machines in Language Translation’ (which was not widely distributed until
1981), Kay proposed the use of a bilingual concordance, which laid the basis for the creation
of TM. The function of a TM, which consists of a database of aligned pairs of source and target
segments, is to retrieve a translation of the input segments by finding exact or close matches in
the database. TM tools were designed to support translators in their work; it means they can
reuse the translations of highly similar source segments during the translation process and not
have to re-translate the same text twice. Meanwhile, neural machine translation (NMT) has
become the mainstream architecture for machine (or automatic) translation, and its paradigm

is recognised as enhancing translation quality (Bahdanau et al. 2014; Cho et al. 2014). NMT is

a deep-learning-based approach: it uses an artificial neural network that has the ability to learn
a statistical model for translating text from the source language into the target language(s). The
key benefit of the neural approach is that a single model can be trained directly on source and

target texts; it no longer requires the three-model systems used in the statistical MT approach.

The distinction between TM and MT systems is that CAT tools which use the TM system
enable the translator to control the translation of the text while employing these tools to help
increase their productivity (Bowker 2002), whereas with MT systems, the machine controls the
translation, typically without human intervention. In the past, TM and MT were used separately
in translation workflows. Later, however, the work of the two systems was combined, with the
MT system being used as a back-up mechanism when the TM failed to retrieve an appropriate

match (Federico et al., 2012). More recent developments have integrated the advantages of

TMs into MT systems in order to improve their quality: one approach applies a fuzzy match-

repair technique to repair the TM proposal (Ortega et al. 2016), while the NMT’s data
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augmentation method augments the source sentence with fuzzy matches retrieved from the TM
(Bulte and Tezcan 2019).

CAT tools seem to be designed to work well with European languages, however Arabic’s
unique characteristics, such as its richness of morphology and freedom of word order,
complicate the functions of these tools. Its flexibility means that the sense of a sentence can be
expressed in various ways using the same surface words but in a different order: for example,
VSO (verb-subject-object) or SVO (EIming 2008). Arabic’s morphological richness means that
the language contains not only orthographic ambiguity and optionality of diacritics but also a
large set of inflectional morphology, thus creating a huge number of surface forms (Habash
2010). This research aims to investigate how translation tools perform with the difficulties

posed Arabic.

The study uses an experimental investigation (based on a quantitative methodology) and an
evaluation technique that treats each translation tool — TM or MT — as a ‘black-box” (Simard

and Fujita 2012) to evaluate and compare the performance of a specific set of systems. It first

investigates the performance of current TM matching metrics when retrieving Arabic source
segments with complex linguistic features, including differences in word order, inflectional
affixes and the omission of the Hamza marker, and sets out to determine the extent to which
these features affect the fuzzy matching scores. It then uses the TAUS adequacy and fluency
ranking to evaluate the performance of NMT systems compared with automatic evaluation
metrics. This black-box evaluation is intended to demonstrate which translation tool performs

better and whether any difficulties still exist.

1.1  Statement of the problem

The use of technology has greatly enhanced the translation industry; however, it seems that
digital translation tools are not equally successful for all language pairs. They appear to face
significant challenges in supporting the translation of Arabic content in particular, as its flexible
word order and morphological richness render it difficult for a machine to understand. As a
consequence, the shortcomings of the translations produced by the TM retrieval process and

MT systems reveal deficiencies in many of these systems.

The core assumption behind this evaluation of the two types of system is that translators usually
research whether the use of TM retrieval or MT systems best suits their language pairs.
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The aforementioned problems highlight the need for a study that investigates the extent to
which the development of translation tools has succeeded in overcoming the difficulties
associated with handling the complexities of Arabic linguistics. As a response to this need, this
research aims to evaluate the performance of translation tools (i.e. TM and MT systems) when
translating from Arabic into English or vice versa, beginning with the design of a set of research

questions to direct its investigation.

1.2 Motivation of the research

Arabic and English belong to different language families: Arabic, as a Semitic language, has
unique linguistic characteristics such as a flexible word order and rich morphology, while
English, an Indo-European language, has a fixed word order and simple morphology. This
shows the importance of investigating how well translation technology systems handle these
fundamental differences when translating between these language pairs.

The goal of the current study is to conduct an experimental evaluation of two types of
translation tools (TM and MT) by undertaking a comparative analysis of the performance of
different systems. Such research should benefit Arabic translators looking for a translation tool
that meets their language requirements, as well as revealing the weaknesses of these systems
to their developers. The study further hopes to contribute to the field of translation tool
evaluation for other language pairs which, like Arabic and English, possess differing
morphological features.

The following section provides a brief overview of Arabic’s main linguistic characteristics that

will be studied in the research, the features of TM and the development of MT.

1.3 Background to the research

This section establishes the context of the different aspects of the research. Section 1.4.1
explains why the selected Arabic linguistic features are important to the analysis of the
performance of translation tools, while section 1.4.2 outlines the history and functionality of
TM, including an explanation of why TM finds Arabic problematic. Section 1.4.3 gives a brief
overview of the history of Arabic<>English MT up to the emergence of the neural paradigm,
and details why difficulties arise in NMT with Arabic. Section 1.4.4 then describes the

evaluation criteria used in the research.



1.3.1 Arabic linguistics

1.3.1.1 Historical introduction

Arabic, a Semitic language that developed in the Middle East, is one of the six official
languages of the United Nations and the fourth most common language in the world. According
to Internet World Stats,? it is the mother tongue of about 440 million people, distributed mainly

across the Arab countries.

Historically speaking, the current standard form of Arabic became widely disseminated after
the emergence of Islam with the Prophet Muhammad (Peace Be Upon Him) in Mecca and
Medina in Saudi Arabia at the start of the seventh century. Arabic is therefore associated with
Islam and the Holy Quran, although the language existed centuries before Islam — this pre-
Quranic Arabic is the so-called Classical Language (CL). The term CL is principally used to
describe the language used in the Quran and the earliest Arabic literature; however, over the
centuries, CL has evolved into a simplified form known as Modern Standard Arabic (MSA)
=il 4211) / alfushaa allugha). MSA is the official Arabic language that can be understood by
all speakers of Arabic. As a result of colonial influences in the region, each Arab country has
its own local dialect in addition to MSA. Colonisation affected the language in terms of word
borrowings from English or French and different ways of speaking, but these vernacular forms

of Arabic are for the most part mutually comprehensible across the region.

MSA (alfushaa) is the official language of 22 Arab countries across North Africa, the Middle
East and the Gulf region. MSA (referred to as ‘Arabic’ in this research) is the form of Arabic
used in intellectual life, and is taught not only in educational institutions in the Arab world but
also in universities around the world. It is also the standard language most commonly used in
books, news broadcasts, formal speeches, movies, etc. Most academic resources, such as
natural language processing tools, and most available parallel corpora that include an Arabic

pair are written in MSA (Abdelali 2004). As MSA is universal as well as being the variety of

3 https://internetworldstats.com/stats7.htm
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Arabic most frequently used in linguistic research, this study has adopted MSA as its subject

of investigation.

Arabic is characterised by many particular features that distinguish it from other language
families such as English. The following section describes some of the characteristics that have

been selected for evaluation in this research.

1.3.1.2 Word order

One of the major differences between Arabic and English syntax lies in the word order. English
maintains a strict word order: subject-verb-object (SVO). As such, it differs significantly from
Arabic, which is regarded as far more flexible. This flexibility means that the sense of a
sentence can be expressed in various ways by using the same surface words but in a different
order: VSO, SVO, VOS or OSV (Elming 2008). However, the basic word order in Arabic is
the VSO pattern, known as a ‘verbal sentence’, where the verb precedes the subject. The pattern
of SVO, where the verb follows the subject, is arrived at by moving the subject into the initial
position in the sentence — this is known as a ‘nominal sentence’ (Abdul-Raof 1998, cited in

Sado Al-Jarf 2007). From a stylistic perspective, the linguistic difference between verbal

sentences and nominal ones is one of emphasis: if the emphasis is on the doer, the sentence
begins with a noun (i.e. subject) and the word order is SVO, but if the emphasis is on the deed
(i.e. action), the sentence begins with a verb and the word order is VSO (Habash, 2007: 294).

To simplify the idea of difference conveyed by word order, take the two English segments*
below. If the word order is ignored, the segments will provide an exact match — each segment
has the same four words and a question mark, yet the segments have different meanings:

(1) Will you do it?

(2) Do you will it?

4 http://www.city-data.com/forum/writing/1115620-two-sentences-have-same-words-but.html
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The scenario above, however, can be applied to segments in Arabic and the meaning can be
identical, as in the example of two versions of the Arabic sentence below — they express the

same meaning in English:
(1) sxuaallataly Jihall - j4s [ sayafrah altifl bilaebatih aljadida
(2) swaallataly ~ e Jakll / altifl sayafrah bilaebatih aljadida

(English translation: The child will be glad about his new game.)

In the Arabic examples, sentence (1) begins with the verb = 2w / sayafrah / followed by the
subject Jkll /altifl/ , while sentence (2) begins with the subject followed by the verb; however,
the meaning is identical whichever the order, and can be expressed in a single English
translation despite the different sentence structures. This feature raises the following question
in the context of TM retrieval: if one of these versions were given to a translator as a source
text to translate but their TM database contained the other version, would the TM matching
metrics accurately compute the high similarity? And if not, why not? The experiment in
Chapter Four, section A, sets out to investigate this question, which has practical and
commercial implications for translators and CAT tool developers. With regard to automatic
translation, the question is whether the M T systems are able to construct a verb-initial sentence.
If not, this may lead to less fluent translations between Arabic and English. The experiments

in Chapters Six and Seven are designed to answer this question.

1.3.1.3 Morphology

Morphology studies the way morphemes combine with each other to create new word forms
and express different meanings. A characteristic of Arabic is the richness of its morphology —
in particular, its high incidence of inflectional morphology — leading to the creation of a huge
number of surface forms, in contrast to the simpler morphology of English. Inflection, as an
aspect of morphology, involves changing the grammatical form of the same word in order to
express changes in tense, gender, number, etc. This results in an increase in the forms of words
in Arabic corpora, while the number of occurrences of each form is correspondingly relatively
low. According to Al-Kabi et al. (2013), owing to its rich morphology, an Arabic corpus has
more surface forms than an English corpus of the same size. The inflection of verbs is called

‘conjugation’ and the inflection of nouns, ‘declension’. This research selects verb inflections
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to represent the morphology in its investigation of TM retrieval, since in Arabic the verb form

is regarded as the crucial part of a sentence due to its preference for a verbal sentence structure.

The overwhelming majority of Arabic verbs have roots consisting of three characters in which
the inflectional affix (i.e. a character) that shapes the template can only be positioned as a prefix
or a suffix, while the affix string may encompass one or more characters. Habash (2010) states
in his Introduction to Arabic Natural Language Processing that verb inflections have a limited
number of patterns: ten basic templates for a three-character root and two templates for a four-
character root. This means that the triliteral (three-character-root) verb can be transformed from
one template into another by simply attaching a prefix (an initial attachment) or suffix (a final
attachment). For example, the Arabic root “g » o+ has two genders: masculine () /yasmae/,
(he listens) and feminine (=) / tasmae / (she listens); three grammatical numbers: singular [
e.g. (al) /'asmae / (I listen)], dual (0lxews) / yusmiean / (they listen) and plural [ e.g. (0s=es)
lyasmaeun/ (they listen)]; two main tenses: the perfective pattern [e.g. (=) /sumie/ he
listened), the imperfective pattern [e.g. (a=) /yasmae/, (he listens) or (a2) /sayasmae/, (he
will listen) (Ameur et al. 2020).

The verb conjugation involves the creation of new stems from the verb’s root (the base of the
verb form) using specific verbal templates. Neme (2011) explains that the combination of a
root with a pattern produces an inflected form in which the root signifies a morphemic
abstraction for a verb, while the pattern is a template of characters (indices) surrounding the
root consonants. The verb’s tense — and other aspects such as gender and number — are
generally represented using the rules of inflectional verb morphemes. Tenses are used in either
the perfect or imperfect form; the former indicates the past tense while the latter indicates the
present or future tense. The language uses a unigue inflection system: for example, verbs in the
past tense are often designated by suffixes, whereas verbs in the present or future tense are
often identified by a prefix. Numbers are classified as plural, dual or singular, with two gender
categories, feminine and masculine. The number and gender features can be integrated with the
verb’s tense and expressed in single-word forms (Habash 2007). For example, when the prefix
— precedes the root J=i / fafala (‘do’), the new form J=& / yaffalu (‘he does’) indicates the verb
is in the imperfect tense and represents the third person singular masculine; when the suffix <
follows the form J=i / fafala (‘do’), the new form lsé / fagalat (‘she did’) indicates that the
verb is in the perfect tense and signifies the third person singular feminine. Thus, four

grammatical functions are expressed in a one-word form (Shamsan and Attayib 2015).
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Attached morphemes of verbs may be affixes or clitics — affixes (i.e. prefixes, suffixes) attach
to the stem, while clitics (proclitics and enclitics) attach to the stem after affixes. A clitic is a
linguistic unit that is pronounced and written like an affix but is grammatically independent
(Algudsi et al. 2014). In other words, multiple affixes and clitics can appear in one word, with

the result being that some words contain a meaning that can only be expressed in English by a
whole sentence. The example in Figure 1.1 (below) shows the construction of the Arabic word
L3 siSLud / fasyakulunaha (‘and they will eat it”).

ﬁil

{and they will eat at)

Figure 1.1: An example of word inflection in Arabic (Ezzeldin and Shaheen 2012:282)

As seen in Figure 1.1, a single Arabic token sStué (‘and they will eat it’) is formed by
(‘and’), < (‘will’), the base lexeme JSk (“eat’), the plural subject pronoun s (‘they’) and the
singular object pronoun & (‘it”). The word-form example above has, in addition to the word
root, two prefixes and two suffixes; its meaning can only be conveyed in English by a full

phrase using five words.

The process of combining affixational and clitic morphemes can involve a diversity of
morphological and phonological adjustment rules for a single word, giving rise to problems in
MT or TM retrieval. In TM retrieval, the similarity metrics may find a combination of
morphological inflections problematic. According to Planas and Furuse (1999: 331), the
matching measurement would have difficulty in recognising that sentence (3) in the sequence

below is more similar to sentence (1) than is sentence (2).
(1) The wild child is destroying his new toy.
(2) The wild chief is destroying his new tool.

(3) The wild children are destroying their new toy.
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To exemplify this scenario in Arabic, the two source sentences below are composed of the
same units although one of these is inflected differently (one sentence includes a different verb-

inflectional character).
(1) plakall e‘\l‘@)@é/ jhzt al'umu altaeam / The mother prepared the food.

(2) plakll Y1 56 Y tujahiz al'umu altaeam / The mother prepares the food.

In the above example, the verb < e in sentence (1) refers to the past tense, ending with the
suffix <, while the word J¢3 in sentence (2) refers to the present tense, beginning with the
prefix —. The deletion of the suffix < and insertion of the prefix — produced a different tense.
In terms of TM retrieval, this example raises the following question: if one of these sentences
were given to a translator as a source text but their TM database contained the other version,
would the algorithm penalise a different combination of the inflectional affixes heavily? The
experiment in Chapter Five, section A, investigates this question.

With automatic translation, the analysis of inflection affixes gives rise to a complicated process
of analysing and generating Arabic words; morphological analysis is one of the challenges
facing corpus-based MT approaches as it has the effect of increasing the problem of data
sparsity. ‘Data sparsity’ occurs when an MT system’s training data does not cover all the input
tokens sufficiently: that is, some input may not appear at all in the MT’s training data or may

appear but not in statistically useful numbers. Allison et al. (2006) describe data sparsity as the

phenomenon of not observing enough word forms in a corpus to model a language accurately.
The question is whether NMT systems translate grammar correctly between Arabic and
English; if not, this could potentially lead to the production of less fluent translations. The
experiments in Chapters Six and Seven set out to resolve the question of what happens when
an MT system receives input which includes several inflected words that are not (or are less

frequently) found in the training data.

1.3.1.4 Orthography

Arabic script has two types of symbols for writing words: letters and diacritic marks. Its
spelling consists of 28 basic letters (it can be extended to 36 by using the Hamza variation) and

nine diacritic marks to represent short vowels.
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e Hamza varieties

Hamza (¢) is the/a glottal stop () in Arabic; it takes multiple forms in written texts: it can be a

single letter when it is written alone (¢)° (Habash and Rambow 2007), as in the word-final sl

/ma'an/ ‘water’ or it can be combined with a letter (character-marker) where it and its carrier
become a diacritic marker. It is placed above or below the letter Alif (I /A , 1/ A), asin =l
/umi/ ‘Mum’ and 4\ /iigama/ ‘accommodation’, respectively; above a Waw (5 / W), as in
w338 /kawuws/ ‘Cups’; and above an Alif-Magsura (s / §), as in bl /shati/ ‘beach’.
Furthermore, an Alif-Hamza can be placed in addition to an initial-word position, in mid-word
position as in Jlw /yas'al/ ‘he asks’ or word-final position as in sl /malja/ ‘Shelter’. The
difficulty is that the insertion of Hamza on its carrier is controlled by a set of complex rules.
For this reason, general Arabic texts often include Hamza variations with un-Hamzated
(without Hamza) forms, especially the Alif-Hamza (i /A /), ( !/ A); thus, they are written as
bare-Alef (as in !) since the meaning is clear from the context (El Kholy and Habash 2010).

For example:
(1) 1,88 a3 ol /'umiy tahabani kthyraan / Mum loves me so much.

(2) 1S Sua3 ) [ amy tahabuni kthyraan / Mum loves me so much.

In the above examples, the Hamza-Alif of the word </ /umi/ ‘Mum’ in sentence (1) is written
as Hamza above Alif (1), while the word = /umi/ in sentence (2) is written without the
Hamza; the meaning is identical in both cases as the context renders the meaning clear even if
the orthography is incorrect as the Hamza marker is omitted. This feature raises the following
question in terms of TM retrieval: if one of these versions were given to a translator as a source
text but their TM database contained the other version, would the TM matching metrics
consider the omission of the Hamza marker as a minor or major difference? The experiment in

Chapter Five, section B, investigates this question.

5 Hamza varieties are highlighted in yellow.
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With regard to translating automatically, the omission of the Hamza marker may lead to an
increase in both ambiguity (the same form corresponding to multiple words) and sparsity
(multiple forms of the same word) since this creates close synonym forms. According to
Habash and Sadat (2006), Hamza allows suboptimal orthographic variants of the same word to
coexist in the same text.

e Diacritics

Another orthographic feature of Arabic is that its script does not have dedicated letters denoting
short vowels but uses diacritic marks to represent them — so-called ‘altashkil’ (JS&5) or
‘harakat’ (<&23). Diacritics are carried by case endings either above or below the letters; they
relate to text vocalisation and are used to add information about the pronunciation and meaning
of words that could help resolve the forms’ potential lexical and semantic ambiguity (Ameur
et al. 2015). In some cases, the lexical meaning of words (i.e. the homographs) can be
determined simply by inserting a diacritic mark (Habash 2010). Figure 1.2 (below) shows that

a single form, 2= / eagad /, has multiple meanings according to its diacritic mark.

Jac

decade.n

contract.n

complicated
. adj

Figure 1.2: Multiple meanings of the word forms / eagad/

As seen in Figure 1.2, the intended meaning of the base-form 2= depends on its diacritic mark

— the meaning changes as the diacritic marks change.
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o The form e ‘decade.n’ has a kasrah (3_-S) below.

o The form e ‘necklace’ has a dammah (“«=) above.

o The form s ‘knots.n’ has a dammah («-=) and shaddah (323) above.

o The form % ‘complicated. adj’ has a fathah (As¥), shaddah (s2%) and fathah (i)
above.

o The form e ‘contract.n’ has fathah (4=3%)above.

o The form e ‘held.v’ has fathah (4=3) above.

The issue that arises here is that the optionality of using diacritic marks in Arabic may lead to
texts entirely without these markers; nevertheless, the intended meaning can be predicted from
the context (Habash and Sadat 2006). Take the example below:

(1)x821) sall </ labisat alfatat aleiqd / The girl wore the necklace.

(2) 2l sl <ol / Jabisat alfatat aleugad / The girl wore the necklace.

In the above examples, the word 221! / aleiqd / in sentence (1) is written with the diacritic mark
kasrah, while in the sentence (2) the word 221l / aleugad / is written without the mark; the
meaning is identical whichever form is used since the context renders the meaning clear even
if the orthography is incorrect due to the absence of the diacritic mark. This feature raises the
following question in relation to TM retrieval: if one of these versions were given to a translator
as a source text but their TM database contained the other version, would the TM matching
metrics consider the absence of the diacritic mark a major or a minor difference? The

experiment in Chapter Five, section A, is intended to answer this question.

Generally speaking, the linguistic features mentioned above represent significant challenges to
the state of the art in both TM retrieval and MT. When Arabic is the source language, TM’s
matching mechanism may face difficulties in handling its flexible word order, morphological
inflections and omission of Hamza markers. With automatic translation, unless the MT systems
construct a verb-initial sentence, produce morphologically correct forms and predict the
context in a case of absent diacritic marks, this may lead to the production of less fluent
translations from Arabic to English (the difficulties are likewise transferred to the target side

when translating from English to Arabic).
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1.3.2 Translation memory retrieval
1.3.2.1 Introduction to translation memory

The rise in the use of TM systems in the translation market in the early 1990s led to the
establishment of the newly developed field of computer-aided translation (CAT) tools
(Hutchins 1999). By the early 1990s, the component had become commercially available, and
TM was soon widely accepted by translators. Hence, TM is the core component under scrutiny

in this study of translation tools.

TM retrieval involves a process of recalling a set of translation records from a database which
are algorithmically calculated to be of potential use in translating an input string (Baldwin
2010). The system was originally designed to support translators, allowing them to reuse the
translations of repeated segments without having to re-translate the same text. Once the
translation process starts, the TM system presents proposals of translations from its database
matches which the translator can accept or modify as they wish, saving them a significant

amount of time (Macklovitch and Russell 2000).

TM systems do not work in the same way as MT systems — they do not translate without human
intervention. Instead, they perform a retrieval process that recalls relevant (similar) segments
that have been previously translated by human translators. One of the potential benefits of the

TM help boosting consistency of expression within and between documents (Moorkens 2012).

1.3.2.2 Translation memory database

An important aspect of obtaining useful matching results is the efficient storage of segments in
the TM database. This database is a bank of parallel data comprising previous translations that
are stored as translation units (TUs) — that is, segments of source language along with their
translations. A segment means any meaningful unit: a word, phrase, sentence or even a
paragraph. According to Bloodgood and Strauss (2015), how well the TM database of
previously translated segments is matched to the texts to be translated is crucial to retrieving

useful translations.

There are three main methods of building a TM database. First, during the translation process
itself: when new segments are translated, they are automatically stored in the TM along with
their translations. Secondly, through the import of a database from either a TM created with
the same TM system or from parallel data (a ‘corpus’) available in the format of TMX

(Translation Memory eXchange). A TMX file (an XML supported by all CAT tools) can be
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imported into or exported from any TM system. The corpus is defined here as a collection of
naturally occurring examples which are stored on a computer to permit investigation using a
special translation tool. A corpus typically contains annotations of meta-information (i.e.
indexes attached to segments) that facilitate the efficiency of the matching metrics when
retrieving translation segments. Thirdly, a TM can be created with the help of an alignment
tool by placing a source text alongside its translation and aligning corresponding source-

language (SL) and target-language (TL) segments into translation units (Somers 2003).

This study used the first two types of TM database to address the research objectives. In the
experiments in Chapter Four, a corpus was imported to use as a TM database, while in the
experiments in Chapter Five, the researcher created his own TM by alignment.

1.3.2.3 Translation threshold

TM systems are often user configurable with a translation threshold and only provide proposals
with a similarity higher than or equal to this threshold score. The translation threshold is a
mechanism to limit the number of unhelpful proposals that are provided to the translator.
Therefore, unlike the suggestions in MT systems, a TM system does not inevitably supply
proposals for each input. O’Brien (2007: 196) states that the translation of segments for which
there are no or low matches is associated with the heaviest cognitive effort, while the translation
of segments for which there are exact matches is associated with the least. ‘Cognitive effort’
here refers to the amount of brain activity and knowledge needed to accomplish the translation
(Krings 2001:179). Translators generally have the ability to set a translation threshold to reduce
the number of less useful fuzzy matches if they calculate that reviewing these would be a waste

of time.

The translation threshold sets a minimum match level to filter out matches of lower similarity.
Many translators prefer to set the threshold somewhere between 70% and 75%. Bloodgood and
Strauss (2015) suggest that a 70% value is an ideal threshold if the translator is to avoid
excessive cognitive effort. Further, some systems like Trados Studio use 70% as the default
fuzzy match threshold, which means that when the degree of match between a source file
segment and a TM source is less than 70%, they are dealt with as having less usability and are
not displayed to the translator. By filtering the fuzzy matches, the TM similarity metrics only

retrieve translation pairs that have computed scores higher than the match threshold; however,
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the danger is that this could mean that if a match is scored too low, the translator will not see

potentially useful information.

This study used fuzzy matches and the 70% translation threshold to address the research
objectives: the experiments in Chapter Four used this threshold in the pre-translation function

in order to measure the usability of the TM proposals.

1.3.2.4 Similarity metrics

During the retrieval of proposals from the TM database, the measurement of the degree of
similarity is based on a comparison between source language texts. The function of the
similarity metrics, therefore, is to quantify the usefulness of the TM translations. Hence,

Bloodgood and Strauss (2015) stress the need for effective similarity metrics.

One of the most significant functions of TM algorithms is the ability to match a source sentence
against the database. When given a new sentence of text to translate, the matching algorithm
looks for source language sentences in the TM which are identical (exact match). If an exact
match is found, the TM metrics return the target-language version of that match (or matches).
As mentioned above, if there is no exact match, the system metrics estimate the degree of
similarity, and then display the close match (fuzzy matches), highlighting the differences by
means of a fuzzy score. As similarity can be calculated in many ways, the question is how do

the matching metrics in TM tools measure the text similarity?

The developers regard the matching algorithms used in TM systems as commercial secrets;
nevertheless, it is widely believed that segment retrieval is measured by string similarity
metrics based on some variation of edit distance, such as Levenshtein distance (Bloodgood and

Strauss 2015; Simard and Fujita 2012). A distance function measures the dissimilarity between

two strings of text: identical strings have a distance of (0), while the less similar two strings
are, the larger the distance between them. Similarity metrics supply a similarity score, usually
presented as a fraction between 0.0 and 1.0, or a percentage ranging from 0% to 100%. To
convert a distance (d) into a similarity score, some normalisation (I) constant is used to
constrain the distance measured to the range (0-1 or 0-100%). The similarity score is then
defined as 1 — d/l. To ensure that the smallest value of the similarity score is (0), the value of
(I) has to be the highest possible value of (d). Using such a normalised metric allows a
comparison of the extent of similarity between different string pairs, regardless of whether they

are short or long. As various similarity metrics and their normalisation constants work in
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different ways, this could result in a difference between the similarity scores for a string pair
when measured by two different similarity metrics. Thus, the different similarity metrics not
only have an influence on the ranking of TM suggestions, but also on whether TM suggestions
are displayed at all if constrained by a particular translation threshold (\Wolff et al. 2016).

Segment-based edit distance between the source string and the target string is the smallest
number of edit operations required to transform one of the strings into the other (Levenshtein
1966). The operations of edit metrics can be classified as either 4-operation edit similarity or

3-operation edit similarity.

1) 4-operation edit similarity

This metric is based on the string distance function, the edit operations as described as

[...] segment equality (segments s; and tj are identical), segment deletion (delete
segment si), segment insertion (insert segment t; after s; in string S), and segment
substitution (substitute segment s; for segment t;). (Baldwin 2009: 203)

Substitutions are in fact the combination of two operations, involving a simultaneous deletion
and insertion operation. Dynamic programming (DP) algorithms are used to determine the
minimum edit distance between a given string pair, following the 4-operation edit distance
formulation of Wagner and Fisher (1974). According to Wolff et al. (2016: 23), although the
details of matching metrics of CAT tools are a commercial secret, an informal investigation
of a free application (such as OmegaT) indicates that the 4-operation edit similarity metric is
used by some TM system implementations.

2) 3-operation edit similarity

This is similar to the 4-operation edit similarity metric, but the underlying distance function
does not count substitution as one of its basic operations. A substitution is thus patterned as an
insertion and a deletion (two operations), with the third being the identity operation. Baldwin
(2009) has evaluated that the 3-operation edit similarity — which is identical to the ‘sequential
correspondence’ method that determines the maximum sequential substring match between

two strings (Baldwin and Tanaka 2000) — gives the best performance.

Other researchers appear to concur:
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The issue of the word order may be solved by using methods not as extremely tied to
the order of characters/words, such as [that] suggested in Baldwin (2009). The
suggestion of using three operation edit distance rather than four operation edit distance
may be beneficial (Wolff et al 2014: 4404).

Another evaluation method was proposed by Bloodgood and Strauss (2015), whose study
compared a set of string-based metrics for TM retrieval: edit distance metrics and matching
methods specifically designed for fuzzy matching, such as percent match and n-gram precision,
which act on unigrams and longer n-grams. Percent match calculates the percent of unigrams
(tokens) in input segments that are found in the source TM, while n-gram precision is inspired
by the n-gram precision underlying the BLEU score for MT evaluation. Weighted percent
match (WPM) uses inverse document frequency (IDF). IDF is used to give more weight to
important words or less weight to morphological variants. The authors found that a weighted
n-gram precision measure performs better than the edit distance metrics, according to the
judgment of human translators. They also found that a weighted n-gram precision measure
retrieves a better-rated match than edit distance metrics, and correlates best with human
judgments. The study concludes that it is useful to preserve the local context in fuzzy matches
by designing a weighted version of n-gram precision in which translators can set the preferred

length of matching spans themselves.

The present study investigates whether the TM metrics can recognise segments including a
move operation (re-ordering) operation as highly similar. A ‘move operation’ means that two
components in a segment can exchange positions without changing the segment’s meaning,
unlike a substitution operation that is recorded as two edit operations, simultaneously deleting
and inserting components ( Wolff et al., 2016). Shapira and Storer (2002,), whose studies were
among the first to discuss the problem of edit distance in relation to substring moves,
considered the issue to be computationally complex. Muthukrishnan and Sahinalp (2000, 2002)
discussed the problem of edit distance with block edit operations such as a move operation,
they proposed a parsing algorithm “approximate nearest neighbour” search for calculating edit
distance blocks; it is considered as a sequence comparison with block operations. The same
factor was developed by Cormode and Muthukrishnan (2007), when considering the edit
distance with move operation only, they embed the strings into the L1 vector space, then use
L: distance between the two strings vectors to get an approximate result to the block edit

distance. Meanwhile, Baldwin and Tanaka (2000), in their study on the effect of word order on
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translation retrieval, state that texts that maintain their segment order will supply closer-
matching translations than those that include the same words but in a different order. The move
operation scenario can be seen in the flexible word order of Arabic. Arabic’s flexibility means
that the sense of a segment can be expressed in various ways by using the same surface words

but in a different order (EIming 2008), which means a move operation is required.

Overall, it appears that the edit distance metric is not efficient enough in measuring similarity
where strings are not exactly the same; it fails when required to recognise two segments which
might have the same meaning but a different word order. According to Sostari¢ (2018), the edit
distance metrics have several disadvantages when applied to the measurement of strings: they
do not allow for changes in word order and also face problems in dealing with inflectional
phenomena. As a consequence, although the edit distance metric performs efficiently with an
exact string sequence, it does not perform well with segments that are highly similar but whose

sequence is not exactly the same.

1.3.2.5 Matching types

‘Matching’ is a process whereby the input is compared for similarity with the TM sources, and
the corresponding TM translations are then retrieved. TM systems display different types of
matches according to the similarity of the segments. If an identical source segment is found in
the database, the TM algorithms offer translation(s) which are aligned with the source as a
100% or ‘exact match’. An exact TM match is a character-by-character match between a source
language segment and a TM source. If the source segments do not match any of the TM sources
precisely, the system typically performs a ‘fuzzy search’ (a technique it uses to find matches
in the database that may be less than the exact match). The fuzzy search retrieves segments that
are similar but not identical, expressing the match as a percentage ranging from 0% to 99%. If
the dissimilarity between the segments is minor (i.e. the TM segment differs only slightly from
the input segment), the matching score is high; if, on the other hand, the dissimilarity is
significant, the matching score is lower (for more information about fuzzy match bands, see
Chapter Three, section 3.1.7.1).

Some TM systems permit the translator to view more than one fuzzy match simultaneously,
arranged in descending order of match score. Translators then have the option to modify
translation suggestions by editing one or other of the proposals into the desired accurate
translation (Bowker 2002).
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Hence, the aim of this research is to investigate the performance of current TM similarity
metrics when retrieving Arabic source segments that include complex linguistic features, such
as differences in word order, inflectional affixes and the omission of the Hamza marker, and to
determine to what extent these features affect the fuzzy matching scores.

1.3.2.6 Integration

In the past, TM and MT were used separately (independently) in translation workflows. In
recent years, however, TM systems — although they can still be used on their own — have begun
to offer the functionality of MT integration. If these technologies are combined, the translator
is offered, in addition to TM retrievals, MT suggestions that help them come as close as
possible to producing a perfect translation. Using MT suggestions in a static way means that
the MT providers offer a translation for the entire sentence. According to Simard and Isabelle
(2009), the baseline approach to TM-MT integration is to use an MT suggestion to translate a

query sentence when a sufficiently similar translation cannot be found in the TM database.

Some studies have explored the use of an MT system as a back-up in cases where no highly
similar source sentence can be found in the TM database. The back-up approach extracts

suggestions from the MT systems which are then fed into the TM system. Federico et al. (2012)

state that although TM systems offer some advantages over MT systems in terms of retrieving
translations for previously translated segments, the TM metrics can sometimes fail to retrieve
matches above a certain translation threshold. In such cases, the MT system is often used as a

back-up solution.

The viability of MT deployment for TM users can be considered in different ways. Some CAT
tools, like Trados Studio and Memsource, develop MT systems for their own use in their
language service businesses and for sale to translators. Other tools, such as DV X and memoQ,
are dependent on connecting to a specialist provider’s MT service. The typical deployment of
MT is through an application programming interface (API) plug-in that makes MT systems’
output available within the CAT translation environment (Hu et al. 2018). Thus, the CAT

environment combines resources from MT, TM and terminology management tools to produce

translations.

A dialogue box in the project settings allows the translator to configure the MT plugins — for
example, which MT provider to use and how much. Typically, it looks up every segment in the

translation memories of the project and inserts the best match (the exact match and matches of
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a certain translation threshold and above). If there are no appropriate TM matches, an MT
suggestion is generated and inserted into the editor so that the translator can use the MT output

as a first gist translation before reviewing it (Olohan 2021).
Some popular CAT tools that use MT plugins are described below:

. DVX

DVX is one of the CAT tools that deploys the direct integration of MT with TM proposals.
Unless the translation editor displays exact and fuzzy matches from the TM database, segments
from MT suggestions are displayed in the translation editor. MT engines, like Google
Translate, Microsoft Translator and MyMemory, are supported by DVX and are available for

use during translation (Déja Vu X3).°

° memoQ

The memoQ application has been able to connect with MT engines through plug-ins since
2018. The MT providers that are supported by memoQ include Google Translate, Microsoft
Translator and DeepL Translate (memoQ manual).’

. Memsource

Memsource offers MT integration by either accessing Memsource Translate or a third-party
MT provider. Memsource Translate uses artificial intelligence (Al) to automatically select the
optimal free MT engine, such as Google Translate, Microsoft Translator or Amazon Translate,
to translate the text according to the language pair, domain and type of content. If Memsource
Translate is not used, third-party MT engines can be accessed via an APl (Memsource).®

Memsource produces a quarterly report, based on Memsource Translate data, on the
performance of different MT engines across various language pairs and domains, providing a
high-level analysis of their quality. First, it analyses a document to determine its domain; then,
it looks for the optimal MT engine based on the past performance of each engine in a given

domain, source language and target language. The most recent report concludes that no single

6 Machine Translation — Atril Solutions (zendesk.com)
7 Edit machine translation settings (memog.com)
8 https://help.memsource.com/hc/en-us/articles/360012620459-Machine-Translation-Overview
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MT engine can always provide optimal quality as this not only varies according to the language

pair but also depends on the domain (Memsource MT report 2020).°

o Trados Studio

Trados Studio has developed its own MT system — Language Weaver — for use in its language
services. Language Weaver is an adaptable NMT platform that can be used for translating
content. Segments not leveraged from the TM database can be automatically translated, but the
translator has the option to accept or amend these translations if necessary. In addition, Trados
Studio can connect to a number of MT providers, including Google Translate, Microsoft

Translator and ModernMT (Trados Studio website).1°

It is worth noting that pre-translating with the MT option activated can offer perfect translations
or increase pre-translation results in terms of both quantity and quality. However, these services
often require the translator to sign up for a paid account or purchase a licence for the software

if they wish to install and use the engine.

1.3.2.7 TM and fuzzy match repair

Many contemporary CAT tools now offer a functionality known as ‘fuzzy match repair’. It is
based on a structured cooperation between TM standard resources and MT that often makes
use of essentially the same mechanics of semantic substitution. If a source sentence differs
from a TM match in a single subsegment, the fuzzy match repair mechanism tries to ‘repair’
the portion of the segment that does not match the source segment: it gives the system the data
to generate the correct translation of the source sentence, even though that translation is not

present in the TM.

The functionality of fuzzy repair is available in some of the CAT tools, including DeepMiner
at DV X, MatchPatch at memoQ, and UpLIFT at Trados Studio.

° https://go.memsource.com/machine-translation-report
10 What is Machine Translation? (trados.com)
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o DeepMiner in DVX

DeepMiner statistical extraction is a feature of DVX that extracts a greater amount of
information from the standard resources (TM database, Termbase, Lexicon), along with the
MT results, to fill in parts of a non-translated segment. It first carries out sophisticated cross-
analyses of those databases on the fly in order to ‘mine’ the translations of terms and phrases
embedded in them. If the system identifies the translated equivalent of the non-matching part
of the segment, it uses conventional fuzzy matches and/or these mined terms and phrases to
create fuzzy match repairs, offering improved translations. It then uses an MT provider to enter

suggestions where no other matches are found.!

o MatchPatching in memoQ

MatchPatching is a memoQ feature that is used to ‘repair’ the translation from standard
resources (TM database, Termbase) and MT. When setting up MatchPatching with TM, the
system tries to ‘patch’ matches automatically, using not only translation memory fragments but
also suitable terminology hits. memoQ looks up differences in fuzzy matches. Usually it
patches fragments with one or two differences because MatchPatch needs high match scores.
When a fragment is found in the text, it will appear on the list of suggestions. Patching with
MT occurs when MatchPatching cannot patch a fuzzy match using the standard resource.
memoQ shows a patched match with an exclamation mark before the match rate, and applies a

penalty even though a patched match may be perfect.*?

o UpLIFT in Trados Studio

Trados Studio uses the UpLIFT Fragment Recall technology to find matches at the subsegment
level that are part of a previously saved translation unit. The fragments are matched accurately
and retrieved automatically from the TM when no match has been found, making it simpler to
maximise existing resources. With UpLIFT, fuzzy matches can be repaired by automatically

performing a set of amendments such as deletion, insertion, movement and punctuation

1 https://atrilsolutions.zendesk.com/hc/en-us/articles/205540701-Using-D%C3%A9i%C3%A0-Vu-X3-A-Tutorial
12 Translation results list (memog.com)
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changes. Furthermore, the feature can present the origin of repair: a TM, Termbase or MT.%3
The UpLIFT feature was designed by Flanagan (2014) to improve the recall of subsegments
from a TM, and was integrated into SDL Trados Studio 2017. It was tested as part of this
research and the results can be seen in in Chapter Four (for more details, see section 4.1.2.5).

1.3.3 Machine translation development
1.3.3.1 Introduction to machine translation

Machine translation is a means of transferring texts automatically from a source language into a
target language without human intervention. The history of MT dates back around 70 years to
when the first full-time researcher in the field, Yehoshua Bar-Hillel, began his research at MIT
(1951), and an influential demonstration of MT was performed by Georgetown University and
IBM in 1954 (IBM). In the Georgetown-IBM experiment, 60 Russian statements were
translated into English, marking a milestone in MT. However, the ALPAC (Automatic
Language Processing Advisory Committee) report of 1966 (Hutchins 1998), which concluded

that MT was slower, less accurate and more expensive than human translation research, at least
in the United States, was almost completely abandoned except for some companies such as
Systran that built a system for the United States Air Force in 1970. In Canada, France, USSR
and Germany, however, research continued. The METEO System for example, developed at
the Université de Montréal, Canada in 1977, was designed for the translation of the weather

forecasts from English to French. Significant uptake of MT did not begin until the 1980s.

MT developments can be categorised according to their core methodology into two main
paradigms: rule-based machine translation approaches that rely on linguistic rules, including
direct (also referred to as dictionary) MT, transfer-based MT and interlingual MT; and the
corpus-based (also referred to as data-driven) MT approach. The latter was developed as an
alternative approach for MT systems in the attempt to overcome the difficulties faced by rule-
based machine translation. The data-driven approach, which relies on large bilingual parallel

corpora to obtain translation knowledge, is divided into sub-approaches: example-based MT;

13 https://www.trados.com/blog/how-to-use-uplift-fragment-recall-and-fuzzy-repair-in-sdl-trados-
studio.html#tfragmentrecall
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statistical MT; hybrid MT; and, since 2015, neural machine translation. The different

approaches will be discussed below in the order of their historical appearance.

1.3.3.2 Rule-based machine translation

RBMT depends on hand-coded linguistic rules for the source and target languages. The system
applies a large collection of grammatical rules and translation dictionaries — lexicons that
contain morphological and even syntactic information, as well as semantics — in three different
phases: analysis, transfer and generation. The rules are deployed by a combination of linguists
and computer scientists. As mentioned above, the RBMT’s architecture can be classified as

three sub-approaches: the direct approach, transfer approach and interlingua approach.

Direct translation is the oldest MT approach and depends on the use of a large and
comprehensive lexicon — this is the reason why it is also called the dictionary-based approach.
It requires only a little syntactic and semantic analysis of the source; words in the source
language are translated directly into the target language (i.e. word-for-word translation)
(Hutchins and Somers 1992:72).

The main drawback of word-for-word translation — the fact that it may not be semantically
comprehensible or convey the intended meaning of the translated text — led to the development
of the transfer approach, in which the translation process is usually carried out in the different
stages of analysis, transfer and generation. In stage one (analysis), a parser is used to provide a
syntactic representation of the source language sentence. In the next stage (transfer), a set of
linguistic rules specific to the source and target languages transforms the syntactic
representation of the source into an equivalent representation in the target language. In the final
stage (generation), a target language morphological analyser is used to generate the target text.
However, the main weakness is that it is language-pair-dependent, which makes adding a new
language pair very expensive. In other words, linguistic rules are needed for a new source-

language analysis as well as for a new target-language generation (Nirenburg and Wilks 2000).

The interlingua approach was developed to resolve the issue of the complexity of the transfer
approach. It uses an auxiliary language based on an intermediate representation of the meaning
of the source text to form the basis of the target-text generation — that is, the source language
text is transformed into a neutral inter-language, independent of any natural language, and the
target language text is generated from the representation. The interlingua-based translation

process requires only two monolingual elements: first, an analysis of the source text into a
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universal language-independent representation of its meaning; next, the generation of
translated texts from the representation of the source’s meaning using the lexical units and
syntactic constructions of the target language. However, the difficulty of the interlingual
approach lies in the building of language-neutral meaning representations (Dorr et al 2004)).

1.3.3.3 Example-based machine translation

Example-based machine translation (EBMT) systems are trained from a large collection of
parallel corpora, in which a sentence is translated by analogy (i.e. text similarity). The EBMT
model, introduced in the 1980s (Nagao 1984), consists of three basic steps: the input source is
first deconstructed into short fragments to match example fragments in the available corpora;
it then looks for translational equivalence in the target language; and, in the final step, the

translated fragments are recombined into the target sentence (Hutchins 2005).

Despite the essential distinction between the systems of MT and TM, EBMT and the TM
component have in common the re-use of previous source-and-target language translation pairs
and the method of matching. The difference lies in the fact that EBMT automatically extracts
the corresponding translations and combines them into the target output (the machine controls
the translation), while TM suggests highly similar matches and the translator selects the best

match — modifying it if necessary — for the production of the desired translation (the translator

controls the translation) (Somers and Diaz 2004).

1.3.3.4 Statistical machine translation

Statistical Machine Translation (SMT) is a paradigm that generates translations based on the
theory of probability, whose parameters are learned automatically from the analysis of a very
large bilingual dataset. A probabilistic model entails collecting statistics about events and
calculating the probability distribution (Brown et al. 1990, 1993). This means that the

probability of something occurring depends on different variables likely to impact the event.

The difference between SMT and RBMT lies in the acquisition of translation knowledge: the
RBMT approach always requires the manual development of linguistic rules, while the SMT

system pursues a corpus-driven approach to acquiring translation knowledge.

The SMT paradigm is usually implemented in three components: a bilingual translation model;
a reordering model; and a monolingual target-language model. First, the translation model uses

the frequency of phrases appearing in a very large aligned bilingual training corpus to find the
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proper source/target translation combination; the more frequently the SL phrase is repeated in
a corpus in parallel with a specific TL string, the more probable it is that the target translation
is correct. The reordering model then provides probabilities for reordering the translated
phrases relative to their original position in the target translation. Finally, the language model

renders the translated text fluent in the target language (Koehn et al. 2003). Because they derive

their information from corpora, language models and translation models are the most
significant models in SMT. The language model is based on an n-gram architecture (n-grams
are all the combinations of adjacent words or characters of length n that can be found in the
source text). Translation models can take various alignment forms depending on the language
units used: word-based, phrase-based or syntax-based models. Word-based models estimate
sentence translation probability based on using words as the atomic unit, while phrase-based
models calculate sentence translation probability based on using phrases as the atomic unit
(Koehn 2009).

1.3.3.5 Hybrid machine translation

The motivation for developing the hybrid machine translation (HMT) approach stems from the
failure of any single technique to produce a high level of accuracy. A hybrid architecture uses
multiple MT approaches in a single system in order to integrate the advantages of different
approaches. This system-combination approach takes one or more outputs from each system
and then merges the results at a word, phrase or sentence level: for example, the combination
of rules post-processed by statistics or guided by rules. The former is where texts are translated
using a rule-based method and statistics are later used to adjust the output; the latter applies
rules to pre-process the input in an attempt to better guide the statistical model (Chan 2014).
However, according to Xuan et al. (2012), the hybrid MT approach faces similar difficulties to
that of SMT, especially in terms of the requirement of a large bilingual database.

1.3.3.6 Neural machine translation

Neural MT (NMT) has become the mainstream architecture for MT since 2016. The neural
network approach uses a single model — the encoder-decoder architecture — to train directly on
the source and target text, no longer requiring the three-model systems used in the SMT
approach (the encoder is a model used to encode a given text into a continuous vector; the
decoder is used to transform the state vector into the target language). In principle, the ability

of the encoder-decoder architecture to encode the source text into a vector representation also
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gives the model the ability to produce different decoding systems to translate into different

languages.

The earliest significant attempts to use neural networks in MT were made by Kalchbrenner and

Blunsom (2013). Their study, which laid the foundations for the use of encoder-decoder

architectures in MT, used a convolutional encoder (i.e. linear sequential circuits) to encode a
source input, then a decoder to generate the translation through a recurrent neural network
(RNN). The model was further developed by Sutskever et al. (2014) and Cho et al. (2014). The

model uses one Long Short-Term Memory (LSTM) to read the input sequence, one timestep

at a time, to obtain a large fixed dimensional vector representation, and then another deep
LSTM to decode the target (output) sequence from the vector. LSTMs are a very special kind
of recurrent neural network which is capable of learning long-term dependencies.
Remembering information for long periods of time is practically their basic behaviour. This
end to-end NMT typically consists of two recurrent network processes in which a sentence is
treated as a sequence of words or sometimes characters: an encoder maps the input sequence
of variable length to a point in a continuous vector representation (i.e. a numerical summary of
an input sequence), resulting in a fixed-length vector or so-called ‘context vector’ (i.e. the
fixed-length vector means a fixed-size representation of input sequence where the output must
be the same length). A decoder then generates a target sequence, again of variable length,
starting from the context vector. The transformation of source sentences into a sequence of
vector representations and translation generations are learned and performed using word
embedding, a method of transferring words from a vocabulary into a vector representation
space where each word is represented in hundreds of dimensions (e.g., 0,0,0,0,1,0,0,0). This
type of word representation allows words of similar meaning to have a similar representation
(Cho et al. 2014).

However, it was observed that although the pure encoder—decoder model performed well with
short sentences, it was inefficient when handling long sentences. The difficulty stems from the
internal fixed-length representation that must be used to decode each word in the output
sequence. In other words, it is difficult to use a fixed-size representation to capture all the
semantic details of long sentences, especially those that are longer than the sentences in the
training corpus. Bahdanau et al. (2014) proposed a remedy for this issue: extending the basic
encoder-decoder network model by incorporating an attention mechanism which learns to align

and translate jointly (i.e. it aligns the words from source to target and translates them at the
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same time). The attention encoder-decoder model considers a sequence of vector
representations of the source sentence generated by a bi-directional RNN encoder as input, and
then learns to align and translate simultaneously by reading the vector representations during
translation with a decoder (i.e. a bidirectional RNN reads the source sequence in both forward
and backward directions). This explains interactive translation prediction — using interactive

typing (for example, Lilt translates before the whole sentence is read) (Santy et al. 2019). An

attention mechanism is designed to predict the alignment of a target word in relation to the
context vectors (source words). With this approach, the attention encoder-decoder model does
not encode a whole input sentence into a single fixed-length vector; it encodes the input into a
sequence of vectors and then chooses a subset of these vectors when the decoder produces the
target sentence, which helps it to cope effectively with long input sequences. In other words,
each word is encoded through a vector, then the words’ vectors (i.e. the vectors of multiple
words) are gradually combined to give a vector representation of the whole sentence, where
each vector represents the meaning of all the words read so far (the encoder). Once the entire
sentence is read, the decoder begins by producing the translated words one at a time, each time
focusing on a different part of the input sentence to gather the semantic details required to

produce the next output word (synced review blog).t*

The techniques of vector representation and the attention-based mechanism worked well in
improving MT output; however, their performance appeared to be conditional on the provision
of large amounts of parallel data, and this is not available for low-resource languages. This led
to the suggestion of a complementary solution: to supplement the parallel data by using
monolingual data. Sennrich et al. (2015) attempted to enhance the decoder network model by
incorporating monolingual target sentences into the training data so as to boost translation
fluency. Their study introduced back translation as a method of leveraging the target
monolingual data so that an automatic translation system can be initially trained on translating

from the target to the source language on the available parallel data. Using target-side

14 A Brief Overview of Attention Mechanism | by Synced | SyncedReview | Medium
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monolingual data as additional parallel training data can significantly enhance the decoder

model.

Another technique for overcoming a lack of parallel data in some languages is a multitask
learning system in which MT learning occurs without parallel data. Johnson et al. (2017)
introduced a multilingual approach to train a single model for translating between multiple
language pairs. ‘Zero-shot translation’ (translating between two language pairs for which no
parallel data was applied at the time of training) uses a shared vocabulary and a special token
in the input sentence to specify the target language. This approach, first demonstrated in 2015,

reported promising results close to the state of the art.

Figure 1.3 (below) summarises the timeline of MT evolution.
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Figure 1.3: Timeline of MT evolution, (Maucec and Donaj 2019).

Due to its success, the encoder-decoder RNN architecture has become the heart of NMT
architecture. The neural architecture contains different models, such as single fixed-length
presentation and the encoder-decoder with attention. Furthermore, different resources and sizes
of training data can potentially be applied across the NMT systems. Hence, this study has

focused its evaluation of MT on an investigation into the performance of a set of NMT systems.
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MT systems have been improved in recent years by switching to the NMT model. Moreover,
the translation process has become more focused on human-computer interaction due to two

key developments: interactivity and adaptivity.

An interactive MT system attempts to predict — autocomplete — the translation the human user
IS about to type. Whenever the prediction is incorrect and the user changes it, a new prediction
is offered until the MT suggestion matches the user’s expectations. Thus, rather than post-
editing the MT output, the translator sees the translations as suggestions they can either choose
to use or reject. Meanwhile, an adaptive MT system learns from corrections on the fly and is
continuously trained — that is, it learns from the translator’s edits of its proposals (Daems et al.
2019). The Lilt tool, which was tested as part of this study, offers the translator interactive MT
and adaptive MT.

1.3.4 Using MT for fuzzy match repair

A study by Ortega et al. (2016) has implemented an editing TM matches approach (or fuzzy
match repair) that focuses on correcting TM matches using SMT systems. The fuzzy repair
feature is a technique that automatically edits high-scoring fuzzy matches. In the automatic
fuzzy match repair technique, the translator is offered a choice from a set of repaired translation
proposals that comes from a translation unit whose source segment is similar to the segment to
be translated. A further study also used this approach and reaffirmed that a fuzzy match repair
technique can be beneficial for the quality of the TM output (Bulté et al. 2018).

Fuzzy match repair is gaining greater influence among modern tools as it is regarded as a
reliable method of repairing the TM suggestions by using the system’s own resources or MT
proposals, providing the translator with a more useful translation suggestion and reducing post-
editing effort. Unfortunately, details about exactly how the fuzzy repair methods work are not

available.

1.3.5 Translation tools evaluation criteria

An evaluation process is essential for measuring the progress in translation tools, and also for

providing a way of distinguishing between competing systems.
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1.3.4.1 Translation memory evaluation

TM measurement allows the user to retrieve segments from the database which partially match
the input. According to Whyman and Somers (1999: 1270), as the functionality of TM systems
can be likened to information retrieval software, its performance measures (recall and
precision) can be used in the evaluation of TM performance. The definition of these terms
depends on what is being measured: in the context of TM, ‘recall’ measures how many of the
available matches are retrieved by TM systems, while ‘precision’ measures how useful or
accurate the actual matches and translation suggestions are, however they are measured
(Flanagan 2015).

In this study, ‘recall’ refers to fuzzy matches of input segments with segments retrieved from
the TM database and ‘precision’ refers to the similarity of segments retrieved from all the valid
segments in the database. One of the research hypotheses is that there is a possibility of
deficiencies in the TM algorithm systems when faced with specific linguistic issues, causing
poor recall but higher precision. As a result, the subsequent low fuzzy matching may have a
negative effect on the suggestions offered by the TM, meaning that the translator would not

see potentially useful proposals.

1.3.4.2 Machine translation evaluation

The quality of MT systems’ output can be evaluated either manually or automatically.

o Manual evaluation
Manual evaluation entails judging the raw MT output using properly qualified evaluators —
experts in translation or linguistics — to rate its adequacy and fluency according to an agreed

scale (White et al. 1994). An adequate translation is a translation that preserves the meaning of

the input and does not add, lose or distort any information. A fluent translation, on the other
hand, is a text in the target language that is both grammatically correct and natural. Adequacy
and fluency are generally considered the two most desirable features for a correct translation;
the human evaluator will measure these attributes separately in each of the MT translations,
but they are occasionally averaged to give the MT output a single numerical value (Callison-
Burch et al. 2007).

o Automatic evaluation
Automatic metrics are measures that are employed to calculate the correlation of a candidate

translation (the output of the MT system) with one or more gold standard translations that have
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been produced by a human translator and are considered benchmarks for assessing MT quality.
The use of metrics to evaluate the improvement of an individual MT system during its
development, as well as to compare different MT systems, depends on the availability of such
gold standard translations, which are used as reference translations. This means that a metric
should give a high score to machine-translated texts that translators score highly, and a poor
score to those that human evaluators award low scores (\White 2003). The most commonly used
MT evaluation metrics are BLEU, METEO, TER, and recently LEPOR.

1.4  Research question

The issues raised in the above introduction to the background of the research topic lead to the
main research question: which translation tool (TM or MT) can best handle Arabic linguistic
features when translating between Arabic and English? It is necessary to mention that the tools’

usability has been assessed according to its function.

1.5 Thesis structure

The thesis is organised into eight chapters. The current chapter introduces the research: it gives
a statement of the problem the study sets out to address, summarises the background to

translation technologies and to the Arabic language, and presents the research questions.

Chapter Two reviews the previous findings in the literature on Arabic<>English translation

that are of relevance to this research.

Chapter Three details the methodology chosen to measure the performance of the translation
tools: its first section presents the method used to evaluate TM retrieval, while the second

section describes the method employed to evaluate MT systems.

Chapters Four and Five describe the experiments used to evaluate the TM systems. Chapter
Four studies the retrieval of segments which include different syntactic structures: section A
investigates the retrieval of segments that include a move operation, while section B compares
the retrieval of segments which include a move operation with the retrieval of segments
containing a one-edit operation. Chapter Five studies the retrieval of segments which include
a morphological feature: section A investigates the retrieval of segments which include an
inflectional affix, while section B describes the retrieval of segments which omit the Hamza

marker.
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Chapter Six is a transitional chapter describing the testing of a neural machine system using

the same data as used in TM retrieval.

Chapter Seven presents an analysis of the quality of the output of multiple neural MT systems

using adequacy and fluency judgements in addition to automatic metrics.

Chapter Eight concludes the thesis with a discussion of the research findings. It highlights the
study’s contribution to the field, identifies its limitations, and suggests ways in which it could

be extended in future.
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CHAPTER TWO

RELATED RESEARCH

2.0 Literature review

In order to contextualise the scope of the current investigation, the following chapter reviews
the relevant previous evaluations of TM and MT performance. It is divided into two main
sections: section 2.1 focuses on studies evaluating the TM component, while section 2.2
discusses research that uses adequacy and fluency approaches to investigate the performance
of NMT.

2.1  Translation memory
2.1.1 Translation memory retrieval

In the process of retrieving suggested translations from the database, the TM system compares
source texts by measuring the string similarity using some variation of the edit distance metric.
The degree of similarity is determined by fuzzy matching algorithms — when the TM fails to
find an exact match between the segments to be translated and the TM sources, the fuzzy
matching algorithm helps find any matches that are above the match threshold. The fuzzy
matching is determined by comparing strings of characters, meaning that the TM matching
metrics use a string comparison of the input segment and the TM source segments (the

segments that the translator is dealing with) (Reinke 2013).

The advantage of using TM systems is that they give translators the ability to reuse previously
translated segments through the retrieval of close as well as exact matches. However, the
weakness of the matching metrics, which are based on the similarity of character strings
(formally known as the Levenshtein distance method — for more details, see section 1.4.2.4),
reduces the retrieval of close matches. In response to this weakness, many researchers have
pointed to the need for similarity measurements that go beyond character-string comparisons.
Macklovitch and Russell (2000), for example, maintain that TM systems are limited by the
rudimentary techniques employed for approximate matching. They cite Planas and Furuse
(1999: 331), who claim that unless the TM matching metric is able to do morphological
analysis, it will face difficulties in recognising that sentence (3) in the sequence below is more

similar to sentence (1) than is sentence (2).
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(1) The wild child is destroying his new toy.
(2) The wild chief is destroying his new tool.
(3) The wild children are destroying their new toy.

These difficulties arise because the TM matching metrics implement edit distance. In this case,
the metrics will measure that (1) and (2) have greater similarity as they differ in only four
characters, whereas (1) and (3) differ in nine characters. Macklovitch and Russell (2000)
explain that using linguistic information, such as named-entity recognition and morphological
processing, could improve the TM systems’ matching processes. Wang (2014:62,63) illustrates
the performance of the Levenshtein distance method in non-Western writing systems such as

Chinese, where the meaning is expressed through a combination of characters, word order and

contextual information. For example, ‘ffXF &> and ‘K& [0 are Chinese translations of

‘Microsoft Windows’. They both convey exactly the same meaning and only differ in one
character; however, their fuzzy matching score, calculated using the Levenshtein distance
method, is only 50%. As a result, these features hinder the efficiency of string similarity

metrics.

Somers (2003:39) highlights a different drawback of the TM matching metric: the segments
(4) and (6) in the example below would be retrieved in a higher match than (5).

(4) Select ‘Symbol’ in the Insert menu
(5) Select ‘Symbol’ in the Insert menu to enter character from the symbol set

(6) Select ‘Paste’ in the Edit menu

This retrieval is due to the fact that (4) and (6) differ in only two words, while (5) has eight
extra words. As the matching metrics measure only differences, not similarities, the TM system
ignores the fact that segment (5) matches (4) better since it includes the entire segment of (4).
Somers concludes that the matching metrics need more advanced techniques that incorporate
linguistic knowledge, such as inflection paradigms, synonyms and grammatical alterations, if

TM performance is to be improved.

Mitkov (2005) points to another drawback: the metrics of TM systems perform matching at the
sentence level but not at a sub-sentential level. The author gives the following examples:

(7) Select ‘Shut down’ from the menu and click on ‘Shut down’

(8) Select ‘Shut down’ from the menu
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(9) Click on ‘Shut down’

If the translator is to translate either the segment or clause (8) or (9), a sufficiently high match
would not be proposed due to the inability of standard TM metrics to identify sub-segment
matching.

In terms of syntactic structure, the metrics of TM systems may not be able to match sentences
that are semantically equivalent but expressed in a different word order. For example, the pair
of sentences ‘Microsoft developed Windows XP’ and ‘Windows XP was developed by
Microsoft’ cannot be a high match because their similarity score is 43%, which is far below
the common translation threshold (70%), as Mitkov and Corpas (2008) (cited in Wang 2014:
61) point out. Likewise, Sostari¢ (2018: 28) holds that edit distance metrics have several

disadvantages when applied to the measurement of strings because they do not allow for
changes in the word order, while Gow (2003:27) states that Trados Studio provides the
segments ‘Prendre des mesures de dotation et de classification’ and ‘Connaissance des
techniques de rédaction et de révision’ a match score of 56%. This is because half of the word
forms are the same and they occupy exactly the same position, even though the words in

common are only function words.

Furthermore, Chatzitheodorou (2015: 26) states that the English-Italian sentences pairs (below)

share the same meaning, although they do not share the same lexical items:

(10) Press ‘Cancel’ to make the cancellation of your personal information.
(11ST-EN) Press ‘Cancel’ to cancel your personal information.

(11T- IT) Premere ‘Cancel’ per cancellare i propri dati personali.

He explains that the word-based string edit distance between sentences (10) and (11ST) is 70%,
due to their syntax. As this is a relatively low score, translators may not be offered this as a

match.

Gupta et al. (2016b) also state that because the retrieval process is limited to edit distance-

based measures that operate according to surface-form matching, the TM metrics are unable to
identify the semantic similarity between the following two segments: ‘I would like to
congratulate the rapporteur’ and ‘I wish to congratulate the rapporteur’. Even though the two
segments express the same meaning, the TM matching metrics based on Levenshtein edit

distance award them a similarity percentage of only 71%.
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In terms of experimental studies of TM systems, this review of the literature reveals that, to
date, there has not been any that directly addresses the way TM retrieval deals with free word
order or inflection words; however, some studies have investigated TM performance in relation
to Arabic-English translation. Quaranta (2011) may have been the first to address the
performance of TM in Arabic<>English translation in a study that investigated the potential
difficulties that users of SDL Trados (2007) face in the translation of Arabic texts. She found
that linguistic differences, such as words with prefixes, suffixes and infixes, led to decreasing
fuzzy matching scores, and concluded that a morphological analysis tool is necessary to
overcome the problems deriving from Arabic’s complicated morphology. Meanwhile,
Thawabteh (2013: 83) has addressed the applicability of TM retrieval of segments differing
only in the Hamza marker (character marker) by evaluating the difficulties the MA students
faced when translating a text from Arabic into English. The researcher gives the following

example:

(1)

/ wainjabat alquds aledyd min alkitab walshueara /

Several writers and poets were born in Jerusalem!’
()
o) il g QU (e el sl i g
/wainjabat alquds aledyd min alkitab walshueara /
Several writers and poets were born in Jerusalem!
In the first sentence, in the word <uil | Alif is written without Hamza (bare Alif), while in the
second, the word <uasl includes the Alif-Hamza (Hamza above Alif). The examples above,

although semantically identical, provided an 86% similarity. In terms of diacritic marks,

Thawabteh gives the following examples:
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(3a) !dll Jealle /maajml alquds / How beautiful Jerusalem is!

(3b) 1038 Jaaile /maajml alquds / How beautiful Jerusalem is!

(3c) Suaall Jaaile /maajml alquds / How beautiful Jerusalem is?

The examples above are highly similar in terms of orthography, but syntactically different, thus
produce different semantic meanings. Although the word Jeails in version (3a) does not
include any diacritic mark while version (3b) includes the diacritic mark fatha ( "), the meaning
is the same, however version (3c) includes the diacritic mark Zamma ( ), and the meaning is
the different. In example 3b, the phrase of J«alle with the fatha is used to create an exclamation,
50 it expresses the meaning ‘the most beautiful’. In contrast, in example 3¢, the phrase Jeaile
with the damma is used to create a question, it seeks more details. Though semantically
different, 3a and 3b receive a similarity score of 75% and 3b and 3c 84%. The study concludes
that including or omitting the Hamza character has no effect on translation retrieval since there
are no semantic differences. Nevertheless, the inserting or absence of diacritic marks is
important and may have a deleterious effect on meaning. A further study by Alanazi (2019)
highlights that one of the potential difficulties CAT tools face when dealing with Arabic-
English translation is the spelling output for texts that include Hamza variations and diacritic

marks.

Turning to the retrieval of segments requiring minor editing in different language pairs, Wolff
et. al (2014) have proved that a similarity metric based on edit distance is likely to miss several
useful suggestions. They analysed two linguistically unrelated language pairs (English to
French and English to Hungarian) in two different translation memories with very different
properties. Their study investigated which useful suggestions would not be selected through
the source text similarity, and found that the largest category of missed opportunities was
composed of segments that were orthographically different but semantically similar, such as
sentences which included synonyms, paraphrases, active/passive variations and abbreviations.
In terms of the active/passive variation, the missing suggestion was due to changes in the word

order.

More recently, Baquero and Mitkov (2017) performed an experimental investigation into the
detection of similarities in sentences with minor revisions, using a small TM for English-

Spanish translation. Their aim was to transform, either individually or together, a set of lexical
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and syntactic rules for input segments from both languages. In terms of syntactic rules, they
changed sentences in the active voice into the passive and vice versa, and using a further rule,
changed the order of words, phrases and clauses within the sentences (i.e. the syntax of the
source segments was converted into a new structure but remained semantically identical). In
terms of changes in lexical rules, they replaced single- or multiple-word units with synonyms.

The multiple-change rules they applied were as follows:

— Rule 1 replaced a one- or two-word unit with its pronoun and changed the order of a

word, phrase or clause.

— Rule 2, in addition to replacing a one-word unit, changed the active voice into the

passive voice or vice versa.

— Rule 3 replaced a noun with its pronoun, changed active into passive, and changed the

word order.

The two sets of tests were then translated using four TM systems: namely, Trados Studio
(2017); Wordfast Pro; OmegatT; and memoQ (the dates and version numbers of the last three
systems are not mentioned). The results showed that the TM systems all failed to return the
segments as scoring above the default translation threshold; in particular, segments including
syntactic transformations and memoQ performed the poorest. In other words, the segments
performed least well across all tools tested and MemoQ performed worst across all rule types.
Although Baquero and Mitkov’s study experimented with transforming the rules — resulting in
multiple consequences at once — rather than editing a single inflection affix, as in the current
research, it addresses the same issue of retrieving segments that would require only minor

editing.

The conclusion that can be drawn from these studies is that TM systems will not offer
translators useful proposals in cases where the segment to be translated is written in a
syntactically or semantically different way to otherwise highly similar segments in the TM
database, because the TM algorithm cannot recognise the similarity. This omission will occur
when the matching score drops below the translation threshold, meaning that the translator may
have to translate the sentence from scratch, despite the fact that a useful translation is to be
found in the TM database. These results suggest that the TM matching metrics need to be

enhanced with natural language processing capabilities.
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2.1.2 The development of translation memory matching metrics

The weaknesses of the TM matching metrics (character-string comparisons) led to attempts to
go beyond simple surface-form comparison by introducing linguistic information and
paraphrasing. Various studies have focused on semantics or syntactic techniques for improving
the matching in TM systems. If viewed in relation to the development of their linguistic

information processing abilities, we can identify three generations of TM systems.

Most first-generation TM systems appear incapable of language processing, except for a few
systems such as Déja Vu. They perform basic morphological (shallow) processing that does
not require additional linguistic information. The vast majority of commercial TM systems
currently available in the translation industry belong to this generation (Benis 2003: 24 cited
in Mesa-Lao 2020: 104).

The second generation of TM systems use some language processing capabilities in order to
apply morpho-syntactic analysis to the segments. This includes using ‘chunk’ technology to
break down the source and target texts. So far, a few commercial TM systems are known to
belong to this generation. Similis,*® for example (Planas 2005), attempts to apply structural and
syntactic information to the database. The system splits sentences into syntactic units (chunks),
uses a monolingual lexicon and algorithm to attach a grammatical annotation to the chunks,
then indexes these as translation units. Thus, when the system searches for a match, it looks

not only at sentence level but also at the chunks, increasing the possibility of finding a match.

A different TM system, so-called Translation Intelligence,® learns from the content in the TM
database to further break down a sentence into smaller segments; each segment is annotated
with grammatical information to create translation patterns. As a result, when the system
searches for a match, it uses a deep-structure pattern recognition technique, increasing the

possibility of finding a match (Grénroos and Becks 2005).

1> Developed by Lingua et Machina.
' Developed by Master’s Innovation.
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A further TM system developed and tested by Hodész and Pohl (2005), the Meta Morpho’ TM
system, stores multi-level structures, including linguistic information, and retrieves sub-
sentential segments. The method involves three levels of similarity — the surface form of the
word, the lemma of the word, and the class of the word — in order to calculate the similarity
between two segments. The work is based on the method proposed by Planas and Furuse (1999)
which extends the edit distance metrics to incorporate lemma and parts of speech, together with
the surface form, when calculating the similarity between two segments. Hodasz and Pohl also
added the detection of noun-phrases that are tagged either by a translator or automatically by
an aligner developed especially to improve TM matching for morphologically rich languages
like Hungarian. The preliminary results show that the morphological analysis and parsing to
determine similarity between two source language segments improves the matchings in the
TM. However, the second generation of TMs applies the principle of TM to chunks rather than

sentences.

A new generation of TM systems has been proposed that would be able to process segments
not only at string-matching and partial syntactic analysis (subsentential) levels, but also at a
semantic level (processing paraphrases of texts). Significant research has focused on enhancing
the metrics of TM with semantic processing techniques, such as finding semantically

equivalent sentences through syntactic and semantic analysis, using a lexical database.

Pekar and Mitkov (2007) have proposed the creation of a third generation of TM tools by
introducing the concept of ‘semantic matching’ — that is, the syntactic and semantic analysis of
TM segments. Their study shows how to improve TM matching by using the syntactic structure
of sentences. In this method, syntax-driven semantic analysis is used to process sentences over
tree graphs, followed by lexicosyntactic normalisation. (A ‘tree graph’ represents the syntactic
analysis of a sentence generated by a parser.) The similarity between the syntactic-semantic
tree graphs is then calculated. However, despite giving a valuable insight into the retrieval of
better segments, this approach is generally regarded as not feasible for practical implementation

due to the amount of processing time required.

17 A linguistically enriched translation memory for Hungarian-English translation.
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Another method that combines the matching metric of Levenshtein distance with syntactic
information has been proposed by Vanallemeersch and Vandeghinste (2015). This uses a
shared partial subtree metric that compares two parse trees by identifying the overlapping
subtree structures they share. The authors claim that their method transfers the complex parse
trees used by Pekar and Mitkov into more easily manageable string form, while retaining all
the information contained in the nodes. They tested this method on an English-Dutch dataset
from Europarl. Their study found that although the combination of fuzzy matching metrics
with linguistic knowledge provides significant added value, the results are preliminary and, as

the authors note, the tree-matching method is ‘prohibitively slow’.

Other work has focused on approaches which incorporate paraphrasing into TM matching and
retrieval processes. An important strand of research has tried to address the weakness of the
Levenshtein distance metrics by employing similarity metrics that, when combined with
paraphrasing, can identify semantically similar segments even when they differ at the token

level.

Utiyama et al. (2011), for example, have proposed a method of searching TMs using
paraphrases. This model retrieves sentences from the TM that have the same meaning as the
input even if the actual words of the two sentences do not match exactly. Its approach finds
that paraphrasing is useful for TMs in terms of both the precision and recall of the retrieval

process. However, the downside is that it limits TM matching to exact matches only.

Another approach (Gupta et al. 2015, 2016a; Gupta and Orasan 2014) offers a semantically
enhanced edit-distance method by introducing a paraphrase database into the edit-distance
metric during the matching process. The extra paraphrase TM database contains semantic
information such as lexical, phrasal and syntactic paraphrases. Paraphrases in the PPDB dataset
are extracted using a statistical method. Both automatic and human evaluation have shown that

paraphrasing improves TM matching and retrieval.

Chatzitheodorou (2015) has taken a similar approach with a method that uses NooJ (a linguistic
development tool that is able to create equivalent paraphrases of the source texts; it contains a
large lexicon, along with a large grammar set) to create paraphrases of support verb
constructions (SVCs) of source translation units. This is in order to improve the matching as
much as possible when searching in the TM, so that the sentences share the same meaning but
not necessarily the same lexical forms. An evaluation of this method by translators showed that
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it helps the translation process by speeding it up; however, the number of fuzzy matches drops

due to out-of-vocabulary words in NooJ.

Meanwhile, Timonera and Mitkov (2015) have also shown that systems that are enhanced with
a clause-splitting and paraphrase function increase their match retrieval. In order to split both
the input and the TM segments into clauses, a rule-based module is used at a pre-processing
stage (i.e. it is employed before a segment is searched for) in the TM database. The results

showed that more sub-segments can be retrieved if clause splitting is applied.

Similarly, Sostari¢ (2018) has investigated whether sophisticated metrics and the inclusion of
linguistic features could retrieve better TM suggestions, according to both automatic and
human evaluation. The translation dataset used in this study was English to Swedish, and was
extracted from the European Commission’s Directorate-General for Translation (DGT). In the
experiment, the data was pre-processed and then parsed. The study concluded that if the
matching metric is enhanced with the paraphrase resources, it can achieve a significant

improvement.

In a very recent study, Ranasinghe et al. (2020) claim that most of the methods that try to

capture semantic similarity in TM were trialled on small databases and are not appropriate for
the large TMs normally employed by translators. These researchers, therefore, have introduced
an approach that relies on encoding sentences into embedded vectors in order to improve the
matching and retrieval process; this means that text similarity is calculated using deep learning
(vector representation) rather than texts. The experiment employed the Universal Sentence
Encoder for English released by Google (Cer et al. 2018). The results showed that universal

sentence encoder architectures handle semantic textual similarity better than the edit distance
metrics, even when the word order is changed. It appears to be a promising method, especially

for the retrieval of segments expressed in Arabic’s free word order.

Another approach towards overcoming the problems of surface-form-based metrics proposes
the use of MT automatic evaluation metrics in the context of TMs. Simard and Fujita (2012)
experimented with several MT evaluation metrics — BLEU, NIST, METEOR and TER - to

calculate similarity as well as to test retrieval quality. They found that those metrics that capture
a particular linguistic aspect correlate badly with evaluation metrics that are not susceptible to
such features: for example, BLEU gives the highest score to matches retrieved using n-grams
(matches based on n-gram precision) as a similarity measure, meaning that the metric gives the

best scores to the matches it retrieves itself.
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Vanallemeersch and Vandeghinste, (2015) have measured the combination of Levenshtein
distance metric and TER. In this study, the evaluation set first calculated the similarity of each
input segment with the TM source, and then calculated the evaluation score for the TM target,
based on TER, as compared with the reference translation from the evaluation set.

Sostari¢ (2018), meanwhile, has examined whether the matching metrics, in addition to edit
distance and TER, METEOR, BEER and SPS, as well as the inclusion of linguistic features,

could retrieve better TM suggestions, according to both automatic and human evaluation. The
study targeted the improvement of the performance of the metrics in matches below the 70%
value: the matches which would not be seen by the translator as suggestions in a default
translation threshold. The study found that the combination of metrics outperform the edit
distance baseline according to the human evaluation, while they come close to or outperform
the edit distance baseline according to automatic evaluation in the matching range above the

70% translation threshold.

2.2 Machine translation and the Arabic language

The MT evaluation part of this study focuses on neural network translation. It divides previous
studies on the subject into the evaluation of pre-neural network Arabic MT and research into

neural network Arabic<>English translation.

2.2.1 Arabic-English translation research pre-neural network

The late 1970s saw the emergence of the first English-to-Arabic translation system, developed
by Weidner Communications Inc. This depended on the direct approach; however, due to its
use of word-for-word translation, the system could not deal with the complexity of Arabic

morphology and syntax (Farghaly 2010) and was superseded in 2002 by the first Arabic-to-

English translation system to use the transfer approach: the SYSTRAN MT system (Farghaly
and Senellart 2003).

Salem et al. (2008) later produced a RBMT system, the so-called UniArab system (universal
MT system for Arabic), which used RRG (role and reference grammar) to accommodate the
features of the Arabic source language. This model provided linguistic information for the key
grammatical components of a sentence, such as verbs, nouns, pronouns, etc. Nevertheless,

although it produced good translations of short sentences, it failed to provide an adequate
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treatment of the semantics of lexical units due to its limited lexicon, and it did not deal properly

with lexical homographs.

Hatem and Omar (2010) proposed an improvement to the transfer approach by attempting to
discover rules that would resolve the word-ordering issue when translating from Arabic into
English (the rule-based approach). However, the major limitation of all these methods is the

difficulty in writing rules that cover all of Arabic’s linguistic features.

In terms of the EBMT approach, Phillips et al. (2007) have experimented with the use of
morphological information to improve the quality of EBMT when translating from Arabic to
English, regardless of the size of the corpora. Their study tested different methods of
generalising morphology in order to increase the quality and coverage of the training data. They
found, however, that although using the morphological generalisation contributed to an
increase in the number of potential matches (recall), it also resulted in the generation of
additional irrelevant fragments, thus affecting precision.

The accuracy of SMT was also affected by Arabic’s rich morphology and different syntactic
structures. As a result, research was focused on using morphological reduction to stem or
lemmatise words. Many studies developed word-segmentation routines for SMT to provide
morphological analysis and improve the coverage of the lexicon in translations between Arabic
and English. Lee (2004) may have been the first to call for segmenting each word in Arabic
into the sequence of ‘prefix(es)-stem-suffix(es)’ to increase the quality of Arabic-to-English
translation. However, although morphological segmentation delivers some improvements as

the corpus becomes larger, the improvement diminishes at a corresponding rate.

Zollmann et al. (2006), Habash and Sadat (2006), and El Kholy and Habash (2012) have
reached similar conclusions. In English-to-Arabic translation, words with complex inflection
have to be generated on the target side; the negative effect of data sparsity is a problem for the
output. Addressing this problem, Badr et al. (2008) used the morphological decomposition of
Arabic as a target language during training, and described the different techniques for
tokenisation and detokenisation. They found that morphological tokenisation (i.e. segmentation
of the input sequence of orthographic symbols into elementary symbols or tokens) and
detokenisation (i.e. a process of morpheme-to-word conversion) helped to produce a better
output of Arabic, especially with smaller-sized corpora. The same trend was observed by El
Kholoy and Hanbash (2010, 2012) in relation to small training datasets. Both studies highlight

different aspects of the fact that the best segmentation is dependent on the direction of the
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translation. Although Arabic word segmentation is shown to significantly improve output
quality in SMT, increasing the amount of training data leads to a reduction in the gain in output

quality.

The statistical model, therefore, finds the differences in syntactic structure between the two
languages problematic. A key challenge is how to bring Arabic source morpho-syntax to bear
on the lexical and word-order choice of the English target string. Bisazza and Federico (2010)
tested a chunk-based reordering method based on identifying and moving a clause initial verb
on the Arabic side of a word-aligned corpus. The technique handled the most important cases
of reordering verbs in Arabic-to-English translations, focusing only on the issue of VSO
sentences. Meanwhile, the results of a study by Badr et al. (2009), which concentrated on
reordering English source sentences based on rules applied to the source-side parse during
training and decoding, showed an improvement in the reordering of short sentences but not of

long ones.

In a more recent study, Alqudsi et al. (2019) proposed a hybrid strategy that integrates the rule-
based approach with a statistical algorithm in order to address the problems of word ordering
and ambiguity. Their results reaffirm that the improvement of Arabic<>English translation is
conditional on the size and relevance of the available training data.

Sakhr,* the first commercial bidirectional MT service to focus on Arabic<>English translation,
applies a hybrid architecture that optimises rules and a statistical model to produce translations;
it uses linguistic analysis to understand morphological, lexical, semantic and syntactic contexts
when translating Arabic into English. Almahasees (2020) has tested Sakhr against NMT
systems (Google and Microsoft) and places it third in the adequacy and fluency ranking (for

more details, see the following section).

18 http://www.sakhr.com/index.php/en/solutions/machine-translation
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2.2.2 Neural network translation and Arabic<>English translation

Neural machine translation has become the mainstream approach (see Chapter One, section
1.4.3.6), principally because it enhances the quality of the translations in many language pairs.
According to Bojar et al. (2016), the news translation task of the 2016 Workshop of MT (WMT)
was to use both the automatic evaluation tool BLEU and human evaluators to analyse the
performance of a number of submitted online translation systems for 12 language pairs (i.e.
English paired with each of the following languages: Czech, German, Finnish, Russian,
Romanian and Turkish). The results revealed NMT systems as ranking above PBSMT (Phrase
Based Statistical Machine Translation) and online systems for six out of the 12 language pairs.
Toral and Sanchez-Cartagena (2017) also tested nine language pairs (English and Czech,
German, Romanian and Russian — and vice-versa — plus English and Finnish) with engines
trained for the news translation task at WMT16. The output of the NMT systems achieved
better BLEU scores than the PBMT output for all the language pairs apart from

Russian<>English and Romanian<>English.

In so far as Arabic<>English translation is concerned, the literature on the NMT paradigm can
be placed into three categories: research concerned with developing the NMT approach; studies
comparing the performance of the NMT paradigm and PBSMT; and evaluations of the efficacy

of NMT systems.

2.2.2.1 Arabic and neural machine translation

Research studies concerning Arabic<>English NMT can be categorised as follows (Ameur et
al. 2020):

o Pre- and post-processing: the research focuses on improving the quality of NMT
systems by performing basic morphological pre-processing of the Arabic source
language.

o Morphology, vocabulary and factored NMT: the research investigates the effect of
incorporating linguistic knowledge sources, via additional tools, into baseline NMT
systems.

o Multilingual and low-resource translation: the research focuses on the training data
of MT systems by using multilingual NMT with both rich-morphology and low-

resource settings.
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To begin with pre- and post-processing, Sajjad et al. (2017) have investigated the
effectiveness of three data-driven segmentation schemes to split the words morphologically —
namely, sub-word segmentation based on Byte-Pair Encoding (BPE) (Sennrich et al., 2016),
characters used as a unit of learning (character-level encoding), and word embedding learnt
using character-CNN (Convolution Neural Network). With sub-word segmentation, BPE (a
data compression algorithm) is used to split words into smaller units (a sequence of characters),
the sequence is not linguistically motivated. With character-level encoding, the fully character-
level embedding treats the source sentence as a sequence of letters, segmenting words (and the
spaces between them) as characters. With character-CNN, the model takes character-level input
and learns word embedding, then the embedding is given to the encoder as input. What
distinguishes the fully character-level encoding and the character-CNN is the fact that the
former gets word-level embedding, as in the case of unsegmented words, while the latter gets
word embedding that is richer morphologically. The study examined whether the pre- or post-
processing components are avoided by learning segmentation (including part-of-speech
tagging) directly from the training data. The segmenting results compared against Arabic
morphological segment tools MADAMIRA?® (a morphological analyser that generates a list of
possible word-level analyses) and Farasa®® (a segmenter that uses a variety of features and
lexicons for segmentation). Their study reported that the BPE segmentation produced the best
BLEU scores, and even outperformed MADAMIRA in the Arabic-to-English translation
direction. On the POS (part-of-speech) tagging, it was found that the results of the two models

of character-embedding were closer to those of the morphological analysers than the BPE.

Oudah et al. (2019), meanwhile, compared the effect of different tokenisation schemes on
neural and statistical Arabic<>English MT models in multiple data sizes and domains. The
morphology-based schemes they employed were Simple Tokenisation (Raw), which splits off
punctuation and numbers; Penn Arabic Treebank (ATB) tokenisation, which splits all clitics
except definite articles; and Decliticisation (D3), which relies on the linguistic rules of the
source. They also used the segmentation tools, MADAMIRA and BPE. The empirical results

13 https://camel.abudhabi.nyu.edu/madamira/
20 http://gatsdemo.cloudapp.net/farasa/
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showed that the morphology-based segmentation scheme (ATB) was useful to both the SMT
and NMT models, and that a slight improvement to SMT could be achieved if it was combined
with BPE. The study also found that the combination of the ATB tokenisation tool with the
BPE segmentation tools provided the best results for the SMT models, although not for the
NMT models, which suffer from long sentences. The study also concluded that the
effectiveness of the tokenisation scheme is based on the type of model to be trained and the

type of data available.

Turning to the research studies that have tried to improve the NMT models by incorporating
various sources of linguistic knowledge (morphology, vocabulary and factored NMT), the
majority of works dealing with Arabic word embedding evaluation use special techniques.
Shapiro and Duh (2018), for example, have tried to improve Arabic-English translation quality
by combining training data with linguistic information. Their study proposed a method that
extended the traditional word embedding model into a morphological one by allowing it to
include lemmas. MADAMIRA was used to provide the lemma to predict context words. The
model was tested on Arabic-to-English translation tasks using a small corpus of data taken
from TED talks. The authors found that the use of morphological word embedding
outperformed standard word embedding on an Arabic word-similarity task and as initialisation

of the source word embedding in NMT systems for low-resource settings.

Meanwhile, Ataman and Federico (2018) have proposed a Linguistically-Motivated
Vocabulary Reduction (LMVR) method to improve the quality of NMT when dealing with
morphologically rich languages. The authors tested two unsupervised vocabulary reduction
methods in NMT: BPE and the LMVR method, which generates a new vocabulary by
segmenting words into sub-lexical units based on their likelihood of being morphemes and on
their morphological categories. The two methods were tested on ten translation directions
involving five morphologically rich languages, including Arabic. The results showed that input
representations were comparable to those obtained from the subword units generated with the
LMVR method.

Recently, Ding et al. (2019) investigated the optimal vocabulary size for NMT models that use
subword units. They performed a wide range of experiments using different numbers of BPE
merge operations on multiple NMT architectures, including encoder-decoder model and
multiple language pairs including Arabic. The results of their study showed that the number of
the BPE merge operations had a significant effect on the performance of NMT systems. The
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overall conclusion was that the best outcome when translating into lower-resource languages

was obtained with smaller vocabularies.

Ataman et al. (2019) proposed an NMT decoding method that models word-formation via a
hierarchical latent variable that simulates the process of morphological inflection. The model
generates words one character at a time by composing two latent representations: the first is
used to represent the lemmas and the second one, the inflectional features. The researchers
evaluated their proposal against subword and character-level decoding methods for translating
from English into three morphologically rich languages: Arabic, Czech and Turkish. In terms
of the Arabic-English translation experiments, the results showed that using a hierarchical
decoding model was more advantageous than using the subword and character-level models.

Liuetal. (2019) have also proposed a method that allows the sharing of source and target word-
embedding features to enhance lexical word representations and the interactions between the
source and target words. The bilingual features of source and target words provide a closer
relationship between source and target word embeddings, and also reduce the number of model
parameters used for word representations. Each word embedding (either source or target) is
composed of two features: shared features, which incorporate bilingual lexicons to improve the
NMT models, and private features that are used to capture the monolingual words. The
proposed method, which was tested on five language pairs including Arabic-English, showed
performance that was significantly over the Transformer baselines. It seems that although many
applications show the usefulness of word embedding, the downside of these embedding models
is that they require additional annotated data or specific linguistic tools.

Among those researchers interested in the use of multilingual NMT under both rich- and
low-resource settings, Almansor and Al-Ani (2018) have addressed Arabic’s lack of sufficient
parallel datasets by evaluating a character-based hybrid NMT model that combines both
recurrent and convolutional neural networks. The reason behind combining the recurrent neural
network (RNN), which works with sequential data at both word and sentence levels, and the
convolutional neural network (CNN), which embeds vectors for the sequence of the input, is
to scale long sequences of data. The model was trained using small parallel datasets from the
IWSLT Arabic-to-English and English-to-Vietnamese evaluation sets. The combined model

reported noticeable improvement, whichever the language pair.

Nishimura et al. (2019) also investigated the utility of multi-source NMT which incorporates

multiple source inputs (from different languages). The model was trained on multilingual
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corpora, which contained multiple source languages and the target language, so that
information from different source languages could be used to generate the target language.
They also tested methods that learn and translate from incomplete multilingual parallel corpora
in which some source or target translations may be missing. They used a UN multilingual
corpus from which they selected French, Spanish and Arabic as the source languages and
English as the target language. The multi-source NMT method showed translation performance

over the one-to-one NMT baseline.

Tan et al. (2019), meanwhile, have developed a framework in which languages are grouped
into multiple clusters and then trained on one multilingual model for each cluster. The
framework tested two methods for language clustering: (1) language clustering based on
language family and (2) language grouping based on language embeddings for similarity
measurement and clustering via an embedding vector obtained by training all the languages in
a universal NMT model. Then, the two methods were evaluated on the translation of an IWSLT
dataset of 23 languages (including Arabic) into English, and from English into the 23
languages. The first clustering method placed Arabic and Hebrew in the same cluster (i.e. the
same language family) and the second placed Arabic, Hebrew and Persian in the same cluster.
The language clustering for multilingual NMT showed that the language embedding method
outperformed the language family method in almost all scenarios.

2.2.2.2 Comparing neural machine translation and PBSMT performance

Almabhairi et al.’s (2016) work was one of the first pieces of research to investigate Arabic-

English translation using neural MT. The authors compared an attention-based NMT with a
PBMT model, using a variety of configurations in the pre-processing of the Arabic text. Their
results revealed that the NMT’s translation performance was comparable to that of the PBMT,
and the proper pre-processing of the Arabic text had a similar impact on both models. They
further observed that NMT was more robust in dealing with an out-of-domain test set in
comparison to PBMT. Junczys-Dowmunt et al. (2016) also performed a comparative
experiment, testing PBSMT and NMT systems across 15 language pairs and 30 translation
directions, including Arabic-to-English and English-to-Arabic, using a UN parallel corpus.
Sentences longer than 100 words were discarded. The results showed that the NMT approach
performed either on a par or better than the PBSMT with all the translation pairs, while for
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translation pairs that had Arabic as a source or target language, the gains in BLEU were

respectable.

2.2.2.3 Evaluation of NMT systems in Arabic-English translation

Most of the previous evaluations of NMT using the TAUS parameters of adequacy and fluency
have compared the neural architecture with traditional MT approaches and established that the
neural model generates translations of greater fluency than pre-neural systems (Castilho et al.
2017). In contrast, the current study uses adequacy and fluency scales to focus directly on the
quality of NMT. Very few studies have evaluated the NMT approach in Arabic-English
translation using adequacy and fluency approaches — the sub-topic of this research.

Almahasees (2017) has evaluated the performance of Google Translate and Microsoft Bing
Translator when translating from Arabic into English using the BLEU evaluation method and
a literary text. He found that both systems’ output produced an inaccurate translation due to
syntactic errors, although there were also some lexical errors, and both systems offered
relatively similar translations, showing that an automatic evaluation metric is insufficient for
providing a full analysis of MT output. His study recommends the use of a combination of

human and automatic evaluation. Almahasees (2018) then extended his work by applying a

linguistic error approach to the analysis of the translation of small, simple journalistic texts
from Arabic into English. Both systems produced higher accuracy in terms of orthography and

grammar at the word level but major linguistic errors in terms of collocation.

It appears that, to date, there have been few evaluations using the approaches of adequacy and
fluency that focus on the quality of NMT systems’ translations between Arabic and English.
One study by Almahasees (2020) has tested Google Translate and Bing Microsoft Translator
against an Arabic MT system (Sakhr), using texts from different domains. The experiment,
which he ran twice (in 2016 and 2017), investigated the efficiency of Google and Bing before
and after the switch to a neural network, and compared the results against the hybrid approach
used by Sakhr. The evaluation methods were based on error typology and the TAUS translation
quality criteria of adequacy and fluency, and the evaluations were performed by four native
Arabic-speakers with a good standard of English. The study found that the systems improved
after the neural-network switch, with Google outperforming the other two systems in terms of

adequacy and fluency, regardless of translation direction.
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A further study by Abdelaal and Alazzawie (2020) has examined the quality of Google NMT
output when translating informative texts from Arabic to English by rating adequacy and
fluency procedures and annotating the errors. The researchers themselves analysed the error
typology of the output, and used a questionnaire asking evaluators to rank the two procedures
on a scale of 1 to 5. The levels of adequacy were rated by four bilingual speakers, while four
monolingual native English speakers rated the levels of fluency. The study found that the

semantic adequacy of the system’s output was higher than its fluency, which contained errors.

The current study differs from the above experiments in its use of multiple NMT systems, a
segment corpus, automatic metrics and two translation directions. Although its analysis is
based on the black-box method, it has benefited from reviewing the results of previous
evaluations of NMT using corpus-based methods. The review has shown that when NMT was
compared with traditional MT approaches, it consistently outperformed them (Almahairi et al.
2016; Alrajeh 2018; Oudah et al. 2019).

2.2.3 Development of MT evaluation

Due to the rapid development of MT systems, MT evaluation has played a vital role in allowing
us to assess how well MT systems perform. The MT systems’ output evaluation can be
achieved either manually or automatically (see section 1.4.4.2). As manual evaluation —
although it provides better results — is time-consuming and thus too expensive to employ on a
frequent basis, this study also uses automatic evaluation metrics to measure the performance

of MT in a more low-cost and less time-consuming way.

2.2.3.1 Manual evaluation development

The earliest human evaluation criteria for MT focused on the intelligibility and fidelity of the
output. According to the ALPAC report (Carroll 1966), a translation assessed as intelligible
should be readily understandable, while high fidelity means that the translation distorts the
intended meaning of the original sentence as little as possible. Human evaluation methods were

later developed to also include adequacy, fluency and comprehension (White et al. 1994; White

1995). A further development of manual evaluation methods was led by Linguistics Data
Consortium (LDC 2005). Its manual judgment methodology developed adequacy and fluency
approaches judged on five-point scales that are defined as follows: adequacy: ‘How much of
the meaning expressed in the gold-standard translation or the source is also expressed in the

target translation?’ (i.e. how much of the meaning expressed in the reference translation is also
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conveyed in the MT output); and fluency: the extent to which the translation is ‘one that is
well-formed grammatically, contains correct spellings, adheres to common use of terms, titles
and names, is intuitively acceptable and can be sensibly interpreted by a native speaker’ (i.e.
does the translation deliver both grammatical correctness and idiomatic word choices) (Gorog,
2014).

When developing the traditional evaluation of MT quality, the Translation Automation User
Society (TAUS) published three different approaches: adequacy and fluency approaches that
were scored according to a four-point scale, and error typology.2 In terms of the error typology,
the translation quality assessment framework was derived from the TAUS Dynamic Quality
Framework (DQF) and Multidimensional Quality Metrics (MQM). These methods worked
independently before they were integrated to create a standard error typology in 2014. Lommel
et al. (2015) presents the harmonised DQF-MQM error typology version.

The seven main error categories of the DQF-MQM version are: accuracy, fluency, terminology,
style, design, local conventions and verity, as well as a varying number of subcategories within
each of these. The standard error typology is detailed in TAUS (2016),%? with examples that
reflect a functionalist approach and a domesticating strategy — for example, the use of the
Fahrenheit scale in a text translated into French is considered an error. The harmonised DQF-
MQM error typology template, which is available for download through the TAUS website,?
offers translators a standard and dynamic model that provides the evaluator with a common
vocabulary with which to identify and categorise translation errors. In addition to classifying
the error type, the severity level of each error is defined. The harmonised system distinguishes
between five levels of severity, in which levels 1,2 and 3 are errors that are critical, major and
minor, respectively, while 4 (neutral) is used to mark other information that is not an error, and
5 (kudos) indicates exceptional achievement. This system also introduces the idea of weight,
meaning that some error types may be given a heavier penalty than others. According to
Lommel (2018), this standard error typology, which combines the two separate methods of

Zhttps://www.taus.net/think-tank/news/press-release/taus-releases-translation-quality-evaluation-best-
practices

22 https://www.taus.net/qt21-project#tharmonized-error-typology

2 https://www.taus.net/qt21-projectierror-typology-template
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quality assessment into a unified systematic framework, has had considerable uptake in

industry, research and academia.

In terms of adequacy and/or fluency evaluation, TAUS states that quality evaluation using
adequacy and/or fluency approaches is less costly and time-consuming to implement than an
error typology approach. The evaluator judges how much of the meaning is represented in the
translations (adequacy) using a four-point scale. Similarly, they also judge on a four-point scale
the extent to which the translation is well-formed grammatically, contains correct spellings,

and is experienced by a native speaker as using natural/intuitive language.?*

Although, TAUS employs the definitions of adequacy and fluency given by LDC 2005, it uses
a four-point scoring scale for each segment, whereas LDC uses a five-point scale — however,
according to Koehn and Monz (2006), it is very hard to perform a manual evaluation by scoring
a translation on a graded scale according to a five-point system. The TAUS adequacy and
fluency framework was used in this research to evaluate the MT systems’ output (see Chapter

Seven).

A number of studies have used adequacy and fluency methods to manually evaluate MT. Koehn
and Monz (2006), for example, have evaluated MT performance with six language pairs, using
BLEU (automatic evaluation) and manual evaluation for adequacy and fluency using a five-
point scale. They found that the manual evaluation of translation was overly time-consuming
and less consistent. However, Turian et al. (2006), who also used adequacy and fluency
approaches in addition to automatic metrics to evaluate English-Arabic and English-Chinese
language pairs, concluded that, even though human judgment of MT output is often
inconsistent and not very reliable, automatic evaluation metrics are even less reliable and
therefore cannot replace manual evaluation. The fluency and adequacy methods have also been
widely used to assign scores in International Workshop on Spoken Language Translation
(IWSLT) evaluation campaigns (Paul et al. 2010; Federico et al. 2012).

Zhttps://www.taus.net/index.php?option=com rsfiles&layout=preview&tmpl=component&path=Articles%2Ft
aus-adequacy-fluencyguidelines-may2013.pdf

55


https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Manual+and+Automatic+Evaluation+of+Machine+Translation+between+European+Languages&btnG=
https://www.aclweb.org/anthology/W06-3114.pdf
https://apps.dtic.mil/sti/pdfs/ADA453509.pdf
https://www.isca-speech.org/archive/iwslt_10/papers/slta_003.pdf
https://cris.fbk.eu/retrieve/handle/11582/135201/4415/IWSLT2012-FedericoEtAl.pdf
https://www.taus.net/index.php?option=com_rsfiles&layout=preview&tmpl=component&path=Articles%2Ftaus-adequacy-fluencyguidelines-may2013.pdf
https://www.taus.net/index.php?option=com_rsfiles&layout=preview&tmpl=component&path=Articles%2Ftaus-adequacy-fluencyguidelines-may2013.pdf

Overall, manual quality evaluation is criticised for being relatively expensive, subjective,
inconsistent and time-consuming. Furthermore, some researchers have found that it is relatively
hard to define the scales used in manual evaluation (Lavie 2010), particularly as it can be
difficult to reach an agreed definition (Callison-Burch et al. 2011).

However, the main motivation for using manual evaluation (adequacy and fluency criteria) to
estimate the translation quality in Arabic-English language pairs in the present research has
been the lack of any other studies using these methods in this context. In relation to this, Ali et
al. (2020) have introduced an automatic tool that does not require access to the reference
translation or the source in order to assess the quality of translated content in Arabic-to-English
translations. A black-box method is used to extract a feature set from the Arabic-English
language pair, while a five-point scale is used to measure the adequacy and fluency. The model
then utilises different machine learning algorithms to predict the quality scores of unseen
translated texts at runtime. The study concludes that the tool succeeds in predicting both
fluency and adequacy. A further reason behind the selection of adequacy and fluency criteria
is that there are still very few studies evaluating NMT using adequacy and fluency approaches
(Castilho et al., 2017),

2.2.3.2  Automatic evaluation development

When automatic metrics evaluate the quality of machine translation output, they have to assign
quality scores that correlate with the human judgment of quality. However, they do not directly
evaluate adequacy or fluency; rather, they indirectly evaluate these criteria by comparing the

generated sentence with human-created reference translations (Stent et al. 2005).

Automatic metrics use a number of basic methods to compare MT output against the gold
standard translation(s).

The first method computes the overlap of words between the two translations using n-gram
matching. This method became the basis of the most widely used MT metrics such as BLEU,
NIST and METEOR. BLEU was one of the earliest metrics to use n-gram matching, and has
also become one of the most popular automated metrics for evaluating MT quality (Papineni
at al. 2002). It depends on lexical similarity n-gram measures (individual words and continuous
word sequences of different lengths) to compute the scores. The range of BLEU scoring lies
between 0 and 1, where values close to 1 indicate that the similarity of the two translations is

high, while values close to 0 indicate that it is relatively low. Although BLEU produces good
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correlations with human judgment at the document (or system) level, it has been widely
criticised for its inadequate or inaccurate evaluation at the segment level, which has a low
correlation with human judgment. As a result, the NIST (National Institute of Standards and
Technology) introduced a metric to improve the BLEU baseline correlation with human
judgment. The NIST metric calculates the informativeness of each n-gram by adding weights,
while BLEU calculates n-gram precision using an equal weight for each one (Doddington
2002). Meanwhile, METEOR (Metric for Evaluation of Translation with Explicit Ordering) is
designed to improve the correlation with human judgments of MT quality at the segment level

(Banerjee and Lavie, 2005). This metric uses a sophisticated and incremental word alignment

method to consider stem, synonym and paraphrase matches between words and phrases, along
with the standard exact-word matching. Unlike BLEU and NIST scores that depend on
precision only, METEOR’s score uses recall in addition to precision. Banerjee and Lavie
(2005) have proved that METEOR’s use of a combination of precision and recall produces a
better correlation with human judgment at the sentence or segment level than metrics based on
precision alone. Although METEOR introduced recall in the calculation of its score in order to
overcome one of BLEU’s drawbacks, not all of its features support Arabic. The specific
difficulty when translating to and from Arabic is the lack of resources available for linguistic
analysis of, for example, word stems, with Porter stemmer, or synonyms, with the standard
Wordnet (EI Marouani et al. 2017).

The second method used by automatic metrics is the computation of the distance between two
translations using the Levenshtein edit distance. Word error rate (WER) is one of the early
automatic evaluation metrics to use Levenshtein distance to match two sequences (Su et al.
1992). A modification of the edit distance measurement was introduced later in the translation
edit/error rate (TER) metric (Snover et al. 2006), in which the word order (the shift operation)
was considered as a single editing step rather than two edit operations. TER is described as
working with measuring mismatches — counting transformations — rather than with n-gram

methods that measure accuracy (Babych 2014).

An alternative method of measuring the distance between MT output and the gold standard
translation(s) is introduced in LEPOR (Han et al. 2012). LEPOR (Length Penalty, Precision,
n-gram Position difference Penalty and Recall), and its variants hLEPOR and nLEPOR,

represent a language-independent model. The metric optionally uses the part-of-speech
information of the candidate translation and gold standard translations. It increases the penalty

for a translation that is shorter or longer than the reference translations, institutes an n-gram
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word order penalty, and combines the penalties with precision and recall measures. This is seen
as a fix for the traditional metrics’ weaknesses in relation to the problem of either using too
many linguistic features or no linguistic information, and has been shown to yield higher
correlations with human judgement than METEOR, BLEU or TER.

The above metrics are mentioned only briefly as not all of them were used in this study.
However, the hLEPOR variant (Han et al. 2013), which uses a set of enhanced factors for

evaluating the correlation between the MT output and the reference translations, was selected
for testing, and the results were compared with the precision-based-BLEU (Papineni at al.
2002). Hence, further details about BLEU and hLEPOR are provided below.

BLEU

BLEU uses a measure of n-gram precision based on lexical similarity to compute a score, where
the n-gram is the degree of overlap between a candidate translation and its reference (gold-
standard) translation(s) of a sequence of unigram (single), bigram (two), three-gram or four-
gram words, etc. Precision is a widely used criterion in the MT evaluation tasks.

The n-gram precision means that BLEU calculates the ratio between matched n-grams and the

total length of the candidate translation:

|:P __ the number of n—grams marchedj

candidate length

Equation 2.1: Precision calculation

This means there are two main steps involved in calculating the-n-gram precision. The first
involves counting the number of matched n-grams regardless of the positions in which they
occur — reordering is not penalised. The next step involves producing an overall score, which
is computed by combining modified n-gram precision scores using a geometric mean and
weighted by a brevity penalty. The brevity penalty is a factor that is used if a candidate length

is shorter than the reference length in order to prevent short candidates (relative to their
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references) from receiving a high score. The key function of a brevity penalty is to penalise
sentences that are shorter than the reference. BLEU focuses on n-gram precision only; the

component of recall is disregarded.

Recall is the ratio between matched n-grams and the total number of reference translations:

__ the number of n—grams mutchen’)

(R =

reference length

Equation 2.2.Recall calculation

BLEU scores on a scale between 0 and 1, where the higher the score value, the better the quality
of translation — in other words, the higher the number of matches between a candidate
translation and reference translations, the better the translation. Further, BLEU can use multiple
reference translations: the number of valid references for a certain source is not limited to one,
and this affects the correlation score positively — the more references per candidate there are,
the higher the BLEU score.

Some researchers claim that metrics based on lexical similarity — such as BLEU — focus on the

exact matches of the surface words in the output, and thus perform better in capturing the

fluency of the translation than its adequacy (Lo et al. 2012:243). In terms of evaluation of
Arabic-English, there are constrained and limited metrics that can be used in Arabic MT
evaluation, one of these metrics is BLEU (EI Kholy and Habash, 2012). The study states that

the standard MT metrics such as BLEU or TER, although have been widely used for evaluating
Arabic MT, are too simplistic and inadequate for morphologically rich target languages such
as Arabic. Furthermore, it is seen as language biased, performing well on some special
language pairs but weakly on other languages pairs. Further, Hadla et al., (2015) examined the
translation quality of Google Translate and Babylon MT engines from Arabic to English using
BLEU and METEOR 1.5 metrics. The results show that BLEU measurement was closer to
human judgment than METEOR.
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The hLEPOR model

The hLEPOR (the harmonic mean of enhanced Length Penalty, Precision, n-gram Position
difference Penalty and Recall) model is a language independent machine translation MT metric
with reinforced factors (Han et al. 2013). The metric, increases the penalty for a translation
shorter or longer than reference translations, institutes an n-gram word order penalty, and
combines the penalties with precision and recall measures. This is seen as a treatment of the
traditional metrics’ weaknesses regarding the problem of using too linguistic features or no
linguistic information (Han et al., 2012). The model assigns different weights to three factors:
sentence-length penalty, n-gram-based word order penalty, and the harmonic mean of precision
and recall. Further, this design combines the performance metrics for words and POS (parts of

speech) in order to calculate the final score.
1) Length penalty (LP)

To indicate, for example, redundant information (a longer candidate translation), hLEPOR has
developed an enhanced length penalty (LP) by increasing the penalty for a translation that
differs in length to the reference translations; it applies the penalty to both shorter and longer
output translations. LP is calculated by:

e e ifec<r
LP =<1 if c=r

a'r ife>r
Equation 2.3.Length penalty calculation in hLEPOR
where ¢ indicates the output’s sentence length and r indicates the sentence length of the
reference translation. If the length of the output is the same as that of the reference translation,

there would be no penalty, but if the output length is larger or smaller than the reference
translation, hLEPOR would calculate an LP, although the penalty would be light.

2) N-gram position difference penalty
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The hLEPOR metric also introduces an n-gram position difference (NPD) penalty. The value
of NPD is designed to compare the word order of the sentences in the candidate translation and
the reference translation. Han et al. (2017) have further developed a matching metric that was
initially introduced by Wong et al. (2008). The strategy is based on an n-gram alignment that
considers the neighbouring words of the MT output matches, and is provided with a formulaic
measuring function. The normalised n-gram position difference penalty (NPosPenal) is

calculated by

NPasPengl = ¢~ NFD

Equation 2.4.Normalisation of n-gram position difference penalty in hLEPOR

where NPD indicates the n-gram position difference penalty. To calculate the NPD value, there

are, for the most part, two steps: n-gram word alignment and score measuring.

The first stage is the context-dependent n-gram word alignment which takes into account the
surrounding context of the potential word pairs and assigns higher priority to pairs that produce
a better match between the MT output and the reference translation. In the second stage, a
numbering system is applied to the positions of words in the MT output, and the numerical
position of a word is then divided by the length of the translation for normalisation. A similar
method is applied to numbering the positions of words in the reference translation.

3) Harmonic mean of precision and recall

The hLEPOR metric applies tuneable parameters for precision and recall by using a weighted
harmonic mean of precision and recall (the harmonic mean is a type of numerical average that

is calculated by dividing the number of observations by the reciprocal number in the series).

The harmonic mean (o, ) is calculated by:
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Harmonic(aR,BP) = (a + f)/G+5)

Equation 2.5.Harmonic mean of recall and precision in hLEPOR

where R is recall, P is precision, and o and 3 are adjustable weights — a and 3 are two parameters

Han et al designed to adjust the weight of recall and precision.

Thus, the formula of hLEPOR is:
RLEPOR = Harm I'.:"”f-l'.'{'l-!'r pLP, Wy posPenal NPosPenal, H-"r”w.;jFPH}

Equation 2.6.The formula of hLEPOR metric

where WLP indicates the weight of the length penalty (LP), and wNPosPenal indicates the
weight of the n-gram position difference penalty (NPosPenal), while wHPR indicates the
weight of the harmonic mean of precision and recall.

There is the option to combine linguistic information (parts of speech) with the evaluation of
the MT system’s word performance. Firstly, a score is calculated for the surface words
(hLEPOR word) — i.e. the proximity of the candidate translation to the reference translation.
Then, a score is calculated on the extracted POS sequences (hLEPOR POS) —i.e. the degree of
proximity between the corresponding POS tags of the candidate translation and the reference

translation. The final score of hLEPOR is produced by the combination of the two subscores.

The hLEPOR metric has been tested on translations from English into other European
languages: Spanish, German, French and Czech and from these languages into English using
ACL-WMT11 corpus. The hLEPOR scoring results were compared with the scores of TER,
BLEU and METEOR, and its metric gave a promising performance with the languages tested

by the metrics without using any external tool or data sources; LEPOR yields better correlation
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results with human judgment at system-level (Han et al. 2013). In the ACL-WMT 2013 Metrics
Task, hLEPOR also had the highest Pearson correlation score with human evaluation on a new
language pairs — English-to-Russian and the reverse direction (Han et al. 2014). Marzouk and
Hansen-Schirra (2019) used the hLEPOR model and TERbase metric to evaluate the Google
NMT output in German-to-English translation. Their results showed that there was no

significant difference in the scores of both metrics.

The evaluation of MT systems’ output in the research is to use both manual and automatic
evaluation; the lack of using the adequacy and fluency methods has been the main motivation
behind using them in this research, whereas a comparison between BLEU — one of the most

popular automated metrics, and hLEPOR — as an advanced metric.

2.3 TM integration with state-of-the-art NMT

Although MT has seen several significant advances, there are still some doubts about the
quality of MT translations; translations produced by human translators (such as TM translation
units) or through post-editing remain the gold standard. A number of studies have demonstrated

that SMT and TM can be integrated to improve translator productivity: Bulté et al. (2018) have

proposed a fuzzy match repair technique using a system that integrates SMT and TM, while
Ma et al. (2011) have put forward an approach that merges similar segments from the TM into

the source sentence and then uses the translations of matching segments between the input and
the TM fuzzy match to constrain the SMT output. Way (2020), however, states that although
MT can be successfully integrated with existing TM systems, researchers and developers have
yet to get MT to produce TM data for NMT.

Other studies have investigated different MT frameworks in an attempt to improve the quality
of MT output by using similar translations retrieved from a TM database. Such translations
would offer the advantage of being the product of a human translator.

Ortega et al. (2019; 2020) have developed the idea of ‘fuzzy match repair’ as a method to

improve the quality of NMT output. The fuzzy match-repair technique was applied to correct
TM matches using SMT systems (Ortega et al., 2016). Recent implementations of this approach

propose a two-step process to generate improved translations. This approach relies on first
presenting the proposal of the fuzzy match repair produced by the translation unit, then
improving it through an automatic post-editing technique that helps boost the quality of the MT
before showing it to the translator. When presented with a segment for translation, the fuzzy
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match repair technique creates a set of suggestions. The selected suggestion is then given as
input to the automatic post-editing system that corrects any errors it finds. The results show
that the combination of these two techniques can significantly improve translation quality and
outperform the pure NMT model.

In the last few years, research has focused on ways of augmenting NMT training data with
fuzzy TM matching by leveraging information retrieved from a TM database. Augmented
translation is a form of human translation carried out within an integrated technology
environment that offers translators access to subsegment adaptive lookup (from MT, TM and

Termbase) to support their work (Muravev 2019).

Bulté and Tezcan (2019) have introduced a neural fuzzy repair method based on concatenating
similar translations to source sentences, whereby translations of fuzzy matches are displayed
with the source sentence and the MT network learns to use this additional information. This
method is based on finding similar source sentences to those in a parallel corpus with which to
augment limited data, and then re-using the translation of the original source sentences as
translations for the similar source sentences found — in other words, incorporating target
segments retrieved from the TM with the source segment so that the NMT architecture can use
them to produce translations closer to the TM matches. Two tests using this data augmentation
approach have been carried out on two language combinations, English to Dutch and English
to Hungarian, using the TM of the European Commission’s Directorate-General for Translation
(DGT). The input sentence was augmented with the translation retrieved from the TM that
showed the highest matching score. The selection of fuzzy matches was made according to a
simple similarity measurement between each source sentence and all other source sentences
from the TM. The fuzzy source sentences with a similarity score above a given threshold were
then stored with their corresponding target sentences. The results show that the fuzzy repair

method extends the parallel data and increases the quality of the MT output considerably.

Xu etal. (2020) have extended the data augmentation methods for training NMT to make use
of similar translations by experimenting with additional source-side features in order to
distinguish between related and unrelated words, and by employing distributed sentence
representations. The main integration technique is to retrieve fuzzy, n-gram and sentence-
embedding matches to boost NMT performance by using similar translations. The idea is to
feed the neural model with information on both source and target sides of the fuzzy matches,

using n-gram fuzzy matching to collect similar sentences from translation memories, and to
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also enlarge the similarity so as to include semantically related translations retrieved using
distributed sentence representations. A test carried out on an English-French language pair,
using multiple data sets and domains, showed that the different types of similar translations

provide consistent improvements in the neural model’s accuracy.

In their recent research, Tezcan et al. (2021) have proposed developing a ‘neural fuzzy repair’
method by using sub-word-level segmentation in fuzzy match combinations to maximise the
coverage of source words. This method employs vector-based sentence similarity metrics for
retrieving TM matches in combination with alignment-based features on overall translation
quality. It aims to maximise the added value of retrieved matches within the neural fuzzy repair
paradigm. A test was run on eight language combinations — English<>Hungarian,
English<>Dutch, English<>French and English<>Polish — using the DGT-TM of the European
Commission’s translation service. The study reaffirms that integrating fuzzy matches into
NMT through data augmentation leads to a considerable increase in estimated translation

quality.

In the same context, a very recent TAUS webinar discussed current efforts to build a dedicated
NMT engine: two case studies presented by Lilt and Systran looked at how to increase the
quantity of a client’s specific data and use it to build a dedicated NMT engine. The case studies,

which used sample data from TAUS, show promising results.?

To sum up, it appears that it would be helpful to use fuzzy match repair in combination with
source—target concatenation to improve the robustness of NMT models. Such TM-NMT
integration would not only enhance the advantages of translations produced by a human

translator, but could also result in increasing the quality of MT training data.

Emerging from the current research detailed in the literature review, these are the new sub-
questions that I want now to investigate. Each of these questions, which is based on the

translation tool function, is followed by the hypotheses the research sets out to test.

2 ttps://info.taus.net/optimize-your-training-data-webinar
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The research questions (RQs) concerning TM retrieval are as follows:

RQ1: How useful are the matching metrics of TM systems in retrieving segments that are

semantically identical but different in structure?

The hypothesis is that when a TM source segment has a sub-segment move, an otherwise
semantically identical input segment may not be in the same word order as the TM source.
Thus, when an Arabic segment that requires a move (re-ordering) operation is retrieved from
the TM, the matching metrics may prevent two highly similar segments that differ only in their
word order from being ranked as close matches, thereby depriving the user of valuable

information.

RQ2: To what extent does the TM matching algorithm measure a combination of the
inflectional affixes as a word or character intervention when retrieving a segment (which may

be combined with a diacritic mark)?

It is expected that if TM systems have some linguistic knowledge, the penalty would be very
light. This would be useful to translators since a high-scoring match would be presented near

the top of the list of proposals.

RQa3: Is the absence of a Hamza marker weighted as a minor or major difference by the TM

matching metrics?

If TM systems have some orthographic knowledge or provide a spell-check of the input, it is
predicted that the system would be able to detect orthographic errors and deal with them as

minor differences.
The question relating to MT systems is:

RQ4: What degree of adequacy and fluency can different NMT systems achieve when
translating between Arabic and English?

Due to a lack of training data resources and its rich morphology, MS systems may produce
low-fluency output in translating the Arabic-English language pair. However, the systems may
produce relatively adequate translation due to the advantage of using document-level texts- the

context sentences are similar.
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RQ5: Is there a difference between the scores of BLEU and hLEPOR metrics when translating

between Arabic and English?

BLEU is based solely on n-gram precision scores, while the score of hLEPOR is based on three
factors: an enhanced length penalty, an N-gram position difference penalty and the harmonic

mean of precision and recall. Thus, hLEPOR may calculate better scores.

RQ6: Based on the scores obtained from the evaluation methods, which one of the NMT

systems provides better translation when translating between Arabic and English?

Although the MT systems selected in the study use the NMT approach, the systems may
respond differently in handling Arabic linguistic features where Arabic is either the source or

the target language.

2.4 Summary

This chapter has presented an assessment of the previous research into the challenges faced by
the matching metrics of TM in coping with the retrieval of segments that include highly similar
meaning, and also studied some methods suggested to develop the TM matching metrics. It
reviewed the proposed key stages for improving Arabic<>English translation before the arrival
of the NMT approach, and then examined the studies that used adequacy and fluency criteria
to evaluate the performance of neural MT systems when translating between Arabic and

English.

The review has revealed the lack of experimental studies evaluating the TM retrieval of Arabic
segments with a different word order, morphological inflections and the omission of Hamza
marker. Furthermore, it has found there is a deficit of studies using a combination of adequacy
and fluency parameters and automatic evaluation metrics to assess the quality of the output of
NMT systems in terms of Arabic<>English translation.

The current study attempts to address these gaps in the literature by, on the one hand,
conducting an experimental investigation into the performance of TM retrieval, and on the
other, assessing the output quality of NMT systems using both human and automatic
evaluation. The aim of the research is to determine which translation mechanism — retrieval
translation or automatic translation — is more effective in translating between Arabic and

English. The next chapter will describe the methodology employed by the study, explaining
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in detail its design, evaluation methods, experimental setups, test data and selection of

translation tools.
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CHAPTER THREE

RESEARCH METHODOLOGY
3.0 Introduction

Chapter Two identified a lack of experimental evaluations of the retrieval of TM systems and
NMT systems when translating between Arabic and English. To redress this lack, this study
has proposed to undertake a comparative investigation into multiple TM and MT systems,
using an evaluation method based on a black-box approach. This chapter begins by detailing
the methodology chosen to investigate the TM systems (including a pilot study), before
describing the methodology used to analyse the performance of the NMT systems.

3.1 Methodology of the TM study

The level of objectivity was the crucial factor in the choice of methodology for this evaluation
of computer-based translation tools. This section outlines the methodology used to test the TM
systems: it begins by describing a pilot study that was run before the main study took place
(3.1.1), followed by a description of the research paradigm framing the study (3.1.2), a
discussion of the specific evaluation method (3.1.3), an outline of the definitions of variables
(operationalisation) (3.1.4), a description of the data used in the study (3.1.5), an illustration of
the procedures used for selecting the TM systems to be tested (3.1.6), and finally, a description

of the way these TM systems work (3.1.7).

3.1.1 Pilot study
3.1.1.1 Introduction

A pilot study was conducted as preparation for the main experiments described in Chapters
Four and Five. It was designed to verify the validity of the variables and parameters that would
be implemented in the main investigation, and to detect any possible flaws in its design. The
pilot, which was conducted in December 2017, tested a mainstream TM system ( Trados Studio
2017), with a view to finding whether the matching metrics would provide useful fuzzy
matches, and to verify the approach of the main study. Below is a description of the pilot’s
setting, a discussion of the retrieved matches, and the identification of some of the issues

requiring modification.
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3.1.1.2 Experimental setup
3.1.1.2.1 Data used in the pilot study

The pilot study investigated whether a TM system is able to retrieve segments that include a
modified linguistic feature as useful matches. The experiment was designed in two phases:
Exercise One was designed to retrieve segments that were semantically identical but had a
different word order; Exercise Two was designed to retrieve segments that were exactly the
same except for the inclusion of a different inflectional affix. The content of the two exercises

was extracted from the MeedanMemory corpus.

3.1.1.2.2 Test set preparation

The first step in the evaluation was to produce a systematic test suite. A test suite is a collection
of test cases related to the same test work that are intended to be used to test a software program
to show that it has some specified set of behaviours. This was built manually by choosing
random segments from MeedanMemory,?® the first open-source Arabic-English translation
resource. MeedanMemory,?” which was released in 2009, can be obtained from the GitHub
platform and is formatted with a TMX extension that facilitates import into CAT tools. It
contains around one million words in aligned Arabic-into-English segment pairs in different

domains.

In order to extract the exercise segments from the MeedanMemory corpus, it was opened using
a TM system, since its interface removes meta-information and tags of translation unit pairs.
The translation units were then copied and saved in a Word file. The test segments were chosen

as follows:

 Exercise One: A set of 15-word sentences in Arabic (syntactically, either verbal or
nominal) was extracted from MeedanMemory, each containing a different type of subject

unit (i.e. a single or multiple-word unit) and ranging from five-to-seven words in length.

Having extracted the sentences, the verb and subject constituents were reversed.

26 hitps://mailman.uib.no/public/corpora/2009-November/009513.html
27 https://github.com/meedan/news-memory
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* Exercise Two: A set of 15-word sentences in Arabic was extracted from MeedanMemory,
ten containing a combination of different inflectional affixes to the verb (i.e. the base-form
of the verbs with a prefix or suffix attached) and five including the Hamza marker. The
morpheme was either one or two characters, and the length of the sentences ranged between
five and seven words. In addition, the optional diacritic marks were inserted on some

segments.

Having extracted the sentences, the inflectional affix attached to the verb was replaced with
a different inflection morpheme of the same size and in the same location but indicating a
different grammatical meaning. The intervention affected the verb form only; the aspects
of the subject remained the same. Regarding the sentences that included Hamza, the marker

of Hamza was removed.

The two exercises were uploaded into Trados Studio? as files for translation, while the whole
MeedanMemory was imported as a TM file. Trados Studio was chosen because it is the most

widely known of CAT tools and considered a leader in the field.

3.1.1.3 Retrieved matches
3.1.1.3.1 Matches retrieved in Exercise One

Trados Studio’s translation editor displayed fuzzy matches that scored above the default
threshold (70%), while a number of sentences were not returned as TM proposals. The TM
system displayed fuzzy matches for ten sentences, ranging from 73% to 81%, while five were
given no match (the scores were literally zero) although the TM database contained the pre-
change sentences. It was further observed that although some sentences shared the same length,

they were given different matches.

3.1.1.3.2 Matches retrieved in Exercise Two

Trados Studio offered matches ranging from 73% to 89% for the 15 segments. The matches
were distributed between the low, middle and high level of fuzzy matches, although the only

difference between the input and the TM source was a morphological morpheme or the

28 The version used in the pilot study was Trados Studio 2017.
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omission of Hamza. Also, some sentences with the intervention in the same position were given

different matches.

3.1.1.4 Issues arising from the preliminary experiment

The emergence of these issues in the preliminary experiment showed that the main study’s
methodological framework needed improvements. Hence, in terms of the retrieval of segments

containing a reordering fragment, it was decided that:

« the input sentences should be enlarged to include segments longer than seven words and
shorter than five words, thus allowing the researcher to identify whether the length of the
sentence surface forms has an effect on fragment retrieval,

« the string move should be systematic, comprising one, two, three words, etc., as this would
establish whether the move was treated as a number of discrete words or as an
undifferentiated block;

« the translation threshold should be reduced in order to display the lower fuzzy matches as

this could help identify how the matches were measured.

In terms of the retrieval of segments including a different inflection affix and the omission of

Hamza marker, the improvements identified were:

« the input sentences should include sentences shorter than five words;
« the inflection affix morpheme should involve only one variable (a single-character or two-
character morpheme) as this would help the return of consistent scores;
* the test data of inflectional affixes should be separated from the test data of the Hamza

variation.

The researcher examined the content of MeedanMemory to establish whether it could be used
to increase the test data and found that it could meet the requirements for enlarging the
segments of different lengths that include a string unit move; however, it did not have the
representative data to increase the segments that include different inflectional affixes and
Hamza variation. As a result, it was decided to either create a special TM or look for a larger
TM in order to find representative data for the main experiment.

3.1.1.5 Summary

The results of the exploratory work carried out in the two preliminary exercises showed a

variability in the retrieval of fuzzy-matching scores, paving the way to potentially significant
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findings in the main study once the enlarged test data and the modification of some of the
variables were taken into consideration. The testing of the instruments’ effectiveness and
variety of matches provided the research with a more solid grounding. The findings of the pilot
study led to the decision that the main investigation should implement a quantitative analysis,
increase the population and size of the test segments, and expand the investigation to cover

more CAT tools, resulting in a comparative evaluation of TM systems.

3.1.2 Research method paradigm

This section describes the evaluation technique used to collect and analyse the data, as
displayed in the experiments in Chapters Four and Five. The aim was to evaluate the TMs’
retrieval practice when faced with a specific linguistic difference between Arabic and English,
and the theoretical framework includes experiments constructed to answer the different aspects
of this main research question (see Chapter One, section 1.3). The following sections present
an overview of the research method (3.1.2.1), a description of how it was applied (3.1.2.2), and

an explanation of the translation direction the study employed (3.1.2.3).

3.1.2.1 Research method

The TM study chose to use quantitative research methods to test the causal relationship and
generalise the results. Williams and Chesterman (2014: 63) state that the types of information
involved in quantitative research can lead to generalisations based on objective observations
and to uncovering patterns in the research. In order to implement research based on quantitative
results and to validate the hypotheses in the current study, the matching metrics of TM systems
were expected to quantify the differences between the input and the TM sources in numerical
data. The use of quantitative research allows for the statistical comparison of results and the

future repetition of the experiment.

It was recognised that it would be impractical to use qualitative data in this study due to the
difficulty of finding a sufficient number of users to cover all the CAT tools it set out to analyse.
The research strategy, therefore, was based on an experimental investigation, seeking new data
(fuzzy matches) of observable phenomena (segments that are highly similar but include
linguistic features in Arabic). Williams and Chesterman (2014: 58) explain that empirical
research ‘seeks new data, new information derived from the observation of data and from
experimental work; it seeks evidence which supports or disconfirms hypotheses, or generates

new ones’. Denscombe (2014) confirms that experimental studies are usually conducted using
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quantitative data, as the data collected can be measured in such a way as to transform it into

usable statistics.

3.1.2.2 Research design

The theoretical framework of this study comprised an experimental design to establish the
relations of cause and effect when variables are manipulated. The causal model is a powerful
one as it contains the other factors and is capable of forming different kinds of research
hypotheses (Chesterman 2000, cited in Saldanha and O’Brien 2013). As a result, the

independent variables (linguistic changes) were manipulated and their effect on the dependent
variables (fuzzy matches) measured to test the hypotheses. The steps in this causal relationship

design are shown in Table 3.1, below.

Research questions Independent variable Dependent variable

(cause) (effect)

TM matching measurement and re- | Multiple-word string move | Fuzzy match

ordering operation

TM matching measurement and Replacing the combination | Fuzzy match
inflection affix combination of inflection-affix
TM matching measurement and Omitting Hamza marker Fuzzy match

omitting Hamza character

Table 3.1: The independent variable and dependant variable used in the TM study

The independent variables were applied at different levels (i.e. different sentence lengths) to
see how the retrieved matches differed. In terms of the cause component, three different test
sets were extracted from TM databases. Each evaluated a linguistic feature: in the first test,
fragments from sentences were moved to a different place in the sentence; in the second, a
single inflectional affix was exchanged with a different one; and in the third test, the Hamza
marker was omitted from the test sentences. It was anticipated that once the test data was
translated, the TM systems would provide fuzzy matches due to the intervention of independent

variables.
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The methodology was chosen following the pilot study, which showed that sentence length
could play arole in the matching measurement. The pilot proved the efficacy of the quantitative
research method in evaluating TM systems, and provided an opportunity to address the issues
arising in the preliminary study design.

The choice of a quantitative methodology also counteracted the threat to internal and external
validity innate in experimental research. Internal validity refers to the degree of confidence that
the cause-and-effect relationships test is reliable, while external validity refers to the extent to
which results from the study can be generalised. The internal validity of this study was ensured
by representing replicated multiple samples of each event, while its external validity was
ensured by studying natural linguistic events in Arabic to reflect anticipated circumstances.

The examples below show how the people would use the word-order phenomena in Arabic:

Example 1

The different orderings of the three Arabic words(ate), (the boy), and (the apple) convey
slightly different meanings ( Alqudsi et al., 2014 cited in Ameur et al. 2020)

|, dalall M4 JSi° / 'akal alwld altfah / in a Verb-Subject-Object order has the meaning of
"the boy ate the Apple"
Il “Aalad) J<T 350 /alwld 'akl altufaah / in a Subject-Verb-Object order has the meaning
of ““(it is) the boy (who) ate the Apple’’
1. <& J<T sl /altfaht 'ukil alwld / in an Object-Verb-Subject order has the meaning
of ““(it is) the Apple (that) the boy ate’’.
IV. <3 asl Jsi” rakal altfaht alwld/ in a Verb-Object-Subject order has the meaning of
“‘the boy ate the apple”’

Even though these versions are structurally different, they express highly similar meaning.
However, all the above possibilities are accepted in the Arabic language, the first one (1) is the

most common followed by the second (l1).
Example 2
The two sentences below belong to the same context, in which the verbal and nominal

structures were used with different word order. In sentence 1, the subject precedes its verb
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(Sitey o)), while in sentence 2 the verb is followed by the subject (e (il Jai)

ud) ZUlNAe) This shows that both versions are natural in use in Arabic.?®
Example 2a
gl 1 S5 Sl ) gy Liiasall Juiny (e
Transliteration:
/ alsiysi yastagbil almustashar bialdiywan almalakii turki al alshaykh/
English translation
Sisi receives advisor at the royal court, Turki Al-Sheikh
Example 2b

Azl :\:\#\ BJ\J! u.d;.A U"‘:‘:'J é&d\ u\ﬁﬂh JW\ 60..).\3‘}“ e}\!\ gu.n:\d\ CUSJ\J.K: Lﬁ)“"‘d‘ u.‘.\:\:}_)” d;ﬂu‘
Gl JI Cmnll e 00 (S 4 il

Transliteration:

/ aistagbal alrayiys almisriu eabdalfataah alsiysi alyawm alaithnayn, almustashar bialdiywan

almalakii rayiys majlis 'iidarat alhayyat aleamat liltarfih turki bin eabd almuhsin al alshaykh./

29 Retrieved 17.06.2021https://www.alarabiya.net/saudi-
today/2021/05/24/%D8%A7%D9%84%D8%B3%D9%8A%D8%B3%D9%8A-
%D9%8A%D8%B3%D8%AA%DI%82%D8%A8%D9%84-
%D8%A7%D9%84%D9%85%D8%B3%D8%AA%D8%B4%D8%A7%D8%B1-
%D8%A8%D8%A7%D9%84%D8%AF%D9%8A%D9%88%D8%A7%D9%86-
%D8%A7%D9%84%D9%85%D9%84%D9%83%D9%8A-%D8%AA%D8%B1%DI%83%D9%8A-%D8%A2%D9%84-
%D8%A7%D9%84%D8%B4%D9%8A%DS%AE
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https://www.alarabiya.net/saudi-today/2021/05/24/%D8%A7%D9%84%D8%B3%D9%8A%D8%B3%D9%8A-%D9%8A%D8%B3%D8%AA%D9%82%D8%A8%D9%84-%D8%A7%D9%84%D9%85%D8%B3%D8%AA%D8%B4%D8%A7%D8%B1-%D8%A8%D8%A7%D9%84%D8%AF%D9%8A%D9%88%D8%A7%D9%86-%D8%A7%D9%84%D9%85%D9%84%D9%83%D9%8A-%D8%AA%D8%B1%D9%83%D9%8A-%D8%A2%D9%84-%D8%A7%D9%84%D8%B4%D9%8A%D8%AE

English translation

Today, Monday, Egyptian President Abdel Fattah EI-Sisi received the advisor at the Royal
Court and Chairman of the Board of Directors of the General Authority for Entertainment Turki
bin Abdul Mohsen Al-Sheikh.

Despite the different position of the subject and verb in example 2a & b, they both indicate the
same meaning; the subject-verb structure is used in the news heading, while the verb-subject

was in the news details.

Such examples above show the validity of the study: despite the change to the data, alternative
word order is possible in Arabic without significant change in meaning. In contrast, this kind
of flexibility is not found in the English language, the different word order changes the meaning
which is not the case in Arabic — in the data tested in the research. This is why the researcher
was confident to make changes and edit the test data, remain natural in Arabic.

In terms of visualising independent and dependent variables, the study used graphs to visualise
the results, in which the independent variables are represented on the ‘x’ or horizontal axis and

the dependent variable on the ‘y’ or vertical axis.

3.1.2.3 Translation direction

The translation direction was Arabic to English: the study focused on the TMs’ retrieval
performance in relation to Arabic, using it as the source language, because of its rich
morphology. English is one of the main languages these applications are designed to handle,
so if it were used as the source language, the TMs would work in the same way as for any target
language — as long as they can properly display Arabic translations. However, they could be
expected to experience difficulties when working from source texts that are morphologically

rich since the retrieval process is based on a comparison of source texts.

3.1.3 Evaluation method

The method of evaluating the TM systems (which is further illustrated in the experiments) was
based on the information retrieval evaluation approach advanced by Whyman and Somers
(1999), in which the TM is treated as a black-box component — a black-box evaluation looks
at the input and output of the system, not its mechanics: the focus is on its functionality. In
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other words, a black box is a testing method in which the functionalities of software
applications are tested focusing mainly on the inputs and outputs without knowing their
internal code implementation and it is entirely based on software requirements. The study also
employed precision and recall measures. It used constructed tests from randomised samples

extracted from the TM database as input and the TM systems’ matching scores as output.

The type of evaluation tool this study chose to employ was a test suite. According to Lehmann
et al. (1996), this comprises a carefully constructed set of examples focusing on a specific
linguistic phenomenon in controlled factors; it can also be used as an investigative tool to
determine how a system deals with grammatical features. To accommodate the need to refine
the quantitative data, the design of the test suite included independent and dependent variables,

in order to establish the causality between them.

The test segments in terms of the retrieval of segments containing a reordering fragment were
enlarged to a three-to-ten-word length, instead of the five-to-seven-word length used in the
pilot study. Likewise, the test segments regarding the retrieval of segments including a different
inflectional affix and the omission of Hamza marker were enlarged to a three-to-seven-word
length, instead of the five-to-seven-word length used in the pilot study. A short (one-clause)
segment range was specifically selected, as the TM database could be expected to contain a
greater number of segments; one of the great weaknesses in the TM system is that as segments

get longer, the likelihood of a highly similar match becomes correspondingly lower.

The architecture of the translation project was based, on the one hand, on using a corpus as a
TM file that included the original segments, and on the other, on translating the source file
consisting of the test segments. This meant that the test experiments and the TM data came
from the same parallel corpus. To make the comparison as fair as possible, the same input was
used as a test suite for each of the selected CAT applications.

3.1.4 Operationalisation

In order to collect the quantitative data of a study, the researcher needs operational definitions
of the abstract concepts, turning them into measurable observations. In other words, concepts
that cannot be directly measured must be operationalised to make it possible to measure
variables in a consistent way. This section describes how the key concepts in this investigation

were operationalised.
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3.1.4.1 Useful fuzzy match

The concept of a ‘useful fuzzy match’ in this study indicates a 70% or above matching score.
The selection of this percentage was based on Bloodgood and Strauss’s (2015) study (see
section 1.4.2.3). Further, 70% is the default value in the selected computer assisted translation
tools. The measurement was used when retrieving a segment that included a move operation:
the retrieved segments that provided a match of 70% or above were considered useful. This

formula was used in the experiment in Chapter Four, section A and B.

3.1.4.2 High fuzzy match

A ‘high fuzzy match’ indicates the ratio of retrieved matching scores ranging between 85%
and 95% (see section 3.7.1). This measurement was used when retrieving inflectional verb-
variation sentences, where the input and the TM source were identical except for the
inflectional affix. The retrieved segments that provided a high fuzzy match were considered to

be those shown at the top of the list of TM proposals (memoQ blog;*° Trados Studio blog®!)

This formula was used in the experiment in Chapter Five, section A.

3.1.4.3 Nearly exact match

A ‘nearly exact match’ indicates the matching scores ranging between 95% and 99% (see
section 3.7.1). This was measured when retrieving a segment with a character marker omission,
meaning the input and the TM source were identical except for a difference in the character
marker. Thus, the retrieved segments that provided a nearly exact match handled the omission

of a Hamza marker as a minor difference (memoQ blog; Trados Studio blog). The concept was

employed in the experiment detailed in Chapter Five, section B.

The adoption of 70% as a useful fuzzy-match threshold was based on the ideal translation
threshold suggested by Bloodgood and Strauss (2015). However, the concept of fuzzy matches

is not standardised, and differs between CAT tools. Translators who work with TM generally

30 https://docs.memoqg.com/current/en/Things/things-match-rates-from-translation-m.html
31 Fuzzy match grids in SDL Trados Studio | Signs & Symptoms of Translation
(sighsandsymptomsoftranslation.com)
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accept a discounted translation rate for sentences with a higher level of fuzzy matches, as do

many agencies (Trados Studio blog).

It is worth noting that the above three variables are all relative to segment length. This allows
for a direct comparison between segments of different lengths when analysing the data for each

variable.

3.1.5 Database used in the study

The parallel data used for this study was Arabic-English. It is worth mentioning that the data

used in the main study is classified as:

3.1.5.1 MeedanMemory

As MeedanMemory, which was used in the pilot study, met the requirement for increasing the
test data for the move operation (see section 3.1.1), it was used as a TM file in the experiments

in sections A and B in Chapter Four.

3.1.5.2 TM database created by researcher

However, one of the pilot study’s conclusions was that MeedanMemory could not meet the
requirement of increasing the test data for the retrieval of the morphological features (a
different inflection affix and the omission of Hamza marker); there was no representative data
for each feature. Furthermore, it was difficult to find a corpus that included specific inflectional
verb-variation segments or rich segments with the Hamza variant. For this reason, it was
necessary to create a specialised TM file to achieve more effective and robust results. The TM
file was created by collecting some generic Arabic segments from the internet; the length of

segments ranged from 3 to 7 words.

When creating source segments that included inflection affixes, the verb-stem was generated
from a three-character root, combined with a single character as a prefix or suffix, and
formatted in four templates (i.e. verb stems) to represent the inflectional verb variations. At
least three samples were used in each event: for example, ‘lua 7zl culall Jahall @y /
yashrab altifl alhalib altaazij subahana / ‘The child drinks fresh milk in the morning’. In such
example, if the prefix (=) is removed (deletion operation), the tense of the sentence changes
into past. In the experiment, we removed such prefixes, so that the input string was different

from the TM source by a single character. In relation to segments including variants of Hamza,
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word one of each segment included Hamza variants such as ‘) ,” in an initial-word, mid-word
‘c,) ,31” and final-word position ‘s, ) ,3 > — Words cannot commence with the Hamza
variants of ‘s, 5’ . Again, at least three samples were used in each event. The selection of the
first word of the segments involved a deliberate decision to avoid any further consequences;
an intervention in a different position in a word string may lead to different matches: for
example, lax 4d<e il cudl 3 1, / 'ujrat albayt kanat mukalifat jidana / “The rent of house was
very expensive’. In such an example, the Hamza above Alef is removed in the test segment
‘s_al ’; the meaning of the sentence does not change. The size of the TM file was 105 Arabic-
to-English aligned segments (60 segments representing inflectional verb affixes; 45 segments
representing Hamza variation), while the length of segments varied between three and seven
words. The researcher’s TM (hereafter referred to as RTM) was used as a TM file in the
experiments in sections A and B in Chapter Five. The files were very small but this research

and its results were seen as preliminary. The TM file can be found in Appendix One.

Once the Microsoft (MC) Word file to be translated had been created, it was uploaded as a
translation project with Arabic as the source language and English as the target, and was then
translated into English. As a result, the TM file was created including translation units of
variable sizes. The TM file was transferred between the TM systems in the study, where the

Arabic source segments were used as the test segments.

3.1.6 Computer-aided translation tools selection

There is a large number of potentially useful CAT (computer-aided translation) tools on the
market, in which the TM feature basically performs the same core task of retrieving repeated
segments, yet only a couple of these tools are commonly used by professional translators and
students trained in their use. Others may be less well known but this does not mean they are

not worth considering.

This study chose five of the popular CAT tools available on the market:
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» Trados Studio® 2019 Pro is the market leader and the most widely used by translators
(Moorkens and O’Brien 2017; Alanazi 2019).

» memoQ 9.5% is the second most popular tool among Arabic translators, after Trados

Studio, according to Alanazi’s survey.

+ Déja Vu X3% is a tool developed by Atril Language; one of the CAT tools that was
recommended to be integrated in translator training in Arabic<>English translation (Al-Jarf
2017)

« Memsource Cloud® (2020 version) is a cloud-based tool developed by a company of the
same name. The reason behind its development is the fact that a web editor may have

matching measurements that differ from those of desktop editors (Memsource 2020).

» OmegaT?® is an open-source TM software application. The fact that it is a free TM tool
distinguishes it from the other tools mentioned in this list. Its operating system requires

Java. According to Gupta et al. (2016.b), the application implements word-based

Levenshtein edit distance with some additional preprocessing stage to improve the

retrieval.

The first three and the last are workstation-installable tools, Memsource is a cloud-based
application, and OmegaT is an open-source TM software application. Four out five of these
tools are purely commercial and require a licence from their parent company before use;
however, as this study was undertaken at Swansea University, the researcher was able use these
tools under the terms of the university’s institutional licence. The OmegaT tool, being open-

source, was a free application.

32 hitps://www.sdltrados.com/

33 hitps://www.memog.com/memog-versions/memog-9-5
34 hitps://atril.com/

%5 hitps://www.memsource.com/

%6 hitps://omegat.org/
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In order to learn how to use these tools, the researcher attended sessions of an MA module on

translation tools at Swansea University, in addition to watching webinars.

3.1.7 How TM systems work

TM allows a translator to re-use any of the previously translated segments that it retrieves from

its database and offers as identical or as similar segments.

The retrieval process is a mechanism for recalling translation units stored in the TM database.
This allows the TM algorithm to retrieve the translation candidates in the target language(s)
using percentage figures (i.e. TM systems check whether there are any matches between
segments). If the system only shows exact (100%) matches, translators may miss out on useful
segments; however, TM users can utilise ‘fuzzy matches’ to get more leverage from the
database. The system uses matching metrics to find TM sources that partially match the input.
Once found, it displays these segments according to their degree of similarity, ranging from
the highest to the lowest (displayed as percentages), and highlights the differences between the

input and the TM sources in order to alert the user to the dissimilar fragments (Reinke, 2013).

This study analyses the usability of the matches that are not retrieved in this way.

3.1.7.1 Fuzzy match bands

Fuzzy bands are levels of matches that scored below the exact match and are displayed when
the pre-translation analysis is performed. Different ranges of fuzzy bands are applied to
determine the match percentage. The analysis figures show the number of segments and words

with their match percentage in the translation files in each band.

The percentage of fuzzy match levels is very important in terms of the fuzzy match grids
(rates); they can help translators or translation agencies to estimate the cost of the translation,
and can also be used when estimating the amount of editing needed. Typically, the types of

rates are classified as four main categories (memoQ blog®’; Trados Studio blog®):

37 Match rates from translation memories and LiveDocs corpora (memog.com)
38 Fuzzy match grids in SDL Trados Studio | Signs & Symptoms of Translation
(sighsandsymptomsoftranslation.com)

83


https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=+%22State+of+the+Art+in+Translation+Memory+Technology%22.+&btnG=
https://docs.memoq.com/current/en/Things/things-match-rates-from-translation-m.html
https://signsandsymptomsoftranslation.com/2015/03/06/fuzzy-matches/
https://docs.memoq.com/current/en/Things/things-match-rates-from-translation-m.html
https://signsandsymptomsoftranslation.com/2015/03/06/fuzzy-matches/
https://signsandsymptomsoftranslation.com/2015/03/06/fuzzy-matches/

e Nearly exact match (95% -99%). TM systems not only show the nearly exact match
for segments where the text is identical but also where other very small elements such
as numbers, tags and punctuation differ.

e High fuzzy (85% -95%)

e Medium fuzzy (75% -84%)

e Low fuzzy (50% -74%)

In the last three levels, the source text is similar to the TM source in the match, but it is only a
partial match so it requires editing. The degree of dissimilarity is represented by the TM
penalty. Matches below 50% fall into a lower match band. If they are below the lowest match

threshold, they are treated as no match at all.

3.1.7.2 Penalties

A TM penalty is a negative value that indicates the loss of reliability in a translation match: the
match reflects the correspondence between a source segment in a file and a source segment in
the TM, while the penalty reflects the differences between the two segments. The TM system
displays the match percentage and the dissimilarity between the segments, but not the penalty;
however, the penalty can be calculated by using 100% minus the given fuzzy match percentage
— for example, a 75% match gets a 25% penalty. Thus, when a fuzzy match segment is inserted
into the target cell, it usually needs to be edited in order to produce the desired translation
(Azzano 2011). Further, a TM penalty can be manually specified, as in Trados Studio,*® to
apply a match when there are slight differences. For example, the translator can specify a

penalty that applies if the formatting differs between the TM source and the input.

3.1.7.3 Pre-translation

Pre-translation is an automatic task in which matches from the TM are applied to the segments
of the source file. When a TM system pre-translates a file to be translated, it looks up every
source segment in the TM and then inserts the 100% matches. However, the quality of matches

can be controlled by using a fuzzy match threshold — that is, the low match segments can be

39 https://docs.sdl.com/783545/577388/sd|-trados-studio/tm-penalties
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filtered out by using a minimum match threshold, ensuring that matches at the threshold and
above are the only ones inserted into the translations. In the CAT tools selected, except Trados
Studio, the TM systems accept whatever the value is, Trados does not accept values smaller
than 30%.

3.1.7.4 Analysis statistics

Once the pre-translation has been processed, an analysis of the file can take place. Statistics
are used to analyse a text automatically from different perspectives. One of the analysis
functions comprises counting the segments and estimating the amount of repetition (i.e.
matches) in order to estimate the amount of work involved in the translation job. In terms of
price quotations, the statistics command can help find out how much to charge (e.g. a high
number of fuzzy matches tends to lead to a bigger discount compared to translating everything
from scratch).

3.2 Methodology of MT study
3.2.0 Introduction

This section describes the methodology — a black-box approach — the study used to analyse the
translation quality of neural MT systems. Its objective was to discover the extent to which the
NMT systems perform not only adequately but also fluently when translating between Arabic
and English, and then to apply automatic evaluation to confirm which system performs better.
The section begins by discussing the study’s evaluation method (3.2.1) and mixed methods
research (3.2.2), and goes on to describe the data used in the study (3.2.3) and the selection of
a representative set of NMT systems (3.2.4).

3.2.1 Evaluation method

The black-box system of testing is the method commonly used to evaluate MT engines where

the study is dealing with input and output (Whyman and Somers 1999). In this study, the output

quality of NMT systems was evaluated manually by graduate and postgraduate students
majoring in Arabic<>English and automatically using the BLEU and hLEPOR metrics.

e Manual evaluation

The researcher decided not to use the error-based human analysis method in the MT evaluation

part of this research (Chapters 6 and 7) as it needs expert evaluators to identify and score all
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the errors that the machine makes. However, a part of the harmonised DQF-MQM error
typology version is used in Chapter 6 (the transitional chapter where the test data consists of
short, simple sentences) to identify the type of errors made by the MT system in the word order
and morphology of simple sentences translated between Arabic and English.

The simplified scheme of the adequacy and fluency measures is used in the evaluation of MT
systems’ output (Chapter 7) as it is relatively easy for informants to understand and corresponds

more closely to the kind of judgments that non-experts make.

The use of adequacy and fluency measures to assess the quality of MT systems’ output has
become reasonably popular among the MT community. Their ranking is typically used in
investigations that comparatively evaluate output from different MT systems originating from
the same source text. However, much research into Arabic<>English MT translation has been
conducted using automatic evaluation; the use of manual evaluation, specifically ranking
adequacy and fluency, is still limited (Ali et al., 2018). The relative lack of such research in

this area prompted the decision to use the adequacy and fluency approaches in this study.

Following the TAUS quality criteria adopted by this study, the chosen evaluators were asked
to participate in a survey in which they had to rate the adequacy and fluency of the translations
of a selected source text, using a four-point Likert scale to identify their preferred translations.

The question comes directly from the TAUS*® quality evaluation guidelines:

The adequacy of the translations was rated according to the response of participants to the
question: ‘How much of the meaning expressed in the source fragment appears in the
translation fragment?’. A Likert scale of a 1-4 rating was used, where 1 corresponded to ‘none

of it’, 2 to ‘little of it’, 3 to ‘most of it’ and 4 to ‘all of it’.

The fluency was rated according to their response to the question: ‘Is the target text well-
formed grammatically so that it contains correct spellings, adheres to the common use of terms,

titles and names, is intuitively acceptable and can be sensibly interpreted by a native speaker?’

40 TAUS - The Language Data Network
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The main question is this ‘Is the target text well-formed grammatically?’, the rest of the
question is a clarification for the potential errors i.e. it is offered as simply guidelines for errors
that non-expert evaluators may consider when they try to make judgment about the fluency.
(TAUS). Likewise, a 1-4 rating scale was used, where 1 corresponded to ‘incomprehensible’,

2 to ‘dis-fluent’, 3 to ‘good’ and 4 to ‘flawless’.

As shown in Figure 3.1 (below), a source-text unit was provided, and four MT outputs were

listed anonymously.

ek BT AT
Uganda coula not

negotate.'m 10 young to Salact w Salect e
negonaie you cani De weak

and negotisting

Figure 3.1: An example of ranking the four MT systems’ output in terms of adequacy

and fluency (Arabic to English)

The expectation was that the output of the MT systems, all of which use an NMT approach,
would be positive for adequacy, with possible low levels of ratings for fluency (Abdelaal and
Alazzawie 2020). However, TAUS recognises that human judgments are inevitably subjective

and therefore recommends recruiting as many evaluators as possible.
In order to estimate the inter-rater reliability judgment, the scores are calculated by the Fleiss’

Kappa statistical measure. Fleiss’ Kapp applies to the agreement on the evaluation among

multiple raters. It is defined as
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P
1 _ P,

N —

Equation 3.7: Fleiss' kappa formula

The factor 1- P gives the degree of the that is attainable above chance, and, P — P,
gives the degree of agreement actually achieved above chance. It takes values between 0-1

where 1 indicates complete agreement, and there is no agreement among the raters, then <0.

Fleiss., 1971). The interpreting of the K values is [< 0= poor agreement, 0.01 — 0.20= slight
agreement, 0.21- 0.40= fair agreement, 0.41-0.60= moderate agreement, 0.61- 0.80=
substantial agreement, 0.81 — 1.00= Almost perfect agreement]. Inter-rater reliability was
assessed for each test segment in chapter seven (N=8) using Fleiss’ kappa for adequacy and

fluency scores.

e Automatic approach

Automatic metrics are rarely used on their own to assess adequacy and fluency, because they
have not been proven to be robust. Adequacy and Fluency are often presented together with

automatic scoring of string-based metrics (TAUS).*

For the purpose of the study, the automatic evaluation metrics BLEU and hLEPOR were
applied. The BLEU metric (Papineni at al. 2002) was chosen since it is one of most popular
metrics for MT automatic evaluation due to the ease of its computation. Further, the method of
measurement is based on the n-gram similarity of a candidate to the reference translation. In
addition, those who use BLEU can benefit from its language independence. The reason behind
the choice of hLEPOR (Han et al, 2013) is that it is generally regarded as an advanced metric,
and according to the best of this researcher’s knowledge, it has not yet been involved in Arabic-

English translation.

41 Adequacy/fluency evaluation - knowledgebase (taus.net)
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3.2.2 Mixed research method

In the mixed methods approach the researcher presents both the qualitative and quantitative
data in the compiled collection. This type of research draws on the potential strengths of both
qualitative and quantitative methods, allowing the researcher to explore the different
perspectives and relationships that exist between the variables in the research questions. It
requires a purposeful mixing of methods in the data collection, analysis and interpretation of
the findings. Purposeful data integration at an appropriate stage in the research process enables
the researcher to provide more complete data than would a separate research method (Creswell
and Plano Clark 2007).

Triangulation, the most common approach in mixed methods research, is a model in which
qualitative and quantitative data are collected simultaneously. In the two interactive phases, the
quantitative phase plays a basic role, while the qualitative phase builds directly on the results
of the first phase. In this way, the qualitative data is used to assist in explaining and interpreting
the initial, quantitative results (Creswell and Plano Clark 2007). For instance, a researcher
evaluating MT systems’ output can identify the causes behind the resultant trends that show
increases or decreases in translation quality and explain how these have come into being in the
translation process. This design is used in this study to directly compare and contrast

quantitative (numeric) results with qualitative findings.

In the first, quantitative phase of the study, the participants — who were asked to complete a
survey — were purposively selected for their level of proficiency in Arabic-English language
pairs and/or their native language (English) using quantitative measures (a four-point scale).
Once analysed, the quantitative findings were compared with the themes that emerged from
the qualitative analysis. These interpretive processes provided a context for trends within the
quantitative collection: the qualitative findings helped explain the quantitative findings
(Creswell and Plano Clark 2007).

The survey consisted of an online questionnaire — used to collect the participants’ responses —
in which they recorded their experiences of evaluating the output of MT systems using the
adequacy and fluency approach. The questions, which the respondents were expected to answer
as truthfully as possible, were designed to evaluate the adequacy and fluency of four

translations generated by four different MT systems.

The study tried to use a range of sentences of a natural length and with multiple clauses, since

the study used short sentences from a TM in the preliminary experiment in Chapter Six. The
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procedure of selecting the translation pairs presented in the questionnaire was based on the
length of the source unit, which ranged from 19 to 39 words, as research has shown that the
performance of NMT architecture degrades as the sentence length increases(Bentivogli et al.

2016; Ruiz et al., 2019). Translated sentences where the four MT systems’ output happened to

be identical or highly similar were omitted because evaluators did not have the option to

indicate this in the rating scale.

One of the principal aims of the evaluation of MT systems is to put a valuable resource which
includes representative data to the test; however, there is a lack of availability of Arabic-pair
datasets. The dataset of the study was extracted from the LDC (Linguistic Data Consortium)*2
corpus, since this is a genuine data resource for Arabic- English translation pairs that has been
used in previous studies, such as that of Almahairi et al. (2016); Alrajeh (2018); Oudah et
al.(2019). The researcher was allowed access to the LDC2004T18 database thanks to the award

of a scholarship from the Linguistic Data Consortium*® in January 2019.

The Arabic-English corpus LDC2004T18%* comprises one source file in Arabic and four
English reference files. It contains approximately 68,685 sentence pairs, two million Arabic
words and 2.5 million English words. Most of the sentences are taken from news articles. The
study used sentence pairs which had less than 30 tokens either side. The selection was based
on factors affecting the quality of the data and the anticipated translation problems pertaining

to each language pair.

For the purposes of the study, ten texts in Arabic and ten in English were randomly extracted
from the corpus. Each text consisted of several sentences — test one consisted of 117 sentences
in Arabic, while test two included 109 sentences in English. With the advantage of using the
document-level translation identified in the NMT research (Miculicich et al. 2018; Tu et al.
2018) and the fact that the neural network architecture can benefit from context, the study

42 The Linguistic Data Consortium is an international not-for-profit organisation supporting language-related
education, research and technology development.

3 https://www.ldc.upenn.edu/

4 https://catalog.ldc.upenn.edu/LDC2004T18
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chose to keep the sequence of the sentences by selecting full texts from the corpus rather than

extracting each sentence separately, without its context.

The questionnaire designed for this study consisted of two main sections. First, a section
including a set of demographic questions was used to gather anonymised background
information about the participants; it did not link to the participants personally. The questions
asked for the following information:

* whether the participant uses MT systems to translate (in either direction) between Arabic

and English;
* if so, whether the participant usually edits the MT systems’ output;

» whether the participant has previously been involved in evaluating the output quality of

MT in terms of adequacy and fluency.

Secondly, based on the question selection criteria mentioned in section 3.2.2.2, the researcher
selected four Arabic sources, which were paired with their four MT systems’ output in English,
to use in the questionnaire. Likewise, four English sources were paired with their four MT
systems’ output in Arabic. The subset of the four translation pairs were randomly selected
from the two test segments. The four MT systems’ output was mixed and presented in random

order to the participants using the free version of Zoho® survey tool.

The online guestionnaire provided an information sheet, which supplied the respondents with
the researcher’s name, the university where the study was taking place, and an introduction to
the study itself. This was followed by instructions on how to apply the adequacy and fluency
scale, with a link to more information regarding the TAUS quality evaluation used in the study.
The information sheet also emphasised that the survey was voluntary and that the data would
be stored confidentially. Ethics approval for the study was obtained from the COAH Research
Ethics Committee at Swansea University.

45 Zoho Survey - Instantly sign up for free
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The intended participants in this study were high-level translation students. The definition of
‘high-level’, for the purposes of this survey, indicated a person who was either a graduate or
an advanced translation student (MA or PhD level). Unfortunately, as native English-speakers
with Arabic as a second language were not available at the time of the study, the survey was
distributed via email to translators whose first language was Arabic and second language was

English.

The survey was distributed on 2 April 2020 and closed on 2 May 2020. The questionnaire was
calculated to take up to 40 minutes to complete (see Appendix Two for the full questionnaire).
By the end of the survey period, ten respondents had answered the questionnaire completely,
although there were also 23 partial responses.

3.2.3 Data processing and analysis

The data used in the study was downloaded from the Zoho tool into an Excel file, and

afterwards arranged and transferred into graphs for analysis.

To analyse the quality of the MT systems’ output, each source sentence, along with the four
versions of its translation, was evaluated in terms of its adequacy and fluency. This was
followed by an holistic analysis of the results: first the average adequacy and fluency scores
was calculated, followed by an overall ranking based on the mean score, and finally, in addition
to the overall mean of fluency and adequacy scores, the BLEU and hLEPOR scores for each
NMT system were calculated in order to obtain an overall picture of the evaluations and

determine whether the human and automatic scoring corresponded.

More specifically, according to the translators’ usability perspective, the 1-4 rating scale was
classified as two levels: a 3-4 quality value and a 1-2 quality value. In the first, the scores of 3
and 4 refer to a high level of output quality, which potentially gives a clear indication of the
usability of a translation — this could indicate to translators that post-editing the output would
probably be worthwhile. Secondly, the scores of 1 and 2 refer to a poor level of translation,
indicating that in practice it would not be useful and would require a major post-editing effort.
In other words, a high level of adequacy suggests a translation that conveys ‘most or all of the
meaning’, while a high level of fluency suggests the production of a ‘good or flawless
translation’. This level is represented by coloured bars in the charts presenting the findings. On
the other hand, a poor level of adequacy suggests that the translation conveys ‘little or none of

the meaning’, while a poor level of fluency suggests the production of ‘disfluent or
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incomprehensible’ output. This level is represented by light and dark grey bars in the charts
(Castilho et al. 2017).

3.2.4 Neural machine translation systems selection

Machine translation systems have shown remarkable progress since the launch of the NMT
approach. The NMT systems used in the experiment were Google Translate, Bing Microsoft
Translator and Yandex Translate, in addition to the Lilt tool. The idea behind the diversity of
the MT systems was that it would allow the study to infer which would respond better to
handling Arabic linguistic features. The output of the systems were annotated to identify the

types of errors committed.

+ Google Translate,*® a free NMT service, is the most popular MT system. In October

2020, it provided translation for 109 languages.

« Bing Microsoft Translator,*” a free NMT service, is one of the most widely used MT
systems. In October 2020, it supported translation for 73 languages.

« Yandex Translate*® is a free NMT service, which has the potential to be a competitive

system in the future. In October 2020, translation was available in 97 languages.

« Lilt* is a commercial translation tool. The reason behind involving Lilt, which has only
recently begun to support Arabic (at the end of 2019), was to compare its translation quality

against that of the free systems.

Lilt was also included in the selection of NMT tools because it uses a certain type of
interactive and adaptive mechanism (see Chapter One, section 1.4.3.6) — interactivity refers to
the ability of an MT system to autocomplete what the user is going to type, while adaptivity is
a quality whereby it learns from corrections and is thus continuously updating itself (Daems
and Macken 2019). This indicates that Lilt is an NMT system that could potentially be used in

46 https://translate.google.co.uk/
47 https://www.bing.com/translator
48 https://translate.yandex.com/

4 https://lilt.com/
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future research. However, the main focus of this study was on the quality of the output of the

free online systems. (see Chapter One, section 1.4.3.6).

3.3 Conclusions

This chapter has explained the methodology used in this study, describing the research design
and the processes involved. The first part of the chapter presented the method used to evaluate
TM retrieval when translating from Arabic to English. This section shed some light on the
black-box approach — including the pilot study, the set-up of the test data, and the basic
knowledge of TM systems — that was used to investigate the TM retrievals.

The second part of the chapter described the method used to evaluate the performance of
machine translation systems when translating between Arabic and English. This section
highlighted the selection strategies behind the manual and automatic methods used to perform
the MT evaluation, and the methods used to analyse the performance of the NMT systems.

The findings of the experiments with TM systems will be discussed in Chapters 4 and 5, while
the findings of the experiments with NMT systems will be discussed in Chapters 6 and 7.

Finally, Chapter 8 will deliver a comparative evaluation of the findings for the two systems.
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CHAPTER FOUR

TRANSLATION MEMORY RETRIEVAL AND SUB-SEGMENT MOVE: SECTIONS
A AND B
4.0 Introduction

Chapter Four presents an experimental evaluation of TM retrieval for a move operation in
Arabic —as mentioned previously, Arabic is a language with a flexible word-order. The chapter
is organised into two main sections: section A investigates how a sub-segment (fragment) move
affects TM retrieval, while section B examines the retrieval of segments with a three-operation
edit distance. The results reveal whether the TM systems deal with the move operation as an

edit operation. The chapter concludes with a summary of the findings.

SECTION A:

4.1 A comparative evaluation of the performance of TM in the retrieval of Arabic-

English segments containing a sub-segment move

Section A investigates the way in which TM systems retrieve Arabic-to-English translation
units when the Arabic source contains a sub-segment move, testing whether the TM metrics
can recognise such segments as highly similar. Its hypothesis is that the current TM algorithms
will prevent two highly similar segments that differ only in their word order from being ranked

as close matches, thereby depriving the user of valuable information.

The section introduces the experimental setup (4.1.1), summarises (4.1.2) and discusses (4.1.3)
the findings, and then evaluates the results (4.1.4). Finally, it presents the conclusions drawn
from the study (4.1.5).

4.1.1 Experimental setup

In order to answer this research question and test the hypothesis mentioned above, the
experiment was carried out using the MeedanMemory corpus (for more detail, see Chapter
Three, section 3.2.5.1), and the corpus was then used as the TM. The test suite, which was
saved in a Word document (*.docx), contained 95 segments, ranging from three to ten words
in length (see Appendix Three for the test segments A). The segment length was chosen in the
assumption that it would yield enough data to enable the researcher to draw a valid conclusion;

the minimum three-word length represents the shortest possible full sentence (e.g. verb-subject-
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object — VSO). As it is easy to find segments sharing the same number of words, the length of

the segments was selected according to the number of words they contained.

For the purposes of the experiment, it should be noted that the VSO- and SVO-ordered
segments varied in terms of string length. When the unit was a noun, the subject string was the
same in Arabic as in English and could be in single or multi-word form (see Chapter One,
section 1.4.1.2). Accordingly, the subject constituent of the test segments contained different
types of sub-segment units, comprising one, two, three or four words (1W, 2W, 3W, 4W ). The
rationale for testing sub-segment variations was to establish whether the move operation would
be treated as a number of discrete words (multi-word units) or as an undifferentiated block (one
chunk).

In addition, the agreement between verb and subject was taken into consideration: the source
segments selected from the corpus were either verbal segments or nominal segments in singular
form. This was considered the optimum way of avoiding the risk of the exchange of verb and

subject components which would distort the meaning when building the test.
To summarise, the variables applied in the test segments were as follows:

e The routine of segments ranged from three to ten words in length.

e The subject string of each segment routine comprised four different events: a one-, two,
three- or four-word unit.

e In each event, at least three samples were used to verify the results. This meant that the
same match was repeated in the three different samples.

4.1.1.1 Sub-segment move

Having extracted the segments according to the testing procedures mentioned above, the sub-
segment move (the reversal of the subject and verb components) was applied, as appropriate.
The reverse operation occurred when the subject was moved into the verb position in each of
the original segments, while the position of the object remained fixed. In this step, the
component in the first position (the subject or verb component) was moved into the component
in the second position to avoid any algorithm problems: for example, in terms of a one-word
unit move, the original sentence 45l d8Uall dial ¢y W ¢ 255 / tanshi' alkuayt lajnatan lilttagat
alnawawia / ‘Kuwait establishes a committee for nuclear energy’ has been changed into
Al A8l A5l o 0%y Sl 5 L5/ alkuayt tanshi' lajnatan lilttagat alnawawia / ‘Kuwait

establishes a committee for nuclear energy’. Regarding a four-word unit move, the sentence
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el s SLaa) 8 haaae 4y 30 A8l 43 oal) ANS 6 3815/ takhfuq alwakalat alduwaliat lilttagat
aldhariyat mujadadaan fi aikhtiar khalafaan lilbaradieii / ‘The International Atomic Energy
Agency fails again to choose a successor to ElBaradei’, for example, has been changed into
ool all WA HLad) 8 ase (5885 3y 31 AdUall A sall AS - sss5 [ alwakalat alduwaliat lilttagat
aldhariyat takhfug mujadadaan fi aikhtiar khalafaan lilbaradieii / ‘The International Atomic

Energy Agency fails again to choose a successor to EIBaradei’.>

The length of segments was also considered to ensure that the intervention did not exceed 50%
of the segment length. This meant a three-word segment (i.e. routine) would only accept a one-
word move (i.e. event), while a ten-word segment would accept all four types of sub-segment
intervention. Table 4.1 (below) displays where each move (M) event could be applied in the

length routine, and where it was not applicable (N/A).

Segment routines One-word M | Two-word M | Three-word M | Four-word M
3-word segments Yes N/A N/A N/A
4-word segments Yes Yes N/A N/A
5-word segments Yes Yes N/A N/A
6-word segments Yes Yes Yes N/A
7-word segments Yes Yes Yes N/A
8-word segments Yes Yes Yes Yes
9-word segments Yes Yes Yes Yes
10-word segments Yes Yes Yes Yes

Table 4.1: The four different events moved

0 Track Changes was used for the intervention.

97



The table above represents the four different types of intervention on the subject string — one-
word move (1WM), two-word move (2WM), three-word move (3WM), or four-word move

(4WM), while the verb was always expressed in a single-word string.

If it was necessary to translate the extracted segments from the TM without any changes, the
matches would obviously be 100%. Thus, the VSO order became SVO, bearing in mind that

the meaning of the two segments was identical in both versions.

4.1.1.2 Translating

Having processed the test segments, we then imported the test into the five CAT tools (see
Chapter Three, section 3.1.6) as a translation file, while the translation project in each tool was
based on using MeedanMemory as a TM file that included the original segments. The minimum
translation threshold was set at 30% (See more in Chapter Three 3.1.7.3), and then the pre-
translation function was run. This made it possible to discern the usability of the matches. As
the test segments and the TM database were semantically identical, although the word order
was different, it was considered desirable for the TM matching metrics to produce fuzzy
matches at the match threshold or higher that could then be reused.

To see the fuzzy matches that were assigned, due to the sub-segment move, the findings
associated with each segment routine and a string move event were assessed using a new match

value.

4.1.2 Findings

The results provided by the five CAT tools show that their TM algorithms measured different
matches. The full retrieved matches provided by the five selected systems are presented below,
with the assumption that scores at a 70% (i.e. a 30% penalty) or higher are in the usability
bracket, while scores that are lower are not suitable for re-use, and the translator would have
to translate from scratch. Column charts are used to represent the retrieved scores that fall
above and below the match threshold, in which the multiple-word string moves (independent
variables) are represented on the ‘x’ or horizontal axis and the fuzzy matches (dependent

variable) on the ‘y’ or vertical axis. Further, the TM systems are presented in alphabetical order.
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4.1.2.1 Déja Vu X3 output

The Déja Vu X3 (hereafter referred to as DVX) findings indicate that the retrieved matches
were found to occupy a consistent band according to the number of words in the test segment,
whether these contained a one- or a four-word move. The matching scores decreased gradually
as the length of the segments decreased. For instance, the retrieval of ten-word segments
provided an 80% match; nine-word segments, a 77% match; eight-word segments, a 75%
match, and so on, whichever the unit move. Further, the move of single- or multi-word units
was dealt with as a one-chunk move. In the ten-word segment routine, for example, the match
retrieved for moving a one-word, two-word, three-word or four-word unit was 80% (i.e. the
same penalty was applied however large the unit moved). The matches of three-to-ten-word
routines containing a unit move ranged from 34% to 80%. Figure 4.1.1 (below) shows the

retrieved matches that each segment length (SL) produced for a unit move.

Matches of DVX to segments with the unit move
100
90

80

- 77 80
72
70 66
60
60
50
50
3 ®
3-word SL 4-word SL 5-word SL 6-word SL 7-word SL 8-word SL 9-word SL  10-word SL

B one-word move M two-word move three-word move four-word move

Figure 4.1.1: DVX matches for retrieving 3-to-10-word segments with the unit move

It can be said that the performance of the DVX TM was weak in terms of the retrieval of the

move operation. The routines of three- to six-word segments provided matches of less than
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70% (i.e. a potential translation threshold) whichever the unit move, meaning that the

translators would not be made aware of these proposals.

4.1.2.2 memoQ 9.0 output

The matches produced for memoQ fell into two different categories: the scoring of five-to-ten-
word segments was consistent, while the scoring of three- and four-word segments was

inconsistent.

In terms of the routines of five-to-ten-word segments, the matches decreased as the number of
words decreased. For example, the retrieval of ten-word segments produced a 79% match; nine-
word segments, a 77% match; eight-word segments, a 75% match, and so on, whichever the
unit move (DVX produced 80%, 77%, 75%, respectively). Further, the unit moves were treated
as an undifferentiated block. For instance, with the ten-word segment, the match retrieved for
moving either a one-word, two-word, three-word or four-word unit was 79%, (with DV X, the
match retrieved was 80%). Regarding the three- and four-word segments, the matches were
inconsistent regardless of how many words the segment contained. For instance, a 62%, 67%
and 71% match was produced, even though the segments comprised three words including a
one-word move. The matches of three-to-ten-word routines containing a unit move ranged from
62% to 79%. Figure 4.1.2 (below) shows the matching scores that each segment length (SL)

produced due to the unit move.
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Matches of memoQ to segments with the unit move
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SL SL SL SL SL SL SL SL
Hone-word move M two-word move three-word move four-word move

Figure 4.1.2: memoQ matching scores for retrieving 3-to-10-word segments with the

unit move

As Figure 4.1.2 clearly shows, the match of less than 70% was given to the shorter segments,

meaning that these segments would not be offered to translators as TM proposals.

4.1.2.3 Memsource Cloud output

The matching scores of Memsource, which were apparently scattered, were derived in a
different way and were inconsistent. Hence, the experiment used the filter feature in the
system’s setting to sort the source’s shortest segment first, based on the number of characters.
When observing the fuzzy matches, the scores appeared to decrease as the total number of
characters in the segment fell regardless of how many words a segment contained and the size
of unit moved. Similarly, when the source was sorted according to the principle of the longest
first, the matches appeared to increase as the total number of characters in the segment
increased. For example, an 87% match, the highest score in the matches retrieved, was recorded
for two nine-word segments: a segment of 70 characters containing a one-word move, and a
segment of 64 characters containing a four-word move. In terms of the lowest matches, the
shortest segments, which were three-word segments containing a one-word move, provided the
lowest scores but in a different range: a segment of 14 characters was given a 42% match; a
segment of 16 was provided with a 48% match; and a segment of 19 was given a 46% match,
even though these segments shared the three-word length and the one-word move.
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Due to the difficulties in displaying the large amount of scattered data with different segment
length routines and different unit moves, the researcher has decided that the retrieval of
segments that depended on the number of characters should be classified as follows: the recall
for 15-30 characters in length was given a less-than 70% match, while the recall of 31-70
characters in length was given a 70% match or above. This suggests that around 28 out of 95

segments — representing 19% — were retrieved as low fuzzy matches.

4.1.2.4 OmegaT output

The matching scores obtained by OmegaT also dropped steadily as the segment length became
shorter. Moreover, the algorithm classified the matching scores as three basic patterns
according to the size of unit moved: a) pattern one was a one-word move; b) pattern two was a
two-word move; c) pattern three was a three- and four-word move. For instance, in terms of a
one-word move, the retrieval of ten-word segments produced a 90% match; nine-word
segments, an 89% match; eight-word segments, an 87% match; and so on (DVX produced
80%, 77%, 75%, respectively; memoQ produced 79%, 77%, 75%, respectively). However, the
matches reduced as the size of the unit move increased. For example, in the ten-word segments,
the match retrieved for moving one word was 90% (as mentioned above), moving two words
was 85%, and an 80% match was given when moving both three- and four-word units. The
matches of three-to-ten-word routines including a unit move ranged from 62% to 90%. Figure
4.1.3 (below) illustrates the matching scores that each segment length (SL) provided due to the

unit move.
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Matches of OmegaT to segments with the unit moves
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Figure 4.1.3: OmegaT matches for retrieving 3-to-10-word segments with the unit move

It was noted that the fuzzy scores produced for retrieving those segments with a one-word move
were high enough to exceed the match threshold, apart from the three-word segment.
Furthermore, the system treated the one-word move (i.e. a single chunk) better than it did a
multiple-word unit. This shows that, in some cases, the OmegaT matching mechanism
succeeded in tackling the pattern of a one-word move whatever the length of the segment.

Section 4.1.3 provides a possible explanation of the mechanism the TM system uses.

4.1.2.5 Trados Studio 2019 output

The Trados Studio test was run twice, first with UpLIFT off and then with it on. The UpLIFT>!
technology includes matching based on fragments, thereby helping with the fuzzy match

research.

* UpLIFT off

The matching values produced by Trados Studio also fell as the segment length became shorter.
The matching rates, however, were consistently related to the segment’s word length. The

scores were classified as four essential patterns according to the size of the unit moved: a)

51 UpLIFT technology in SDL Trados Studio
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pattern one was a one-word move; b) pattern two was a two-word move; c) pattern three was a
three-word move; and d) pattern four was a four-word move. With the one-word move, for
example, the retrieval of ten-word segments produced an 87% match; nine-word segments, an
85% match; eight-word segments, an 83% match; and so on (DVX produced 80%, 77%, 75%,
respectively; memoQ produced 79%, 77%, 75%, respectively; and OmegaT produced 90%,
89%, 87%, respectively). However, the match percentages were lower in pattern two (i.e. a
two-word move) and pattern three (i.e. a three-word move). For example, the retrieved matches
of the ten-word segments for moving one word were 87% (as mentioned above), whereas
moving a two-word string and a three-word string produced 80% and 73% matches,
respectively. Regarding the pattern of a four-word move, interestingly, the system assigned
retrieved segments with such a unit move high percentages — for example, a ten-word routine
with a four-word move was given a 93% match (DVX gave it 80%; memoQ, 79%; and
OmegaT, 80%). The matches of three- to ten-word routines containing a unit move ranged from
49% to 93%. Figure 4.1.4 (below) illustrates the fuzzy matching scores that each segment

length (SL) produced due to the unit move.

Matches of Trados Studio to segments with the unit moves
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Figure 4.1.4: Trados Studio matches for retrieving 3-to-10-word segments with the
unit move with UpLIFT off

Figure 4.1.4 clearly shows that Trados Studio’s low scoring not only covered the short

segments but also encompassed seven- and eight-word segments, which were ranked higher

than 70% in the other TM systems. However, it can be further noted that a potentially important
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result of the Trados Studio matching mechanism is that the scores of a four-word unit move,
which would potentially occur in a long segment, significantly increased. The mechanism used

is discussed in section 4.1.3.

» Comparison of Trados Studio versions (2014, 2015, 2017, 2019)

The study’s experimental evaluation was primarily intended to test the retrieval capabilities of
different translation tools; however, it also gave the researcher a chance to evaluate different
versions of the same system. Trados Studio supplied a short-term licence on request, allowing
access to the old versions of Trados Studio (2014 and 2015). The aim was to test whether
UpLIFT, which was first introduced in the 2017 version, improved the retrieval of segments
with a move operation. In order to test this, the evaluation in section A was run in May 2018
to compare the performance of Studio 2017 with that of the 2014 and 2015 versions. The three

different versions produced the same score.

 UpLIFTon

The test was also run with UpLIFT enabled. The investigation of UpLIFT’s retrieval
capabilities, despite producing many scores identical to those provided when the UpLIFT was
disabled, also produced some TM proposals with higher matches than those which included a
move operation. The proposals seem to have undergone a three-operation edit (i.e., addition,
deletion, substitution). Hence, this study used the results obtained when UpLIFT was disabled.
However, these results provided motivation to compare the segment retrieval that included a
move operation with those including a three-operation edit. Figure 4.1.5 (below) displays a
screenshot of two TM proposals. Proposal one, which included a one-word addition, gave a
69% match, while proposal two, which comprised the same surface form but included a two-

word move, provided a match of 48%.
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Figure 4.1.5: An example of UpLIFT retrievals

It could be said that the Trados Studio algorithm system’s measurement of the similarity
between a TM segment containing an addition and the input segment is closer than for the one
containing a move operation. Hence, this study used the results obtained when UpLIFT was
off. However, these results provided the motivation to compare the segment retrieval that

included a move operation with those including a three-operation edit (see section 4.2).

To summarise, a reordering operation can indeed affect the reuse of previous TM segments,
especially when the sentence is short.

4.1.2.6 Retrieval of TM systems: similarities and differences

The outcomes provided by the five CAT tools show that their TM matching algorithms shared
some similarities but apparently they used different methods to calculate the matches.

In terms of the similarities, the TM systems shared as a whole the fact that the matching scores
decreased as the length of the segments decreased, whether the retrieval depended on the
number of words (DVX; some scores of memoQ; and OmegaT) or the total number of
characters (some scores of memoQ; and Memsource) in each segment. The similarity of the
decrease in scores produced by the TM systems is exemplified in Figure 4.1.6 (below), which

illustrates an example of a one-word move.
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Figure 4.1.6: The four TM retrievals of 3-to-10-word segments with a one-word move®

The figure above clearly shows that the matching scores increase if a segment is longer, while
they decrease if a segment is shorter. In Memsource, the short segments also produced low

matches, although the scores themselves were inconsistent.

In terms of the differences, each TM algorithm used its internal matching mechanism to
compute the matches, although these all appeared to be based on the string of surface forms.
The differences in the scores produced by the TM systems are exemplified in Figure 4.1.7

(below), which illustrates the retrieval of a ten-word routine with a different unit move.

52 Due to producing inconsistent scores, Memsource’ fuzzy scores were excluded

107



100
93

90

85
80 79 80 79 80 80 79 80 80 79 80
80
73
70
60
50
40
M M M M

30
one-word move two-word move three-word move four-word move

B DVX mEmemoQ M OmegaT Trados Studio  ® Memsource (M)

Figure 4.1.7: The TM retrieval of 10-word segments with a different unit move®

As Figure 4.1.7 shows, the TM systems used different algorithms to calculate matches,
including Memsource, which always produced inconsistent scores. This is evidence that the
different tools have different ways of handling such unit moves, although none is completely

satisfactory.

4.1.3 Discussion of results

Based on the results of the experiment, this study has concluded that only longer routine
segments containing a move (reordering operation) are likely to be presented as TM proposals,
while short segments which include a reordering operation do not benefit from the use of any
of the TM tools tested. A comparative assessment of the retrieval of low-scoring matches was
accomplished by using the length of each segment and the unit-move string as independent
variables. Potential reasons for the retrieval of low-scoring matches and the strings of units as

independent follow.

3 Memsource inconsistent scores (M)
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A possible explanation for the production of low-scoring matches is that the TM systems’
algorithms did not recognise the move intervention as such. It appears that they used a
procedure of calculating strings of surface forms. In short segments, reversing words one and
two in a three-word segment, for example, gave the following results: DV X provided a 34%
match; Trados Studio, a 54% match; and OmegaT, a 66% match. This may be explained by the
fact that the estimation of DVX’s algorithm was approximately % non-similar, Y5 identical.
Likewise, Trados Studio’s algorithm’s assessment was roughly % non-similar, '5 identical.
Regarding OmegaT, the algorithm inversely calculated the scores (% identical, %5 non-similar).
In longer segments, the reversal of words one and two in a nine-word segment produced the
following scores: DVX provided a 77% match; Trados Studio, an 85% match; and OmegaT,
an 89% match. Thus, it appears that OmegaT regarded a one-word move in a three-word
sentence as an intervention on % of the sentence length, while DV X and Trados Studio regarded
such a move as an intervention on % of the sentence length. The implications for Arabic users
of OmegaT is that only those segments of four words or longer that include a one-word move

will show as TM proposals.

In terms of memoQ’s scores for the three- and four-word segments, the matches seem to
decrease as the total number of characters decreases regardless of how many words the segment
contains. For instance, segments of 16, 19 or 22 characters provided matches of 62%, 67% and
71%, respectively. Regarding Memsource’s scores, the fuzzy scores appeared to rely on the
number of characters. This outcome renders their TM retrieval systems unhelpful when

retrieving Arabic segments containing a sub-segment move.

With regard to the unit-move string, it appears that some algorithms considered the space
between words as a discrete value, while others did not. This resulted in a variation of scores
for the same length of segments. Thus, a unit that included a two-word string was regarded as
a disconnected string as there was one space between the words, and it was treated as two
separate words (i.e. two edit operations). Likewise, in a unit that included a three-word string,
the TM algorithms calculated that there were two spaces. This may be the reason why Trados
Studio and OmegaT treated the move of multiple-word units differently from single-word
moves — a longer unit move attracted a heavier penalty. In a six-word segment, for example,
Trados Studio produced a 77%, 66% and 54% match, depending on whether it contained a one-
word move 1IWM, 2WM or 3WM, respectively, while OmegaT gave a match of 83%, 75%,
and 66%, respectively. In contrast, DVX produced a single match score of 66% for either a
1WM, 2WM or 3WM in a six-word segment.
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Further, Trados Studio dealt with segments with a four-word unit move in a different way,
resulting in a very high match. Trados seemed to deal statistically with a four-word unit move
as one chunk. In some ways, this was similar to the method used by OmegaT, which performed
well with a one-word move. However, the implementation of the one-chunk treatment (i.e.
four-word move) in Trados outperformed the implementation of the one-chunk treatment (i.e.
one-word move) in OmegaT. This may be explained by the fact that the calculation of Trados
Studio is based on 30% (the lowest match threshold it accepts), while OmegaT’s calculation is
based on 0% (the system allows 0% to be set as the lowest match threshold).

To see the effect of changes in translation threshold according to the suggestion of the Wolff
et al study(2016), the threshold was decreased from 70% to 65%. This allowed increase
suggestions retrieved from the TM. As expected, with a lower threshold more suggestions were
provided. In OmegaT for example, the matches of three-to-ten-word routines including a one-

word move were returned above the translation threshold, ranging from 66% to 90%.

To summarise, all the TM matching algorithms failed to recognise the different word order.
The TM systems’ matches obtained seem rather inappropriate, since the meanings of the
segments are identical. It is therefore not useful for the TM-equipped translator to translate
segments from scratch while identical source segments with translation unit are found in the
TM database. An appropriate fuzzy matching would have been, either in the band of nearly
exact match (ranging from 95% to 99%), or with a standard word order' penalty. If this existed,

it could be applied only to Arabic and other free word-order languages.

This outcome is in line with the results of the study conducted by (Baldwin 2009), which

highlighted the effect of Japanese word-order variation on the matching mechanism. The
current study has provided experimental evidence in Arabic-to-English translation, gathered
from the scores supplied by five CAT applications, showing that TM matching metrics are not

good at handling the phenomena of the flexible word order.

Generally speaking, the retrieval of a multiple-word unit as an undifferentiated block, as well
as the treatment of the move operation as a single, not multiple, intervention, could pave the
way for TM developers to design a mechanism that would identify a sub-segment move,
allowing them to improve TM recall matching for segments with move operations. The study

suggests a standard penalty between 1% to 5% that would apply to free word-order languages.
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4.1.4 Evaluation of results
4.1.4.1 Recall and precision

The fundamental measures of the performance quality of TM retrieval mechanisms are recall
and precision. The results of the experiment clearly show that the recall of short segments
containing a move operation is lower than it is for long segments, but the usability of these
recalled segments in terms of translation is very high. Hence, the precision is higher than the

recall.

4.1.4.2 Lost usability opportunity

In this study, ‘usability’ refers to the extent to which a user can achieve a certain goal with a
given translation unit. The experiment’s findings show that although the key function of a TM
system is to handle repetition, the translator may miss out on the potential re-use of their
previous translation in cases containing a move operation. The translator could be forgiven for
expecting that in such cases a TM algorithm would retrieve all segments (both short and long)
with a high match value, due to their identical semantics, but different order, with the TM
source. In contrast to this expectation, however, it appears that a translator working with short
segments will not be shown a good match and will therefore be deprived of one of the major
benefits of TM — consistency of translation. As a result, they would be forced to re-translate

the segment from scratch, effectively creating a new translation.

From the perspective of a project manager (whose remit includes such tasks and responsibilities
as managing project time and delivering price quotations), such an outcome could negatively
affect a text’s preparation for translation. It would also have an economic impact: instead of
paying a lower price for the translation of source segments that are found in the TM database,
which are generally offered in the TM translation proposal window, clients would be charged
more, as the translator would have to translate the text manually. In such cases, neither the
translator nor the project manager, nor ultimately the client, would benefit from the TM

function.

Another weakness surfaces when the TM is asked to handle the move of a consecutive multi-
word unit. It might be expected that a TM system would deal with a sub-segment move as an
undifferentiated block since the string is moved as a single chunk in the test segments. The
results reveal, however, that some TM systems handle the multi-word-string move as if the text

were a mixture of discrete words and a block. It was found that systems such as OmegaT and
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Trados Studio have a TM similarity algorithm that considers a consecutive multi-word move
as a string of discrete words, which does not help when computing a high match for a segment
containing such a sub-segment move. In contrast, the same two systems performed very well
when OmegaT retrieved segments with a one-word move and when Trados Studio treated a
four-word move as one chunk. This is another reason that may explain why TM systems
calculate low matches for short segments. Conversely, by handling a consecutive multi-word-
string move as an undifferentiated block, as DV X does, the TM system could calculate a higher

match for a segment which includes a sub-segment move.

415 Conclusion

The conclusion that can be drawn from the above experiment is that all the TM matching
metrics tested displayed an inability to recognise the move operation, negatively affecting the
retrieval of short segments and returning inappropriately low scores. These scores appeared to
be based on the string of surface forms and the internal matching mechanism of each system’s
algorithm. Move strings of different lengths were treated either as multiple-word units or as
blocks. Consequently, short segments of Arabic that contained a sub-segment move scored
lower, while the longer segments scored higher. As a result, the translators would not be made
aware of these proposals; they would be forced to re-translate the segment from scratch,
effectively creating a new translation. The study suggests that the retrieval of a multiple-word
unit as an undifferentiated block, as well as the treatment of the move operation as a single, not
multiple, intervention, could pave the way for TM developers to design a mechanism that
would identify a sub-segment move, allowing them to improve TM recall matching for
segments with move operations. Alternatively, translators would reduce the translation
threshold.

Further work is needed to compare the fuzzy matches produced by the TM similarity scores
for Arabic segments that contain a move operation but have an identical meaning with those
produced for the intervention of three edit operations. The following section explores whether

a move operation is dealt with as an edit operation or not.
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Section B:

4.2 A comparison of translation memory retrieval for segments including an edit

operation with segments including a move operation: Arabic into English

Section B compares the matches retrieved from segments that include an edit operation with
the matches retrieved from those with a move operation. It begins with an introduction to the
investigation (4.2.1), describes the experimental setup (4.2.2), summarises the findings (4.2.3),
then discusses (4.2.4) and evaluates (4.2.5) the results. Finally, it presents the conclusions
drawn from the study (4.2.6).

4.2.1 Introduction

TM systems also offer proposals of segments that contain some measure of dissimilarity
between the TM sources and the input: if a close match is found, it is displayed in the translation
window, meaning that translator can use three types of edit operations to adjust the proposals:
addition, deletion or substitution (Bulté 2018). However, there is little information about the
size of penalty applied to each type of edit operation (i.e. the distance), raising the question of
whether all systems apply the same penalties. According to Somers (2003), the distance is
normalised into a score depending on the length of the strings.

The results in the previous section show that heavy penalties are imposed when there is a move
operation (reordering), especially in shorter routines, even if the segments are semantically
identical. This finding motivated the following investigation into the retrieval of segments that

include a different dissimilarity such as an edit operation (i.e. deletion, addition or substitution).

In this experiment, four source segments (i-iv) were translated into a target language with the
help of the TM source: segments (i), (ii) and (iii) have a one-edit operation at the beginning of
the segment, while segment (iv) has a move operation. Table 4.2 (below) displays an example
of the four similar input segments including a different dissimilarity (addition, deletion,

substitution or move operation), and it would be expected to produce a closer TM proposal.
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TM translation Input Difference between the TM source and
unit input
3 Jri Sosel | 8l Jaiey S sel L3 | The TM proposal needs to be edited by

g ad e 34058
Transliteration:
amrikiin
yustaghalu

thughrat ganuniat

fi mawqie tuytr

English
translation: An
American
exploits a legal
loophole on
Twitter.

st e i

adding a one-word string: the word

<\ [ shabun/ ‘an adult’ is not found in

the TM proposal

st e il

The TM proposal needs to be edited by
deleting a one-word string: the word of
Sl / amrikiin / ‘An American’ is an

extra word in the TM proposal

Jriay Sl Sl

o B Angld 5 Al

-

The TM proposal needs to be edited by
replacing one word with the same string:

the word i »! is in the TM source string

s
while the word ~Lb /yabaniin/ ‘Japanese’
is in the input string.
iV | Sl Jxiey Sl | The TM proposal needs to be edited be

B S dngld 5 ad

moving a one-word string: the position of
the word Jxiw, exchanges with the

position of the word S ! .

Table 4.2: An example of generating four similar segments against a TM source in
Arabic®

54 Track Changes was used for the intervention.
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Theoretically, each segment has a different type of dissimilarity in comparison to the TM
source. In Table 4.2, the TM source _iisi adge o2 4258 355 Jaiuw S5l / amrikiin yustaghalu

thughrat ganuniat fi mawgie tuytr / differs from the four test segment as follows:

1) Arabic segment (i) includes one extra word (< / shab) compared with the TM source,
and does not correspond with the TM source in meaning and length (it is longer). As a
result, the potential TM proposal needs a one-word addition.

2) Avrabic segment (ii) has a one-word omission (S I / amrikiin) compared with the TM
source, and does not correspond to the TM source in meaning and length (it is shorter).
As a result, the potential TM proposal needs one-word deletion.

3) Arabic segment (iii) includes a one-word difference with the TM source, using S: ! /
amrikiin instead of L\ /yabaniin/ ‘Japanese’, and corresponds to the TM source in
length only, while the meaning is slightly different. As a result, the potential TM

proposal needs a one-word substitution.

4) Arabic segment (iv) has the same semantic content as the source words and length as
the TM source but includes a one-word move, reversing the order of the words (S !l /
amrikiin and Jxiw / yustaghalu.

The question here is whether the TM algorithm gives the higher fuzzy score to the segment
with a move operation or the segment with an edit operation, and whether the move operation
is treated similarly to one of the three edit operations or in a different way. In order to answer
this question, this section compares the retrieved matches provided for the three-operation edit
with the matches obtained for the move operation.

4.2.2 Experimental setup

This experiment was carried out using the MeedanMemory corpus, with a subset of 15 Arabic
source segments (ranging between five and nine words in length) taken from the test content
of the experiment in section A; 3- and 4-word routines were excluded from this experiment
since they provided inconsistent scores in memoQ. The three types of intervention (adding,
removing, and substituting a one-word string) were applied to the original segments in addition

to the move operation. The intervention targeted the first word in each segment:

1) A one-word string was added at the beginning of segments 5-10 words in length.

2) A one-word string was removed from the beginning of segments 5-10 words in length.
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3) A one-word string was replaced by a different one at the beginning of segments 5-10
words in length.

4) The position of word one was reversed with that of word two at the beginning of
segments 5-10 words in length.

It is worth noting that the edit-operation intervention sometimes distorted the meaning of a
segment, but this was ignored as the aim here was to look at the TM similarity measurements.

These interventions generated four similar segments for the original segment — a total of 60
test segments (see Appendix Four for the test segments B). The test segments were then
imported as a translation document into the five selected CAT tools, while the corpus was
imported as a TM. Finally, the pre-translation function was used to review the retrieved

matches, under a 30% value as the minimum translation threshold.

The findings associated with each operation through a new match value were assessed in order

to ascertain the fuzzy match assigned to each type of intervention.

4.2.3 Findings

The TM algorithms provided different matches for segments with four different types of
dissimilarity. The results obtained from testing the five selected TM systems are provided
below. Column charts are used to represent the retrieved scores, in which the four different
types of dissimilarity are represented on the ‘x’ axis and the fuzzy matches on the ‘y’ axis.

Further, the TM systems are presented in alphabetical order.

4.2.3.1 DVX output

When the TM of DV X was tested, the segments with the one-word move provided the lowest
match, while those with edit operations provided higher matches. The overall scores decreased
gradually as the number of words decreased, whichever the type of intervention. The matches
of five-to-nine-word routines ranged from 60% to 90%. Figure 4.2.1 (below) shows the
retrieved matches that each segment length (SL) was assigned across the four different types

of dissimilarity.
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Matches of DVX to segments with a 3-operation edit and unit move

100

90

90 - 87 o oo 88 g7 87 89 89

83 83 83

80 80
80 75 77
72
70 66
60
60
50
40
30
5-word SL 6-word SL 7-word SL 8-word SL 9-word SL
H One-word Addition B One-word Deletion B One-word Substitution One-word Move

Figure 4.2.1: DVX’s matching scores for retrieving segments with four different types

of dissimilarity

The figure above clearly shows that the lowest retrieved matching was given to segments with
a one-word move, while both a one-word deletion and a one-word substitution matched
equally, and a one-word insertion scored the highest match. In the retrieval of five-word
segments, for example, the percentage score for moving a one-word string was 60% (i.e. a 40%
penalty), while either removing or substituting a one-word string scored an 80% match (i.e. a
20% penalty) and inserting a one-word string scored an 83% match (i.e. a 17% penalty). This
means that the move operation was penalised heavily in comparison with the other three one-
word operations. Also, the matches retrieved for the three-operation edit were very close to
each other, with the addition operation assigned the smallest penalty, while the percentage of

matches retrieved for the move operation was lower.

It is evident that these results strongly suggest that the algorithm of DVX penalised the
dissimilarity caused by the move operation more heavily than the dissimilarity caused by an
edit operation. As a result, the TM’s users may see proposals that need an edit operation in

higher fuzzy matches than those that have an identical meaning but contain a word move.
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4.2.3.2 memoQ output

The matching scores obtained by memoQ also gave the lowest matches to the one-word move,
while the retrieved segments including an edit operation received better matches. The matches
dropped steadily as the segment length became shorter. The matches of five-to-nine-word
routines ranged from 65% to 89%. Figure 4.2.2 (below) displays the retrieved matches assigned

to each segment length (SL) according to the four types of dissimilarity.

Matches of memoQ to segments with a 3-operation edit and unit move

100
87 88 g7 88 88 89 g3
90 85 g3 85 82 83 84
77 80 77
80 75
70 73
70 65
60
50
40
30
5-word SL 6-word SL 7-word SL 8-word SL 9-word SL
B One-word Addition M One-word Deletion B One-word Substitution One-word Move

Figure 4.2.2: memoQ’s matching scores for retrieving segments with four different

types of dissimilarity

Figure 4.2.2 shows that the retrieved segments which included a move operation were assigned
the lowest matches, followed by those with a substitution and then those with a deletion
operation, while an insertion operation was assigned the highest match. For example, with the
five-word segment, the score for moving a one-word string was 65% (i.e. a 35% penalty), while
the scores for either adding, removing or substituting a one-word string were 83%, 85% and
77% (i.e. a 17%, 15% and 23% penalty), respectively. This means that memoQ also imposed
heavier penalties on the move operation than the three-operation edit. Furthermore, the matches
provided for the three-operation edit were relatively close to each other. The addition
intervention received the minimum penalty, while the match of the move operation was

assigned the heaviest penalty.

As the memoQ similarity algorithm penalises the dissimilarity caused by a move operation

more heavily than that caused by the three-operation edit, if proposals with an edit operation
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are found, they will be offered above proposals with a move operation, which will consequently

sink to the bottom of the list of matches.

4.2.3.3 Memsource output

The matching scores of Memsource were derived in a different way, leading to inconsistent
scores in the test results. The matches varied according to the type of intervention and were
based on the total number of characters in the segment, regardless of how many words the
segment contained. Due to the inconsistency of the matches, the key results were summarised
by sorting the length of the test segments according to the rule of the longest first. Table 4.3

(below) shows the longest segment in each intervention type, accompanied by its Memsource

score.
String length and | One-word | One-word One-word One-word
matching move addition deletion substitution

Longest string by character

61 character

66 character

54 character

61 character

Matching score

84%

92%

88%

90%

Shortest string by character

31 character

36 character

26 character

31 character

Matching score

71%

86%

83%

86%

Table 4.3: Examples for the longest and shortest string in each intervention type with
their Memsource matches

The matching values in the table above reveal that the move operation was assigned the
heaviest penalties as both the longest and shortest examples show. With a deletion operation,
which potentially comprised a shorter string, a segment of 54 characters containing a one-string
deletion was given an 88% match, whereas a segment of 61 characters including a one-string
move was assigned a lower match, 84%. A similar result was noticed with the shortest string:
a segment of 26 characters with a one-string deletion was given an 83% match, whereas a
segment of 31 characters including a one-string move was given a lower match, 71%. With the
substitution operation, which potentially shared the same string, a 90% match was given for a
segment of 61 characters when substituting a one-string unit but only an 84% match when

moving a one-string unit. Similarly, with the shortest string, a segment of 31 characters,
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substituting a one-string unit provided a match of 86% but moving a one-string unit provided
a match of only 71%. Among all the types of dissimilarity, it appears that the dissimilarity in
the addition operation was given the lightest penalty but the highest match. It also appears that
Memsource penalised the dissimilarity caused by a move operation heavily compared with its

treatment of the three-operation edit.

4.2.3.4 OmegaT output

Viewing the OmegaT TM results, it can be seen that the operation of moving a one-word string
was treated comparably to deleting a one-word string — both operations occupied the lowest
level of matching — while the operation of substituting a one-word string or adding a one-word
string obtained higher matches. Further, the matching scores decreased as the length of the
segments decreased, whichever the intervention. The matches of five-to-nine-word routines
ranged from 80% to 94%. Figure 4.2.3 (below) presents the retrieved matches provided for

each segment length (SL) according to the four types of dissimilarity.

100

9

o

o

o

Matches of OmegaT to segments with a 3-operation edit and unit move
85 g3
8
7
6

92 93 94
90 o 87 88 87 mm 87 90 89y 89
23 23 85 [ 85
| | | | | | | | | | |

5
5-word SL 6-word SL 7-word SL 8-word SL 9-word SL

o

o

N
o

B One-word Addition B One-word Deletion B One-word Substitution One-word Move

Figure 4.2.3: OmegaT’s scores for retrieving segments including four different

types of dissimilarity

Figure 4.2.3 shows that a one-word move and deletion were assigned the lowest scores, and a
one-word addition achieved higher matches, while a one-word substitution achieved the
highest match. In the five-word segments, for example, the score for either moving or deleting
a one-word string was an 80% match (i.e. a 20% penalty) for each, while the scores for adding

120



and substituting a one-word string were 83% and 90% (i.e. a 17% and 10% penalty),
respectively. This suggests that the system dealt with the move operation in the same way as
one type of edit operation: the matches given to a segment with a move operation fell into the
same range as the matches given to a segment with an edit operation, although the deletion

operation achieved the lowest match.

Thus, the four different types of dissimilarity were given close matches, although the move
operation was assigned the lowest. The TM proposals that needed a one-word substitution

matched the highest, followed by those that included in an extra one-word string.

4.2.3.5 Trados Studio 2019 output

Among the matching scores produced by Trados Studio, the lowest scores were those for the
one-word move, while the highest matches were given to segments with a three-operation edit.
The matching values decreased gradually as the number of the words decreased, whichever the

intervention type. The matches of five-to-nine-word routines ranged from 73% to 93%. Figure
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4.2.4 (below) shows the matches retrieved for each segment length (SL) according to the four

types of dissimilarity.

Matches of Trados Studio to segments with a 3-operation edit and unit

move
100 91 91 92 91 92 93 92 93
87 ., 87 89 g7 8 89
90 84 83 85
78 81
80 73
70
60
50
40
30
5-word SL 6-word SL 7-word SL 8-word SL 9-word SL
B One-word Addition B One-word Deletion B One-word Substitution One-word Move

Figure 4.2.4: Trados Studio’s matches for retrieving segments including four different

types of dissimilarity

The figure above shows that the worst match was given for a segment retrieval containing a
move operation, followed by those containing a one-word deletion, while segments that
included a one-word addition and substitution provided the highest matches. For example, in
the case of five-word segments, a one-word move provided a 73% match (i.e. a 27% penalty),
while the scores provided for adding, removing or replacing a one-word string were 87%, 84%
and 87% (i.e. a 13%, 16% and 13% penalty), respectively. This means that the move operation
acquired the heaviest penalties. The study also noted the close proximity of the scores for the
matches of the three-operation edit compared with the match of the move operation, which was
assigned the lowest percentage.

The results of Trados Studio appear to suggest that its algorithm penalised the dissimilarity
caused by the move operation more heavily than that caused by an edit operation. The lowest
match returned to move operations confirmed the Trados Studio’s results of the experiment in

Chapter Four, section A (see 4.1.2.5).
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Generally speaking, the TM algorithm offered proposals of segments with an edit operation in
a higher fuzzy match, whereas a move operation, despite the segments’ identical meaning,

would be assigned a lower match.

4.2.4 Discussion of results

The results demonstrate that all the selected TM systems, except OmegaT, measured the
dissimilarity caused by a one-word operation lower than that caused by a three-operation edit.
OmegaT, although it dealt with a one-word operation in a similar way to the one-word deletion,
achieved the lowest scores. The overall results appear to concur with those in Cormode and
Muthukrishnan’s (2007) investigation. These researchers explain that the low matching scores
caused by a move operation are probably due to the fact that a TM algorithm treats a move
operation as a deletion followed by a re-insertion elsewhere. In addition, the edit distance
operations applied penalties differently.

Reviewing the overall results, it appears that, apart from the OmegaT scores, the retrieved
matches of the three-operation edit were always given a close matching range, while the range
of matches for the move operation was lower. This suggests that the TM matching metrics are
only able to deal with an intervention of a three-operation edit; they are not set up to look for
move operations. This is further evidence that the TM systems have little information regarding
the retrieval of a move operation, which correlates with the outcome of the experiment in

section A.

It also appears that the consistency of matching scores, excepting those of Memsource, was
dependent on the segment’s word length (six-to-nine-word sentences), regardless of the type
of intervention — i.e. the matching scores decreased as the length of the segments decreased,
while the scores increased as the length of the segments increased. In regard to the matches of
Memsource, although the scores were inconsistent whichever the type of intervention, the
results seemed to follow the same method. This was seen when sorting the results according to
the longest segment first (by character): the longest segments were given the highest match and
the shortest, the lowest match. These results also correlate with the findings in section A, which

suggest that the Memsource measurement is based on the surface forms of segments.

It was also observed that the priority match of the four different dissimilarities differed from
one system to another but none of the systems selected the segment with a move operation for

the highest score. Under the procedures used in the experiment, DV X, memoQ and Memsource
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ranked the TM proposal of segments containing an insertion operation at the top, OmegaT gave
the segment containing a substitution operation the highest match, while Trados Studio ranked

the segment containing either an insertion or substitution operation highest.

4.25 Evaluation of results

The results show that the TM systems selected for testing gave the retrieved matches of the
segments containing a move operation, such as the reordering phenomenon in Arabic, the
lowest fuzzy matching scores. However, the segments that needed at least one edit operation
to produce the desired translation achieved higher matches.

4.2.5.1 Recall and precision

The measurement of the recall and precision of these segments shows that the recall of
segments containing an edit operation was higher than it was for those with a move operation;
however, the usability of these recalled segments in terms of translation was very low. Hence,
the results suggest that precision was lower than recall for the retrieval of the three-operation

edit but precision was higher than recall for the retrieval of a move operation.

4.2.5.2 Lost priority opportunity

The results obtained by comparing the matches of segments that included a move operation
with those that included a three-operation edit show that the TM systems placed matches of the
move operation in the lowest bands, while matches of the three-operation edit were assigned a
higher band. This meant that the priority match of TM proposals were given to segments
containing an edit operation, although the segments that included a move operation were in

fact more similar in both surface form and meaning.

As a consequence, these results may have an impact on the fuzzy match grid. This grid is a
method for calculating price discounts on fuzzy matches. Typically, translation agencies have
a scheme for discounting based on fuzzy match levels: if segments including a move operation
are given a discount for fuzzy match bands, the analysis report would show the matches of the
move operation in the lower fuzzy band, while the matches of the edit operation would fall in
a higher band. This means that clients would not gain much help from the re-use of similar

segments containing a move operation.
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4.2.6 Conclusions

The results for the experiment investigating the retrieved matches of the four different types of
dissimilarity reveal that all the selected TM systems, apart from OmegaT, treated the move
operation differently from the three-operation edit. OmegaT treated it as the same as the
deletion operation. However, this segment always matched the lowest score whichever the TM
system. In addition, the retrieved matches of the three-operation edit were always given a close
match range, while the match of the move operation was given a lower level. This is evidence
that all the TM matching metrics, apart from OmegaT’s, neither recognised the move operation
as a specific edit type involving exchange of word positions nor treated it as a three-operation
edit.

4.3  Summary of sections A and B

This chapter has investigated the performance of TM systems when retrieving segments that
include a move operation (the reordering phenomenon in Arabic). It has also compared the
results of the retrieval of segments that include a reordering operation with the retrieval of a
three-operation edit. It could be argued that the different ways in which each TM system dealt
with the reordering operation had different consequences. The outcome was that if segments
contained a reordering operation, such as the reversal of the subject and the verb in the Arabic
segments, their retrieval from the TM resulted in very low matches, especially for the shorter
segments. This may be because the similarity measurement of the current TM algorithms is
based on comparing the identity of the input string with that of the TM sources, yielding a high
level of precision but a low level of recall. This was most notable in the results of the
experiments in which the systems’ criterion of measurement was computed using only the

surface forms of the segments.

This outcome represents a weakness in the TM matching metrics that can affect the re-use of
the TM proposals. Users may lose the maximum value of matches for lexically and
semantically highly similar segments, presenting a real obstacle to the adoption of Arabic as a
source text by TM systems since the reordering phenomenon is a crucial characteristic of the
language. Arguably, the current TM systems are far from dealing properly with a move
operation, supporting this study’s hypothesis that TM matching procedures are unable to
recognise such an operation. TM developers need to create an effective mechanism for
handling a move operation if they are to make the re-use feature more useful. However, as the

experimental study was conducted with Arabic-English translation, this claim cannot be
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generalised to encompass other languages, and further research examining other languages

characterised by the flexibility of their word order, such as Greek, is recommended.

4.4  Suggestions for improvement

Given the different mechanisms used by the various TM systems’ algorithms, the results of this
study suggest that the integration of two aspects of these algorithms would produce better

results for retrieving segments containing a move operation.

The OmegaT system measurement succeeded to some degree in retrieving segments with the
one-word unit move at a usability level, except for the three-word segments (see Figure 4.1.3).
This may be explained by the fact that it treated the one-word unit move (i.e. one chunk) as a
one-edit operation rather than two, whereas the same system computed an intervention of the
multiple-word unit move as multiple edit operations. Likewise, the other systems computed a
move operation as two or more edit operations. If the multiple-word unit move could be treated
as a disconnected string — the method used by the DV X and memoQ metrics — we could expect
good results, apart from the three-word segments. This is because the calculation is based on
using 0% as the minimum match threshold, as in OmegaT.

In a similar way, the Trados Studio system measurement succeeded in retrieving segments with
a four-word unit move with high scores because the system dealt with the four-word unit move
as one chunk (see Figure 4.1.4). This means that one chunk was treated as a one-edit operation.
If a one-chunk mechanism was applied to a one-word, two-word and three-word unit move,
the usability could be expected to be very high, especially with the Trados Studio calculation,
which is based on a 30% value (not 0% as in OmegaT) as the minimum match threshold.

If the TM developers applied this suggestion of treating a move operation as a one-edit
operation and multiple-word unit moves as one chunk, and calculated the numerical matching
using 30% as the lowest match threshold, this could potentially increase the fuzzy matches
regardless of the length of segment and of the string unit move, thus presenting the translator
with a reusability opportunity. For example, the three-word segments, which scored the lowest

match in the experiment, could potentially be assigned a 76% or 77% match.
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CHAPTER FIVE

TRANSLATION MEMORY RETRIEVAL AND MORPHOLOGY FEATURE:
SECTIONS A AND B
5.0 Introduction

Chapter Five evaluates the similarity measurement approach adopted by the TM systems of
five different computer-aided translation (CAT) tools in the retrieval of morphological features
in Arabic-to-English translation. The chapter is organised as two main sections: section A
investigates the performance of TM systems when retrieving segments with inflectional verb-
variations, while section B examines the retrieval of segments that include a character-marker

omission (Hamza marker).

Section A:

51 A comparison of the word similarity measurement in Arabic-English

TM segment retrieval with an inflectional affix intervention

Section A takes as its subject of investigation the matching measurement approach of TM
systems when retrieving inflectional verb-variation segments in Arabic-to-English translation.
The section describes the experimental setup of the investigation (5.1.1), summarises its
findings (5.1.2), and then discusses (5.1.3) and evaluates the results (5.1.4). Finally, it presents

the conclusions drawn from its findings (5.1.5).

The question the study sets out to answer is whether, when retrieving segments, the TM
algorithm measures a combination of the inflectional affixes as a word or as a character
intervention. Its hypothesis is that if TM systems have some linguistic knowledge, the penalty

will be very low, thereby decreasing the cost of the translation.

5.1.1 Experimental setup

The experiment was carried out using an Arabic-to-English TM: 60 Arabic-to-English aligned
segments were extracted from R.TM (see 3.1.5.2) ranging between three and seven words in
length (see Appendix Five for the test segments C). Arabic was the source language of the
translation units, which included a combination of inflectional affixes, and English was the

target language.

The variables applied in the test segments were as follows:
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e the routine of segments ranged from three to seven words in length;

e the root form of each verb comprised a three-character root;

e the verb stem was combined with a single character as a prefix or suffix;

e the verb stem was one of four verb-stem templates representing the inflectional verb

variations.

In each event, at least three samples were used to verify the results, meaning that the same
match was repeated in the three different samples

5.1.1.1 Inflectional affix transformation

Once the test segments had been extracted from the TM, the verb stems of the four templates
were transformed from one form into another (i.e. from perfective to imperfective or vice versa)
by changing their inflectional affix. The change of character led to a change in the verb tense
only; the aspects of the subject remained the same. The rules of transformation applied to the
experiment are explained below using the example of the canonical verb J=¢ (do), which is

commonly used by Arabic grammarians to create verb templates.

e Rule 1. The verb template (VT) of the source segment was changed from an
imperfective (third person masculine) into a perfective pattern: J=& (He does)> J=é or
J=8"(He did) . The transformation was made by dropping an initial character = (asingle-
character prefix), or sometimes by adding a diacritic mark on the final-character J.
However, the insertion of a diacritic mark is optional in Arabic, and it may be omitted
from the text.

e Rule 2: In contrast to Rule 1, the verb template was changed from a perfective (third
person masculine) into an imperfective pattern, J=i or Jzi(He did) > J=& (He does)
, by adding an initial-character = (a single-character prefix).

e Rule 3: The verb template of the source segment was changed from a perfective (third
person feminine) into an imperfective pattern, <=8 (She did) > J=& (She does), by
changing a final character < (a single-character suffix) into an initial character = (a

single-character prefix).

e Rule 4: In contrast to Rule 3, the verb template was changed from an imperfective (third
person feminine) into a perfective pattern: J=& (She does) > <ul=é (She did). The change
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was made by changing an initial character = a (single-character prefix) into a final

character < (a single-character suffix).

Using an Arabic verb conjugator website,* the automated ACON application can conjugate

the different templates of the Arabic verb by selecting the root and the type.

Table 5.1 (below) illustrates one example of the transformation process in all four cases.

55 ACON, the Arabic Conjugator - conjugate Arabic verbs online (baykal.be)
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Original VT M.1. Transformed VT G.C.

daalill Ll ¢ )l el e, | Dropping daalill Ll g )l el s, | Changing

lyajmae almazarie prefix /jame almazarie althimar | sentence tense

althimar alnaadijat./ The alnaadijat./ The farmer | from present into

farmer  collects  ripe collected ripe fruits. | past (gender>

fruits. masculine)

4l 6 QU T8 | Adding i 8 QI &, | Changing

Jqara altaalib fi kitabin/ | P Jyagra altaalib fi kitabihy | "o e "%

The student read his The student reads his from - past into

book. book. present (gender>
masculine)

sl Ay Y odd [ Shifting | sall dss W) ek | Changing

/tabkhat al'uma wajabat | suffix to /tubikhat al'uma wajabat | sentence  tense

alghadha'./ Mother | prefix alghadha'. Mother cooks | from past into

cooked lunch. lunch. present (gender>
feminine)

82 52)) Jlaial (e 4 sSall JAa3 | Shifting 33 gall Jlaial (40 4a Sall @3 | Changing

sey A /tahadhar | prefix to ke A /hadharat | sentence  tense

alhukumat min aihtimal | suffix alhukumat min aihtimal | from past into

aleawdat 'iilaa al'iighlag/ aleawdat 'iilaa al'iighlag/. | present(gender>

The government warns The government warned | masculine)

of a possible return to of a possible return to

lockdown lockdown

Table 5.1: Transformation of four verb templates in Arabic segments using edit

operations

MI: Morphological intervention GC: Grammatical change

Each segment underwent a transformation, which converted linguistically the imperfective
pattern of the verbs in the original segments into the perfective pattern, or vice versa, using one
type of edit operation. Then, the test segments comprising the document to be translated were
run against the TM corpus which included the original segments.
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Table 5.1 (above) illustrates the verb templates’ original structure, which shows the verb
inflections in Arabic, and the transformation of the verb templates (the morphological

intervention), revealing the language’s rich morphology.

This raises the question of how the TM systems measure the similarity between two source
strings: is the similarity measurement based on a word-by-word comparison or is the
measurement compared character by character? For example, if two source segments are
identical except for a difference in an inflectional affix, does the algorithm measure a
combination of the inflectional affixes as a word intervention or a character intervention? If it

is dealt with as a character intervention are the types of intervention penalised differently?

The TM matching metrics may compute inflectional verb variations as a word intervention,
which means that the algorithm regards the inflected form as either a totally different word, in
which case the penalty would be relatively heavy, or a character intervention, in which case
the penalty would be based on the type of edit. Hence, it could be expected that the TM
matching metrics would have difficulties detecting inflectional affixes, resulting in their
omission from the list of TM proposals with high-scoring matches, even though segments with

a minor modification were already available in the TM’s storage.

5.1.1.2 Translating

Once the test segments were processed, they were imported into the five CAT tools as a
translation file, while the translation project in each tool was based on the corpus which had
been created as a TM file containing the original segments. The input text, consisting of 60
segments, produced fuzzy matches whose results were then analysed. As the test segments and
the TM sources were identical, apart from the difference of an inflectional affix, the most
desirable outcome would be for the TM matching metrics to produce a high fuzzy match that

would appear at the top of the list of proposals presented to the translator.

To see which fuzzy match was assigned to each type of intervention, the test assessed the
findings associated with each operation by a new match value.

5.1.2 Findings

The findings of the investigation reveal the five TM systems’ attempts to retrieve matches using
different percentages, as described below. It was based on the assumption that the range of high

fuzzy matches (85%-95%) or higher are the best matches. Column charts are used to represent
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the retrieved scores, in which the inflectional affix combinations are represented on the ‘x’ axis
and the fuzzy matches on the ‘y’ axis. Further, the TM systems are presented in alphabetical
order.

5.1.2.1 DVX scoring

The matches retrieved by DV X were found to occupy a consistent band according to the length
of the test segments and whether they contained an inflectional affix intervention (deletion,
insertion or substitution). The matching scores decreased in a consistent way as the number of
words in the segment decreased, and ranged from 67% to 86%. Figure 5.1.1 (below) illustrates
the fuzzy matching scores that each segment length (SL) supplied due to their inflectional affix

combination (i.e. the edit distance).

Matches of DVX to segments with inflectional affix intervention

100
90 , - 85
80 75
70
60
50
40
30

3-word SL 4-word SL 5-word SL 6-word SL 7-word SL

B one-char. prefix (insertion)
M one-char. prefix (deletion).

| Shifting one-char. prefix into suffix or vice versa (Substitution)

Figure 5.1.1: DVX matching scores for 3-to-7-word segment lengths (SL) with an

inflectional affix intervention

The figure above clearly shows that DV X treated the test segments equally regardless of the
type of inflectional affixes intervention. Further, the retrieved matches of three-to-seven-word
segments were distributed among the different fuzzy bands. For example, 67% provided a low

fuzzy score (i.e. a 33% penalty per one-edit operation), while for seven-word segments, 86%
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provided a high fuzzy score (i.e. a 16% penalty per one-edit operation, or approximately one
word in seven). This means that TM users may not see proposals of high fuzzy matches for

short sentences that have just a single character difference.

5.1.2.2 memoQ 9.0 scoring

The matching scores of memoQ were derived from two different ranges: a low match range
and a high match range. The five-, six- and seven-word segment routines were in the low fuzzy
range, while the three- and four-word segments were given a relatively high fuzzy range
whether these segments contained an inflectional affix intervention. The match scores ranged
from 77% to 91%. Figure 5.1.2 (below) illustrates the different range of matches for each

segment length (SL) provided.

Matches of memoQ to segments with inflectional affix intervention

100
90 90 90 91 91 91
90
20 82
80 77
70
60
50
40
30
3-word SL 4-word SL 5-word SL  6-word SL  7-word SL

M one-char. prefix (insertion)
M one-char. prefix (deletion).

1 Shifting one-char. prefix into suffix or vice versa (Substitution)

Figure 5.1.2: memoQ matching scores for 3-to-7-word segment lengths (SL) with

an inflectional affix intervention

As the figure above shows, the matches of three- and four-word segments with an inflectional
affix were retrieved in a high fuzzy match. For example, the three-word and four-word
segments were provided with a 90% and 91% match, respectively (i.e. a 10% and 9% penalty).

In terms of the segments of five words and above, the scores unexpectedly matched lower
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regardless of the edit operation. For example, five-word segments provided a match of 77%

(i.e. a 23% penalty).

Based on memoQ’s results described in Chapter Four, the retrieval of three- and four-word
segments was based on the total number of characters, while the retrieval of segments of five
words or above was based on the number of words. This may explain the difference in the
matching levels: the character-based measurement produced considerably better results. As a
result, the short segments would be offered in a high fuzzy band, while longer segments would

be scored lower, although in all cases the difference was just a single character.

5.1.2.3 Memsource Cloud scoring

The TM system of Memsource retrieved the test segments in an inconsistent range of scores.
The matches appeared to rely in the first place on the total number of segment characters and
the string move, and in the second place on the position of the edit operation. Further, the match
values decreased as the total number of characters decreased; the length of segments varied
from 16 to 49 characters (i.e. both characters and whitespaces), while the match scores varied
between 73% and 98%. Due to these scattered scores, the matches illustrated in Figure 5.1.3
are presented as a chart, using a line with markers: the markers represent the inconsistency of

scores, while the lines represent the impact of the segment length.
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Matches of Memsource to segments with inflectional affix intervention

100
90
80
70
60
50
40

30
49 16

one-char. prefix (insertion) one-char. prefix (deletion).

Shifting one-char. prefix into suffix (subtitution) Shifting one-char. suffix into prefix (subtitution)

Figure 5.1.3. Memsource matching scores for a segment 49-16 characters long due

to changes to an inflectional affix

As Figure 5.1.3 shows, it is obvious that the retrieval of segments with a one-character prefix
(insertion or deleletion ) were given high percentages, whereas the operation of shifting a one-
character prefix into a suffix position, or vice versa, was assigned a lower fuzzy band. In terms
of editing a one-character prefix, however, the matches were ranked in the range of nearly exact
matches. For example, the matches of segments ranging from 49 to 16 characters, produced by
inserting a one-character prefix, ranged from 98% to 94%, whereas segments ranging from 49
to 76 characters. produced by deleting a one-character prefix, also scored between 98% and
94%. Shifting a one-character prefix into a suffix position, or vice versa, produced match scores
in the lower fuzzy band. For instance, segments ranging from 46 characters to 18 characters
produced scores between 90% and 73% when a one-character prefix was changed into a suffix,
whereas segments ranging from 46 characters to 19 characters produced scores between 91%

and 74% when a one-character suffix was changed into a prefix.

The explanatory hypothesis is that, on the one hand, a one-character prefix was dealt with as a
one-edit operation, while changing a one-character prefix into a suffix, or vice versa, was
treated as a two-edit-operation. On the other hand, editing a one-character prefix occurred on
the word-initial position, while changing a one-character prefix into a suffix, or vice versa,

occurred on the word-initial and word-final positions. This suggests that the matching metrics
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dealt with the impact of a prefix combination in a different way to that of a suffix combination.
As a result, the retrieval of segments with an inflection affix would be offered at a high fuzzy

level under specific conditions.

5.1.2.4 OmegaT scoring

The fuzzy matches provided by OmegaT were relatively high; however, they dropped gradually
as the segment became shorter, whether it contained a deletion, insertion or substitution
operation. The matching scores consistently related to the segments’ word length — the scores
ranged from 83% to 92%. Figure 5.1.4 (below) shows the matching values for each segment
length (SL) according to the editing of an inflectional affix.

Matches of OmegaT to segments with inflectional affix intervention
100
90

N g7 90 91 92
80
70
60
50
40
30

3-word SL 4-word SL 5-word SL 6-word SL 7-wordSL

M one-char. prefix (insertion)
B one-char. prefix (deletion).

m Shifting one-char. prefix into suffix or vice versa (Substitution)

Figure 5.1.4: OmegaT matching scores for 3-to-7-word segment lengths (SL) with an

inflectional affix intervention

As Figure 5.1.4 clearly shows, OmegaT’s matching metrics dealt with the different ways of
editing the inflectional affix in the same fashion, retrieving four- to seven-word segments in a
high fuzzy band; only the three-word routine was placed in the middle fuzzy band. This means
that OmegaT would retrieve segments with an inflectional affix — except for a three-word
routine — in a high fuzzy band, which would be very useful from the perspective of translation
costs.
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5.1.2.5 Trados Studio 2019 scoring

The matching scores produced by Trados Studio also fell steadily as the segment length became
shorter, whether these segments contained a deletion, insertion or substitution operation. The
matching values were consistently related to the segment’s word length. The match scores
ranged from a 78% to 91%. Figure 5.1.5 (below) displays the matching values for the retrieval

for each segment length (SL).

Matches of Trados Studio to segments with inflectional affix
intervention

100
. ) . 29 91
%0 78
70
60
50
40
30

3-word SL 4-word SL 5-word SL 6-word SL 7-wordSL

M one-char. prefix (insertion)
M one-char. prefix (deletion).

B Shifting one-char. prefix into suffix or vice versa (Substitution)

Figure 5.1.5. Trados Studio matching scores for 3-to-7-word segment lengths (SL) with

an inflectional affix intervention

It can be seen that Trados Studio dealt with the retrieval of segments with an inflectional affix
in the same way regardless of the type of character-edit operation involved. The matches were
distributed between middle and high fuzzy bands, where the three- and four-word segments
matched 78% and 83%, respectively (i.e. in the middle fuzzy band), and the five- six- and
seven-word segments scored in a high fuzzy band. This means that TM users would not see
three- and four-word segments with only a one-character difference in the high fuzzy band

range.
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5.1.2.6 Effect of diacritic marks on TM retrieval

The results showed that the various TM systems differed in their handling of diacritic marks.
First, the algorithm of DV X, OmegaT, Trados Studio systems and the scoring of five- to seven-
word segments in memoQ, which produced consistent matches according to the segments’
word length, did not appear to be influenced by the insertion or removal of diacritic marks —

the matches retrieved were the same.

Secondly, the metrics of Memsource and the scoring of three- or four-word segments in
memoQ, whose character-based algorithm provided inconsistent values, were affected by a
combination of diacritic markers. When calculating segments with and without a diacritic mark
using a Levenshtein website,*® the URL estimated a diacritic marker as a one-edit distance.
Hence, a diacritic mark was treated as equal in weight to a one-character intervention in

character-based metrics.

5.1.3 Discussion of results

The experiment’s findings show that the TM systems treated a combination of inflectional
affixes in different ways: the TM matching algorithms dealt with the morphological
combination as an intervention on the whole word, as a single character change, or according
to the position of the intervention. In all the systems, however, it appears that segment length

had a bearing on the results.

These findings prompted a comparative analysis of each TM’s retrieval of fuzzy bands. This
was accomplished by using the length of each segment and the affix position and type as
independent variables.

Turning to the DVX results first, it seems that the TM system’s algorithm dealt with the
inflectional affix as an intervention on the whole word. To account for this, a procedure
calculating the surface form of the strings was used. In five-word segments, for example, DV X
provided an 80% match (i.e. a 20% penalty). This may be explained by the fact that the

% https://planetcalc.com/1721/
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algorithm estimated that a four-word string was identical to a five-word string, while a one-

. .. . 4 80% . . 1 20%
word string was non-similar (i.e. — = —— identical vs. — =
SL5 100 SL5 100

non-similar). This
implies that the DVX metrics recorded the edit operation (i.e. the inflectional affix) as an

intervention on the whole word, resulting in low scores for segments that have a small number

of words and an increase in scoring for longer segments.

The reason behind the OmegaT and Trados Studio results could be that their TM similarity
algorithms are not only based on the number of words but also employ a specific mechanism
for an individual edit operation (i.e. a single-character intervention) to measure the segments’
similarity. In five-word segments, for example, any type of character editing (i.e. insertion,
deletion, or substitution) was penalised 10% and 13% in OmegaT and Trados Studio,
respectively; however, the matching scores provided were consistently in line with the
segment’s word length whatever the number of characters, which resulted in decreasing scores
for short segments and increasing scores for longer ones. However, a comparison of the
matching mechanisms of the two systems shows that OmegaT outperformed Trados Studio;
the lowest match was scored 83% by OmegaT and 78% by Trados Studio, whereas the highest

scores were 92% and 91% for OmegaT and Trados Studio, respectively.

As for the scores of memoQ, in terms of consistent scores, the system algorithm seems to use
an internal mechanism to compute a combination of inflectional affixes in segments of five
words or above. The mechanism produced the lowest average scores for the five-, six- and
seven-word routines compared with the other systems that provided consistent scores. With a
five-word routine, for example, memoQ supplied a 77% match (a 23% penalty) whatever the
type of character editing. The penalties imposed by DVX, Trados Studio and OmegaT were
20%, 13% and 10%, respectively. The penalty imposed by memoQ was the heaviest. This
means that the similarity algorithms in memoQ, where the measurement was word-based,
imposed the heaviest penalty due to the character combination. In terms of the inconsistent
matches (i.e. the three- and four-word segments), the matches were retrieved with high
percentages despite the short segment length. This may be explained by the fact that the recall

was based on the number of characters.

Memsource’s matches, which were apparently inconsistently produced according to the
number of characters, showed that the retrieval of segments with the insertion or removal of a
one-character prefix gave high percentage scores, while the operation of substituting one

character produced a lower percentage. It secems that Memsource’s retrieval mechanism
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penalised a prefix combination relatively lightly. This was calculated not according to a
linguistic analysis but from the perspective that a prefix combination may cause less damage
to the word form than a suffix combination. As a result, in some cases, the TM matching
measurement performed well when a one-character prefix (i.e. inflectional affix) was inserted
or removed, but not a one-character suffix. To bear in mind, the study used a very short root —
a three-character word including a single character combination, the retrieval of a longer base-
form including a prefix or suffix combination may be scored differently by TM systems’
algorithms.

Overall, the different tools appear to have different routines for handling such inflectional affix
interventions. Although none of them is fully satisfactory, especially for short segments,
Memsource outperformed the other systems when the intervention of an inflectional affix was
a prefix only. The metrics of memoQ penalised the heaviest when the system provided
consistent matches. In all the TM systems, the matching scores reduced as the length of the
segments decreased but it was seen most clearly in the systems that produced consistent
matches.

Arguably, if the TM systems had undertaken a morphological analysis, they would have treated
the inflectional affix in quite a different way since they would have recognised the root form.

To summarise, the TM matching measurements failed to recognise inflectional affixes. This

outcome is in line with the results of the studies conducted by Macklovitch and Russell (2000)

and Planas and Furuse (1999), which found that one of the limitations of TM systems is their

inability to recognise inflectional variants when retrieving stored data. The current study has
provided further experimental evidence, gathered from the scores supplied by five CAT
applications, showing that TM matching metrics are not good at distinguishing morphological

combinations.

5.1.4 Evaluation of results

From a usability point of view, the test results show that, although the translator would
potentially spend less time and effort editing the inflectional verb-variation segments, they
could miss out on seeing those TM proposals because of their low scores. What the users of
TM would expect — from a translator’s perspective — is that TM algorithms would retrieve
inflectional verb-variation segments with a very high match score (i.e. a range of high fuzzy or

85%-95%) since these would need only one edit operation to be identical to the input text. The
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impact of high fuzzy matches appears in the translation cost. Contrary to this expectation,

however, it appears that a translator working with short segments will not be shown a high but

a low fuzzy proposal, which may result in the proposals being lost. Hence, the project manager,

when preparing a report, may produce inappropriate fuzziness percentages for the translation

of a text with a rich morphology including segments with inflectional verb variations, and the

price they quote for the translation will consequently be higher than it should be. Table 5.2

shows the bands of fuzzy matches produced for the test segments reported by each TM system.

Fuzzy bands % range | DVX | memoQ | Memsource | OmegaT | Trados
Studio

Nearly exact match | 95%-99 | 0 0 20 0 0

High fuzzy band 85% - 94 | 12 24 26 48 36

Middle fuzzy band | 75% -84 | 36 36 10 12 24

Low fuzzy band 50% - 74 | 12 0 4 0 0

No match 0-49% |0 0 0 0 0

Total Total 60 60 60 60 60

Table 5.2: Fuzzy match bands as computed by each TM system

Table 5.2 displays the ways in which the TM systems differed in fuzzy-match distribution.

OmegaT showed a significantly higher number of matches for the high fuzzy band (85-99%),

followed by Memsource, while DVX ended up with a significantly smaller number than the

other bands. The fuzzy matches varied in distribution according to the different TM systems:

e OmegaT retrieved only 12 out 60 segments, representing 20%, in a lower fuzzy band.

These results appear to be the best.
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e Memsource retrieved 14 out of 60 segments, representing 24%, in a lower fuzzy band;
however, the high fuzzy scores were mainly produced when the intervention was a
prefix.

e Trados Studio retrieved 24 out of 60 segments, representing 40%, in a lower fuzzy band.

e memoQ retrieved 36 out of 60 segments, representing 60%, in a lower fuzzy band.

e DVX retrieved 48 out of 60 segments, representing 80%, in a lower fuzzy band. These

results are the worst.

As mentioned above, because the fuzzy match levels play a significant role in the calculation
of translation costs, these results would have a definite impact on the discount applied to texts
that are rich in morphological combinations. Preventing segments that include an inflection
affix from ranking as a high fuzzy match would therefore impact the efficiency, consistency
and cost of a translation.

5.1.5 Conclusion

The overall conclusion drawn from the results of testing the retrieval of TM sources for a text
that is rich in morphological combinations is that all the selected systems revealed a deficiency
when it came to identifying inflectional affixes, although OmegaT and Memsource returned
more than three-quarters of segments in the high fuzzy band, and memoQ produced
considerably better scores to short segments than longer segments. The overall matching scores
appeared to be based purely on the string of surface forms and the internal machinery of each
system’s algorithm, without any linguistic analysis. If the TM systems had been able to
undertake a morphological analysis, their TM retrieval could have been improved by prior
morphological reductions such as the recognition of root forms. The outcome shows that an
inflectional affix intervention was treated as either an intervention on a whole word or a single
character change. Consequently, the high matching of retrieved inflectional verb-variation
segments in an Arabic-to-English translation would depend on the segment length and the
position of the intervention. Further work is needed to extend the investigation to other
morphologically rich languages, different positional affixes and longer string formations such

as a_noun derivation.

The next section explores whether the five TM systems dealt with a character-marker omission

as a character intervention or as a minor difference.
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SECTION B

52 A comparative evaluation of translation memory in  segment

retrieval with a character-marker omission: Arabic to English

The comparative evaluation in section B was intended to complement the study in section A.
The aim was to evaluate the TM retrieval of segments with morphological features in Arabic-
to-English translations by investigating their retrieval of segments including a character-marker
omission. The section describes the setup of the experiment (5.2.1); summarises (5.2.2),
discusses (5.2.3), and then evaluates the results (5.2.4). Finally, it presents the conclusions

drawn from its findings (5.2.5).

The study set out to observe the different ways in which the CAT tools’ matching metrics dealt
with the omission of the Hamza marker, analysing the performance of the TM retrieval in
situations where two segments are exactly the same in terms of syntax and morphology, but
one of them omits a character marker. The implication is that, although this omission does not
impact the meaning, if it is dealt with as an error, the translator might not be shown a nearly
exact match. This potential problem provided the motivation for the following investigation

into the impact of the omission of a character marker.

5.2.1 Experimental setup

To achieve the aims of this study, 45 Arabic-to-English aligned segments were extracted from
R.TM (see 3.2.5.2) ranging between three and seven words in length, in which the Arabic
source contained a variant of Hamza. The sentences were characterised by a Hamza spelling in
a word-initial, mid-word, or word-final position in segments comprising between three and
seven words. At least three samples were used for each routine. The main steps for creating the
test segments are detailed below.

Having extracted the test segments from the TM, the Hamza was removed from its carrier.
These interventions only changed the shapes of characters; the intended meaning of the words
remained the same. For example, the Hamza was removed from its carrier ¢ ,5,) , | so that
the new character shapes resembled a <, s, !. This intervention occurred in the three different

word positions: word-initial, mid-word and word-final.

The performance of the TM retrieval was accordingly defined in terms of the absence of the

Hamza marker from its carrier. In this case, the effect of these errors can be viewed in the TM’s
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fuzzy matches. Table 5.3 (below) gives an example of a segment before and after the

intervention.

Intervention Pre-intervention Post-intervention

Omitting the | ¢l =il s QUK e daal) o) cuadi g o)yl g QLS (e el (el il
Hamza marker
/ wainjabat alquds aledyd min
alkitab walshueara
| Several writers and poets were

born in Jerusalem!

Table 5.3: An example of a Hamza-marker omission (Thawabteh 2013)

In the table (above), the example in the pre-intervention column represents the TM sources,
while the example in the post-intervention column represents the test segments. The Hamza

marker was then omitted from each segment.

Once the test content was processed, it was imported into the five CAT applications as a file
comprising 45 Arabic segments (see Appendix Six for the test segments D). The translation
project in each application was based on the corpus created as a TM file that included the
original segments, while the file containing the test segments was uploaded as a file for
translation. Then, a pre-translation function was used to obtain the TM matching scores. As the
test segments and the TM sources were identical, apart from the difference of a Hamza marker,
the most desirable outcome would be that the TM matching metrics produced scores in the

range of nearly exact matches.

57 Track Changes was used for the intervention
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5.2.2 Findings

The retrieved matches show that the TM matching metrics treated an omission of the Hamza
marker in different ways. The most important results provided by the five TM systems are
described below. In this experiment, the range of nearly exact matches (95%-99%) was
assumed to be the most appropriate as the two segments were identical in meaning and surface
forms except for an omission of the Hamza marker. Column charts are used to represent the
retrieved scores, in which the omission of the Hamza marker is represented on the ‘x’ axis and

the fuzzy matches on the ‘y’ axis. Further, the TM systems are presented in alphabetical order.

5.2.2.1 DVXscoring

The DVX findings show that the TM scores were consistent, according to the length of the
segments, whether these segments contained an omission of Hamza from its carrier in a word-
initial (1), mid-word (M) or word-final (F) position. Further, the matches retrieved decreased
steadily in a consistent way as the segment length decreased. The match scores ranged from
67% to 86%. Figure 5.2.1 (below) presents the scores that each segment length (SL) was

assigned due to the omission of Hamza markers.
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Matches of DVX to segments with Hamza-marker omission
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3-word SL 4-word SL 5-word SL 6-word SL 7-word SL

W missing Hamza:(l) W missing Hamza:(M) M missing Hamza:(F)

Figure 5.2.1: DV X matching scores to 3-to-7-word SL with a Hamza-marker omission
in different positions

Figure 5.2.1 shows that the retrieved matches provided by the Hamza-marker omission
achieved lower fuzzy levels; this was increasingly the case with the shorter segments. For
example, the DVX matching metrics retrieved the three-word segments without the marker
with a 67% match (i.e. a 33% penalty per character-marker omission). This suggests that the
matching metrics treated the orthographic error in Arabic as a major one. As a result, the TM
proposals that include an omission of the Hamza marker would not be scored as a nearly exact

match (95%-99%) but would be penalised extremely heavily, especially the shorter segments.

5.2.2.2 memoQ 9.0 scoring

The scores of memoQ were categorised in two phases. Phase one comprised consistent
matching values of segments of five words or above, which (according to the number of words)
were relatively low. Phase two comprised the scores of three- and four-word segments, which
were inconsistent and produced higher matches. The match scores ranged from 77% to 92%.
Figure 5.2.2 (below) demonstrates the values of consistent matches and the values of
inconsistent matches assigned to each word segment length (SL).
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Matches of memoQ to segments with Hamza-marker omission
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B missing Hamza:(l) W missing Hamza:(M) B missing Hamza:(F)

Figure 5.2.2: memoQ matching scores to 3-to-7-word SL with a Hamza-marker

omission in different positions

In the figure above, the segments of five, six, or seven words with a character-marker omission
were retrieved with relatively low scores. For example, the retrieval of five-word segments
matched 77% (i.e. a 23% penalty due to the character-marker omission). This seems to indicate
that the TM matching metrics treated the Hamza-marker omission as a major difference. In
contrast, the retrieval of three- or four-word segments with the marker omission, which were
given inconsistent scores, were retrieved in a higher fuzzy band. For example, segments of 20,
22 or 28 characters including an omission of Hamza marker provided matches of 91%, 91%
and 92%, respectively, even though these segments shared the same number of words. This

performance was the same for all positions of character markers.

Hence, it appears that memoQ produced consistent matches but with relatively lower
percentages than those segment routines with inconsistent matches. This may be explained by
the aforementioned hypothesis that when the memoQ system retrieved segments according to
the number of characters (i.e. three- and four-word segments) the matches were higher, whereas
when it retrieved segments according to the number of words (i.e. segments of five words and
above) the matches were lower. Overall, although the short segments were offered higher
matches than the longer ones, neither matches would be scored as nearly exact matches.
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5.2.2.3 Memsource scoring

The TM algorithm of Memsource retrieved the test segments with inconsistent scores. The
scores appeared to depend on the position of the Hamza marker and the character string of the
word, where the two components were based on the total number of segment characters. It
seems that the retrieval of segments which omitted the Hamza marker in word-initial positions
were assigned higher matches than those with the omission in different word positions. Figure
5.2.3 (below) presents the inconsistent scores. The test segments were made up of between
three and seven words and were 46 to 10 characters in length, while the scores ranged between
67% and 95%.

Matches of Memsource to segments with Hamza-marker omission
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Figure 5.2.3: The matches of Memsource to segments with a Hamza-marker omission
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in different positions

In Figure 5.2.3, the matches were inconsistent; however, it was noted that as the segment length
decreased in terms of characters, the scores decreased. The matches, therefore, seem to depend
on the number of characters in the segments. The first interesting observation is that the match
scores of segments where the omitted character was the Hamza marker at word-initial position
were very high. With seven-word routines, for example, a segment containing 45 characters
produced a 96% match for an omitted initial Hamza marker (i.e. 4% penalty), a different
segment containing 42 characters produced a 91% match for the omitted marker in mid-word

position (i.e. a 9% penalty), while a segment of 46 characters produced an 88% match for the
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same omission in a word-final position (i.e. a 12% penalty). This suggests that the Memsource
matching metrics treated the position of the omitted marker in different ways: if the omitted
Hamza was in a word-initial position it imposed a very light penalty, but the penalty changed
if the position of the omitted character changed.

This suggests that the Memsource matching measurement considered the omission of a
character marker in a word-initial position to be less important than its omission in different
word positions. As a result, although the segment would be assigned to a high fuzzy band,
especially when the omitted character marker was located in a word-initial position, it was not
enough to score as a nearly exact match. Further, when calculating the word with and without
a Hamza marker, for example the word < s / wainjabat / in Table 5.3, using a Levenshtein
website,* the URL estimated the omission of a Hamza marker as a one-edit distance. Hence,
a Hamza-marker omission was treated as equal in weight to a one-character intervention in

character-based metrics.

5.2.2.4 OmegaT scoring

The OmegaT findings show that the match scores decreased steadily as the number of words
decreased, whether these segments contained an omission of Hamza from its carrier in a word-
initial, mid-word or word-final position. Further, the matches retrieved decreased steadily in a
consistent way as the segment length decreased. The matching scores ranged from 83% to 92%.
Figure 5.2.4 (below) displays the gradual decrease of matches assigned to each segment length
(SL).

8 https://planetcalc.com/1721/
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Matches of OmegaT to segments with Hamza-marker omission
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Figure 5.2.4: OmegaT matching scores to 3-to-7-word SL with a Hamza-marker

omission in different positions

Figure 5.2.4 shows that the retrieved matches produced for the retrieval of segments with a
Hamza-marker omission scored lower fuzzy levels. For example, the retrieval of seven-word
segments matched 92% (i.e. an 8% penalty). As a consequence, the segments would not score

at nearly exact match level.

5.2.2.5 Trados Studio 2019 scoring

In contrast, the results of Trados Studio reveal that the matches retrieved were very high; it
seems that the omission of a Hamza marker was treated as a very minor error regardless of its
word position — the scores ranged from 97% to 99%. Figure 5.2.5 (below) presents the retrieved

matches that each segment length (SL) was assigned due to the missing Hamza marker.
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Matches of Trados Studio to segments with Hamza-marker omission
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Figure 5.2.5: Trados Studio matching scores for 3-to-7-word SL with a Hamza-marker

omission in different positions

The figure above clearly shows that Trados Studio provided nearly exact matches for segments
that included the omission of a Hamza marker, even the shortest segments, suggesting that the
system succeeded in some way to treat the omission of a Hamza as a very minor difference. In
some cases, the Trados Studio measurement mechanism succeeded in detecting the
orthographic error of omitting the Hamza marker, and therefore it performed the best out of all
the systems in the retrieval of segments with a Hamza-marker omission when translating from
Arabic to English.

5.2.3 Discussion of results

The test results reveal that the TM systems treated the retrieval of segments containing a
Hamza-marker omission in differing ways. The resultant matches reflected how each system
handled such an orthographic error — either as a word intervention or a character intervention;

the outlier was Trados Studio.

The matching metrics of DVX appear to treat the Hamza-marker omission as a word
intervention. For instance, four-word segments were assigned a 75% match (i.e. a 25%

penalty). This may be explained by the TM’s estimation that a three-word string was identical

: . . s 3 _ 75% . .
to a four-word string, while a one-word string was non-similar (i.e. v 100" identical vs.
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1 25%
SL4 100

omission as an intervention on the whole word, which resulted in lower fuzzy matches.

non-similar). This means the matching metrics recorded the character-marker

OmegaT and memoQ both appear to treat a Hamza-marker omission as a character
intervention, but they approach it in different ways. Firstly, the matches of OmegaT and some
of memoQ’s scores — five- to seven-word segments — were assigned consistently according to
the number of words in the segment. In five-word segments, for example, 90% and 77% were
assigned by OmegaT and memoQ, respectively. However, in a comparison of the matches
between the two systems, OmegaT outperformed memoQ. Secondly, Memsource’s and some
of memoQ’s scores — three- and four-word segments — were assigned higher matches, which
placed them at nearly exact match level. Memsource’s measurement imposed a lighter penalty
when the missing marker was located in a word-initial position. High scoring may be explained

by the fact that recall was based on the total number of characters.

Finally, Trados Studio’s treatment of the omission of the hamza marker was significantly more
effective: the matches were ranked at the range of nearly exact matches regardless of segment
length. This suggests that the system detects the orthographic errors and handles them as minor
differences. As a result, TM proposals which include a character-marker omission would be
offered in the nearly exact match band, with a consequent impact on the cost of the translation.

5.2.4 Evaluation of results

One of the main advantages of working with a TM system is that the higher the matches
retrieved, the greater the reduction in translation price. This means that the matches retrieved
in the band of early exact matches (95%- 99%) attract a very low charge. Table 5.4 (below)
presents the levels of fuzzy matches (per segment) the five TM systems produced for the test

segments.
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DVX memoQ | Memsource | OmegaT Trados Studio
95%-99% 0 0 6 0 45
85%-94% 9 18 30 39 0
75%-84% 27 27 30 6 0
50%-74% 9 0 9 0 0
No-matches 0 0 0 0 0
Total 45 45 45 45 45

Table 5.4: The distribution of test segments according to the level of fuzzy matches

using the five TM systems

As the table above shows, Trados Studio ranked 45 out of 45 segments, representing 100%, in
the highest band of fuzzy matches (the nearly exact match band). This was followed by
Memsource, which matched six segments, representing 8%, at nearly exact match level. The
retrieved matches of the other systems scored lower. Hence, Trados Studio would undoubtedly
offer the best price for clients, whereas the other systems would mean higher prices; this is

solely due to the difference in calculations regarding the Hamza-marker omission.

5.2.5 Conclusion

As can be seen above, it seems clear that the matching metrics of the various TM systems
treated the omission of the Hamza marker in Arabic texts in different ways. Trados Studio
outperformed the other systems in that it seemed to recognise the variant Hamza and thus
treated its omission as a minor difference, providing matches in the nearly exact matchband.
Meanwhile, those matching scores of Memsource that were assigned the nearly exact match
level appeared to depend on the word-initial position and the total number of segment

characters.
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5.3  Summary: TM retrieval of Arabic linguistic features

The following section presents an analysis of the results obtained from the four experiments
described in Chapters Four and Five. These compared the performance of five TM systems
when retrieving segments containing an Arabic linguistic feature in order to produce an English
translation. The findings showed that, whereas each TM system seemed to use its own method
to compute the matching scores, all of them appeared to base these scores on the string of
surface forms. This summary of the results may help to provide an answer to the main question
raised by this research (see section 1.4): which translation tool can best handle Arabic linguistic

features when translating between Arabic and English?

Section A in Chapter Four investigated the ways in which the five TM systems retrieved
segments that included a reordering operation (i.e. a syntactic structure), while section B
analysed the ways in which they retrieved segments that included a three-operation edit.
Section A in Chapter Five evaluated the performance of the systems when retrieving segments
containing an inflectional affix (i.e. a morphology inflection), while section B examined the
retrieval of a segment with a Hamza-marker omission (i.e. an orthography feature).

Overall, the findings show that the TM systems’ output could be classified as two different
groups. The first includes systems which provided a consistent banding of their fuzzy matches
according to the number of words in the test segment. This group consists of DV X, OmegaT,
Trados Studio and some of memoQ’s scores (i.e. segments of five words or above). The second
group, which consists of Memsource and some of memoQ’s scores (i.e. three-word and four-
word segments), supplied inconsistent scores according to the total number of characters in the
test segment. In terms of the reordering operation and the morphological inflection, the
matching scores in the two groups appeared to be based purely on the string of surface forms;
the matches fell steadily as the segment length became shorter. In terms of orthography,
excepting Trados Studio, the other four systems employed a similar method. Trados Studio,
however, dealt with the missing Hamza markers in a different way: it seemed to recognise the

variant Hamza and treated the omission accordingly as a minor difference.

Chapter Four concluded that the TM matching metrics scored the segment retrieval that
included a reordering operation in lower fuzzy bands than those provided by the three-operation
edit. Chapter Five concluded that the matching metrics dealt with the segment retrieval
containing a one-character inflection and the omission of the Hamza marker as either an

intervention on a whole word or a single character change.
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The results of the four experiments were subjected to analysis in order to reach a conclusion
regarding TM retrieval. Segments of five, six and seven words were selected — the length of
segments used as the content of the four experiments. The comparison consisted of the segment
retrieval with a one-word move, one-word addition, one-word deletion and one-word
substitution from Chapter Four; and the segment retrieval with a one-character edit and a case-

marker omission from Chapter Five. The comparison is presented below, system by system.

Table 5.5 (below) presents the DV X matches that the different segment lengths achieved due

to each linguistic feature.

Intervention 5-word SL 6-word SL 7-word SL
One-word move 60% 66% 72%
One-word addition 83% 85% 87%
One-word deletion 80% 83% 85%
One-word substitution 80% 83% 85%
One-character inflection 80% 83% 85%
Character-marker omission | 80% 83% 85%

Table 5.5: A comparison of DVX matches due to the different linguistic features

Table 5.5 clearly shows that, out of all the features (a three-operation edit, a character
inflection, a character-marker omission and a move operation), the move operation scored the
lowest. Further, the character-marker omission was equated to a one-character inflection and
to a whole-word substitution or deletion. This suggests that the matching metrics of DVX did
not treat the segment retrieval containing Arabic linguistic features linguistically but as edit

operations.

Table 5.6 (below) displays the memoQ matches that the different segment lengths achieved

due to each linguistic feature.
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Intervention 5-word SL 6-word SL 7-word SL
One-word move 65% 70% 73%
One-word addition 85% 87% 88%
One-word deletion 83% 85% 87%
One-word substitution 77% 80% 82%
One-character inflection 77% 80% 82%
Character-marker omission | 77% 80% 82%

Table 5.6: A comparison of memoQ matches due to the different linguistic features

The table above shows that the segment retrieval that included a move operation scored the

lowest match. Further, the same match was given to segments with the omission of a character-

marker, one-character inflection and one-word substitution. This suggests that memoQ’s

matching algorithm dealt with segments that included Arabic linguistic features as edit

operations; no linguistic information seems to have been involved.

Table 5.7 (below) illustrates OmegaT’s matching scores for the different segment lengths due

to each linguistic feature.

Intervention 5-word SL 6-word SL 7-word SL
One-word move 80% 83% 85%
One-word addition 83% 85% 87%
One-word deletion 80% 83% 85%
One-word substitution 90% 91% 92%
One-character inflection 90% 91% 92%
Character-marker omission | 90% 91% 92%

Table 5.7: A comparison of OmegaT matches due to the different linguistic features

As Table 5.7 shows, the segment retrieval that included a move operation was dealt with in a

similar way to a deletion operation; however, these retrieved scores matched the lowest.
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Further, the character-marker omission was equated to a one-character inflection, and also to a
whole-word substitution. This suggests that the OmegaT system’s matching metrics treated the

segment retrieval including Arabic linguistic features as edit operations, not linguistically.

Table 5.8 (below) shows the Trados Studio matches that the different segment lengths achieved

due to each linguistic feature.

Intervention 5-word SL 6-word SL 7-word SL
One-word move 73% 78% 81%
One-word addition 87% 89% 91%
One-word deletion 84% 87% 89%
One-word substitution 87% 89% 91%
One-character inflection 87% 89% 91%
Character-marker omission 99% 99% 99%

Table 5.8: A comparison of Trados Studio matches due to the different linguistic

features

Table 5.8 shows that, in Trados Studio, the match of a move operation was also scored the
lowest. Further, the match produced for a one-character inflection was similar to that for a one-
word substitution, suggesting that a one-character inflection was equated to a whole-word
substitution. Interestingly, Trados Studio produced scores at the level of a nearly exact match
for the omission of the Hamza marker, suggesting that although it treated the addition operation
and one-character inflection as a whole-word substitution, it seemed to recognise the
orthographic error and imposed a very low penalty for the Hamza-marker omission. Hence, it
could be argued that Trados Studio’s treatment of orthographic errors may be built on an
Arabic-specific filter routine since the lightness of the penalty indicates that the system treated

the missing characters as minor differences.

However, with Memsource, the matches were inconsistent regardless of the type of
intervention. It seems that retrieval was based on the number of characters. In terms of a
reordering operation, the system provided the lowest match in comparison to the three-
operation edit (see Chapter Four, Table 4.3). Regarding morphological inflection, Memsource
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provided very high matches for the retrieval of segments that included a one-character prefix
edit (see Figure 5.1.3); segments with the omission of the Hamza marker (but only in the word-
initial position) also provided high matches (see Figure 5.2.3). This suggests that the
Memsource system assigned high scoring according to the position of the intervention, not

according to a linguistic perspective.

Given the results summarised above, it can be said that the matching metrics of the five TM
systems — apart (possibly) from Trados Studio in relation to the character-marker omission —
do not appear to have any linguistic basis. Trados Studio treated the omission of the marker as
a minor difference. In contrast, the matching metrics of the DVX, memoQ, OmegaT and also
Trados Studio systems, in which the recall was based on the number of words in a segment,
show that a one-character inflection was equated with a whole-word substitution. This was the
same for the segment with a missing marker in DV X, memoQ and OmegaT, but not Trados
Studio. This may be due to the fact that, in a European language, changing a single character

often completely changes the meaning of the word.

In terms of usability, these results imply that semantically highly repetitive texts are not
enough on their own if the TM is to be put to good use; the segments also have to be in the
same word order. The current TM matching metrics tend to be based on surface string and edit
distance only, and failure to develop the matching measurement could result in a significantly

lower usability of TM matches and higher costs.

To conclude, although not one of the TM systems tested performed to a satisfactory standard
with the three Arabic linguistic features under investigation, OmegaT outperformed the other
systems in terms of a reordering operation because at least the system measured the reordering
operation as similar to a deletion operation and therefore did not assign heavier penalties (as
the other systems did). In terms of the morphological inflection, OmegaT also outperformed
the other systems — the system retrieved about 80% of the segments that included a one-
character inflection at a high fuzzy level (85%-94%), while the other systems matched the
segments at lower fuzzy levels. In terms of the orthographic errors, Trados Studio outperformed
the other systems as it treated the omission of a Hamza marker as a very minor difference, and

as a result, provided scores at the level of nearly exact matches (95%-99%).
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CHAPTER SIX

LINGUISTIC ERROR CLASSIFICATION OF MACHINE TRANSLATION OUTPUT
6.0 Introduction

Chapter Six is a transitional chapter between the part of this thesis concerned with the
evaluation of TM function and the part investigating the quality of MT output. The chapter
evaluates Google NMT, as a representative of NMT systems, using a subset of the test data as
used in translation memory retrieval Section 6.1 reviews the findings of the TM retrieval tests
in Chapters Four and Five. Following this, section 6.2 describes this experiment’s evaluation
method and setup, section 6.3 presents the results and section 6.4 summarises the conclusions.

Finally, section 6.5 explains how this experimental work could be extended.

6.1  Review of the findings of TM retrieval

Chapters Four and Five investigated the retrieval capabilities of TM systems when dealing with
Arabic language segments that include a reordering operation, a morphological inflection and
orthographic errors. The results showed that although the systems’ similarity measurement
retrieved long segments containing the reordering operations with usable scores (70% or
above), they failed to retrieve shorter sentences at the same level. Based on these results, it was
concluded that the potential for the re-use of high-similarity translations in TM is not high due
to weaknesses in the TM matching measurement. In the case of morphological inflection, the
matching metrics equated an inflectional affix with a whole-word substitution, which resulted
in the provision of lower fuzzy matches for segments that differed only in the inflectional affix.
In the case of orthographic errors, all the systems tested, apart from Trados Studio, equated an
omitted character marker with an inflectional affix, which in turn was equated with a whole-
word substitution. This prevented segments containing orthographic errors from ranking as a

nearly exact match, potentially impacting the efficiency, consistency and cost of the translation.

The decision to use the same test data to evaluate the performance of MT in dealing with these
three main features was taken with these results in mind. This sort of evaluation should enable
a comparison between the two types of translation tools, providing translators with valuable
information about which tool would offer them the more relevant help.

Although in the previous tests, the language direction was Arabic to English, this experiment

investigates both directions to enable a further comparison. The aim was to highlight the errors
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and the lack of errors in the MT output when producing Arabic<>English translation (i.e.
Arabic to English and English to Arabic).

6.2  Experiment and evaluation
6.2.1 Evaluation method

The method of evaluating the MT quality was based on a subset of the MQM error typology

(Lommel et al., 2014),® which has four main error classifications: accuracy, language,

terminology and style. The errors are also assigned four severity levels: critical, major, minor

and neutral. Penalties are applied to each error and level of severity.

Two of the above categories were selected for this experiment: accuracy and language. The
experiment applied four subcategories of the accuracy category: mistranslation (incorrect
interpretation of source text), addition (unnecessary elements in the translation not originally
present in the source text), omission (essential element in the source text missing in the
translation) and non-translation. The three subcategories of the language category were:
grammatical errors, syntactic errors, spelling and punctuation errors. The terminology category
was disregarded since the test data, which was originally extracted from the MeedanMemory
corpus, consisted of a general type of data. Furthermore, this category should only be applied
if a terminology source or glossary is provided, which is not used in our research. Style was
also disregarded since the test segments belonged to a range of styles; however, the test

segments were short, simple and comprehensible even without any context.

Two levels of severity were selected for the experiment: major errors and minor errors. Major
errors applied when a significant change was seen in the meaning of the translated sentences
(i.e. the errors were visible in the MT content). Minor errors applied when there was no loss of
meaning but a decrease in quality, fluency or clarity. The critical error was disregarded since
this level of errors applied when there was major loss of meaning which was not found in the

simple kind of test data. Regarding the penalties, two degrees of penalty were applied: a two-

59 http://www.gt21.eu/downloads/MQM-usage-guidelines.pdf
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point penalty imposed due to a major error and a one-point penalty imposed due to a minor

error Lommel et al., (2015).

6.2.2 Data and translating

As mentioned earlier, this study used the same content as the tests evaluating TM retrieval. As
they contained short, simple segments, only one was chosen to represent the four tests: test
suite A. This consisted of 95 (Arabic and English) translation units originally extracted from
MeedanMemory (ranging from 3- to 10-word sentences). Two tests were created from its
content: test one comprised the 95 segments in Arabic, while test two contained the 95

segments in English (see Appendix Seven for the test segments A).

Next, test one was translated from Arabic into English and test two from English into Arabic,
using Google Translate - Google was selected as it is the best-known and most widely used
MT system.5°

6.2.3 Evaluation procedure

In order to be representative of all types of manipulations, a subset of 25 out of the 95
translations from each test was selected for error annotations. That means that error samples of
all different manipulations are represented in the tests. When translating into Arabic, the MT

system translated 167 words, and when translating into English, it translated 228 words.

The two translations were inserted into two spreadsheet files segment by segment to make the
error annotations. The researcher flagged the errors, then, the results were reviewed by two

different people:

In terms of the Arabic output, the error annotations were reviewed by an MT student whose
first language is Arabic with very advanced English. Regarding the English output, the error
annotations were reviewed by an English studies PhD student at Swansea University who is a

native speaker of English.

50 The tests were translated in August 2019: https://translate.google.co.uk/
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The errors were counted and classified according to the subcategories mentioned above:
mistranslated, non-translated, additional or missing words were classified as errors of accuracy;
grammatical errors, misspellings or errors of syntactic structure were classified as errors of

language.

Table 6.1 (below) show the subcategories of errors, severity levels and penalty degrees used in

the experiment.

Error Subcategories Severity level Penalty
category
Accuracy | Mistranslation Major error 2-point penalty
Non-translation Major error 2-point penalty
Addition Major error 2-point penalty
Omission Major error 2-point penalty
Language | Grammatical errors Major error 2-point penalty
subject-verb-object Minor error 1-point penalty
Syntactic
modified term  before | Major error 2-point penalty
errors modifier (e.g. adjective
precedes noun)
Misspelling Minor error 1-point penalty
Punctuation errors Minor error 1-point penalty

Table 6.1: Subcategories, severity levels and penalties degree used in the experiment
(Lommel et al., 2014)

The errors identification was based on the pre-established categorization, the severity levels

and the penalty systems.

6.3 Findings

The translations provided by the MT system show that the system produced a number of

syntactic and morphological errors. The results of the experiment are summarised below.
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6.3.1 English output of MT

The results displayed in Table 6.2 (below) show that translating from Arabic into English using

MT produced perfect word order in English — no errors were made. Further, the morphology

produced was very good.

Error Error sub- NWE NSE Linguistics | Rate of | Rate of
categories | categories features errors | success
Mis.W. 5 *
E f
frors o Non. T.W 0 *
accuracy
Addition 0 *
Omission 3 *
Errorsof | G.E 4 * Morphology | 5.26% | 94.74%
language
S.E 0 *
W.0.S * No errors Word order | 0 100%
Total 12 0

Table 6.2: The rates of error and success for MT output in English

NWE: Number of word-level errors (... out of 167)

NSE: Number of segment-level errors (... out of 25)

MIS.W: Mistranslated words

NON.T.W: Non-translated words

G.E: Grammatical errors
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S.E: Spelling errors
W.0.S: Word order structure

As Table 6.2 shows, it is clear that MT produced high-quality translations from Arabic into
English. The translated segments were free from errors of non-translation, addition, or spelling,
as well word order; however, a few errors were seen in the other subcategories, the most

frequent being grammatical. Examples of these can be seen below.

a) Mistranslations: MT incorrectly translated some information from Arabic into English.

For example:
Source text (ST):
da sl 8 Ay pal) Al Jga llane 2l Ay peadll HLaY) dimas

Transliteration: sahifat al'akhbar almisriat tagadam mueatiyaat hawl algimat
alearabiat fi aldawha.

MT output: The Egyptian newspaper Al-Akhbar presents data on the Arab summit in
Doha.

Back translation: dssall & 4y =l Aadll e il gl ad 4 jeadl) LAY ddaa,

In the above example, MT mistranslated the word & /tagadam/ as ‘presents’; it would be
correct if it was translated as ‘provides’. In the back translation, the translation of the verb

‘presents’ expressed different meaning.

b) Omissions: the MT English output missed some information contained in the Arabic

source. For example:
ST:

) el ) s o (Aaa inaladly gill il E )
Transliteration:  tuharir quwwat alniytu bi'afghanistan suhufia niuyurk taymz albritanii
MT output: The NATO forces in Afghanistan liberate the British New York Times.

Back translation: : dsta il el ) s 08 ddiaaa ) yad Gliuiladl & gl ol 8,
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The MT’s English output did not contain the meaning of the word (s&~= / suhufia; it was
supposed to be translated as ‘journalist’. In the back translation, the meaning of the word

‘journalist’ was missing.
c) Grammatical errors: MT committed some grammatical errors. For example:
ST:
Lo g8S) gi Lot 83 Hlan juadl (gl
Transliteration:  yastahdif tafjir sifarat faransa bnwakshut
MT output: A bombing targeting the French embassy in Nouakchott.

The MT made a grammatical error: the English target did not contain the correct form; it would

have been better to use (A bombing targets).

6.3.2 Arabic output of MT

The results illustrated in Table 6.3 (below) show that MT did not produce Arabic’s natural

word order — VSO. However, it provided good translations in terms of morphology.
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Error Error sub- NWE | NSE | Linguistic Rate of Rate of
categories | categories features errors success
Mistranslation 7 *
Error of ]
Non-translation | 2 *
accuracy
Addition 0 *
Omission 3 *
Grammatical 6 * Morphology 9.58% 90.42%
errors
Errors of
language )
gued Spelling errors | O *
Word-order * 18
Word order 72% 28%
structure
Total 16 18

Table 6.3: Error and success statistics for the MT output in Arabic

NWE: Number of word-level errors (... out of 228)
NSE: Number of segment-level errors (... out of 25)

Table 6.3 shows that MT produced 18 out of 25 segments that were not in the natural word
order. However, its performance was better in terms of morphology: it committed only a few

errors, almost all of which were mistranslated words. Some examples are shown below.

a) Word order: the results showed that MT produced the Arabic word order as SVO (subject-
verb-object); however, the natural word order of Arabic is VSO. The example below displays

the MT system’s erroneous preferential decision:

ST: A Muslim woman sues a judge in a headscarf incident.
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MT output:

Clas 8 [l ol dalua 3 pal,
Transliteration:  aimra’at musalamat tagadi gad fi hijabin
Back translation: A Muslim woman sues a judge in a veil.

Although this example is grammatically correct, the word order would be better if it were VSO,

with the emphasis focused on the action of judging. As a result, the translation is incoherent.

b) Mistranslation: MT translated some information from the English source into Arabic

incorrectly. For example:

ST: The dismissed Palestinian government denies the relationship of

resistance factions with rockets fired from Gaza.
MT output:
538 e Gl A eyl geaalls e sliall Jilmd culidle S5 Sanall dyidalil) da S,

Transliteration:  alhukumat alfilastiniat almubeadat tnkr ealaqgat fasayil almugawamat

bialsawarikh alty tutlig min ghazat

Back translation: The expelled Palestinian government denies ties to the resistance

factions with rockets fired from Gaza.

In the example above, the meaning of the word ‘dismissed’ in the English source was translated
as sawll / almubeadat (back translation, ‘expelled’). A better translation would have been

Ak / almugala.

c) Non-translation: the Arabic sentences included some untranslated words; they were left in

English. For example:
ST: T-Mobile in Germany bans the use of Skype on iPhone.
MT output: T-Mobile alais) Hhay Lildi & Skype i= iPhone.
Transliteration:  T-Mobile fi ‘almania yahzur aistikhdam Skype ealaa iPhone

Back translation: T-Mobile in Germany prohibits using Skype on iPhone.
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The proper nouns of the English words, ‘T-Mobile’, ‘Skype’ and ‘iPhone’ were not translated
into Arabic; the transliteration technique should have been used to transfer these words into
Arabic.

d) Grammatical errors: MT committed some grammatical errors which caused incorrect

information. For example:
ST: A researcher uses his thoughts to update Twitter.
MT output:
s Cyanil o S8 Ealyl) aadiey
Transliteration:  yustakhdam albahith "afkarah litahdith tuyitir
Back translation: The researcher uses his thoughts to update Twitter.

In the example above, MT translated the English phrase ‘a researcher’, which uses the
indefinite article, into Arabic as <=Wl | using the definite article J! /al. It should have been
translated into the equivalent in Arabic, ©ab / bahith, without any article. In the back

translation, it is translated into ‘the researcher’, changing the meaning.

6.3.3 MT syntactic errors vs morphological errors

An holistic analysis of these results shows that MT produced correct translations in terms of
morphology in both translation directions, as well as the English word order. However, it often
failed to produce the natural word order of Arabic (VSO). Pie charts are used to represent the

rate of errors.

Figure 6.1 (below) displays the overall percentage when the output was in English. The
morphology percentage was calculated according to the number of translated words (228
words), while the syntactic structure score was computed according to the number of translated

segments (25 segments).
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Figure 6.1: Analysis of the syntax and morphology of the MT production when
the output was English

In Figure 6.1, the pie charts clearly exhibit that the quality of the MT translation when
translating from Arabic to English was very high. MT produced a 100% correct translation in
terms of word order, while it produced around a 95% correct translation of the English

morphology.

Figure 6.2 (below) shows the overall statistics for the Arabic output. The number of translated

words was 167, while the number of translated segments was 25.

MT English Output. Errors of morphology MT Arabic output. Errors of language
0.5E%
.2356
7%
90.42%
= comect Morphology per word wrong Maorphology per word = Natural Word Order -ws0 Secondary Word Order -5v0

Figure 6.2: Analysis of the syntax and morphology of the MT production when

the output was Arabic

In the figure above, it can be clearly seen that MT transferred less than a third of the correct
word-order structure: 18 out of 25 segments were not produced in the natural word order,

whereas the tool produced a better average regarding morphology, representing 90%.

169



The results of the MT system suggest that, in terms of morphology, good translations were
produced in Arabic-to-English translation; however, MT rarely reproduced Arabic’s natural

word order.

6.4 Summary

Testing the same data using TM and MT tools enabled a comparison of the tools’ output in
terms of their usefulness to translators. The results mentioned above show that, in terms of
morphology, good translations were produced in both translation directions; however, MT

rarely reproduced Arabic’s natural word order.

The NMT system made few morphological errors when translating a text, whether this was
Arabic into English or vice versa, while the TM systems appeared deficient when it came to
identifying inflectional affixes in the retrieval of Arabic texts. This suggests that MT can deal

with morphology effectively, while TM cannot.

Regarding word order, MT produced a number of errors when trying to recreate the natural
word order of Arabic (VSO), while the similarity measurement of TM, although it retrieved
long sentences that included a reordering operation in usability matching values, failed to do
the same for short sentences. This suggests that both translation tools found the different
syntactic rules of the two languages problematic.

To conclude, MT generated satisfactory translations in terms of morphology; however, both
MT and TM systems struggled to deal properly with the phenomenon of Arabic’s flexible word
order.

6.5  Extending the evaluation

This study has evaluated very specific aspects of MT. It could be further enhanced by extending
the evaluation of the quality of MT output in the following ways. First, the test content here
comprised relatively short, simple segments (three-to-ten words); it would be useful to test
longer segments consisting of natural-length sentences. Secondly, the test segments were
extracted from open-resource data (MeedanMemory), and on occasion the quality of the
English translation was not good. In such cases, it would be worthwhile using data from
commercial (confidential) resources. Thirdly, the tests were translated via one NMT system
(Google Translate); it would be useful to use a multiple set of NMT systems, in order to

compare the results. Fourthly, it would also be interesting to evaluate MT output using the
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TAUS two-parameter scale of adequacy and fluency, and also applying automatic evaluation

metrics.

As mentioned previously, part of the aim of this study was to evaluate the MT output using a
combination of automatic metrics and human judgment, thus allowing a comparison between
the results of the evaluation criteria. The study’s advances in these directions are described in

the following chapter.
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CHAPTER SEVEN

COMPARATIVE EVALUATION OF THE OUTPUT QUALITY OF NEURAL
MACHINE TRANSLATION SYSTEMS: ARABIC<>ENGLISH TRANSLATION
7.0 Introduction

Chapter Seven presents an investigation, using a combination of human evaluation (applying
adequacy and fluency rankings) and the BLEU and hLEPOR automated metric, into the quality
of translations produced by a set of NMT systems for a selection of Arabic<>English language
pairs. The chapter is organised as follows: section 7.1 describes the findings, section 7.2
discusses the results, and section 7.3 presents the conclusions.

The investigation used the Application Programming Interface (API) of four NMT systems in
Python to translate two sets of Arabic and English samples. The basic APl model is similar to
visiting a free service of Google Translate, Bing Microsoft, etc; however, an API is a way to
programmatically interact with a separate software application component. Google APIs for
example, allow the translator to connect the code to the whole range of Google services, such

as Google Translate.

7.1  Findings

The results of human evaluation of the quality of Arabic<>English MT systems are provided
below. The answers to the demographic questions are presented as descriptive variables. The
chapter begins with some detailed demographic information about the participants in terms of
their experience and background in evaluating MT output using Adequacy and Fluency, then
examined the human evaluators’ ratings of the translations according to an Adequacy and
Fluency scale, followed by the BLEU and hLEPOR scores. Finally, it summarised the results
of the two evaluation methods. Column charts are used to represent the evaluators’ ratings.

Further, the MT systems are presented in alphabetical order.

7.1.1 Demographic questions

This study was conducted in the Department of Modern Languages, Translation and
Interpreting, Swansea University. The total of participants was 15 postgraduate / graduate
students who agreed to participate in the investigation. Ten respondents with first language

Arabic and an advanced knowledge of English ranked the Arabic translations in terms of
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Adequacy and fluency, and the English translations in terms of Adequacy only. Five
respondents who are native speakers of English ranked the English translations in terms of

fluency.

Before beginning the tests, the Arabic-English translators were asked to supply the following

information:
e Do you use MT systems to translate (in either direction) between Arabic and English?
(Yes: 90%; No: 10%)
e Do you usually edit the MT systems’ output? (Yes: 80%; No: 20%)

e Have you previously been involved in evaluating the output quality of MT in terms of
Adequacy and Fluency? (Yes: 40%; No: 60%)

The results of the demographic questionnaire show that 10 participants were qualified
translators according to the definition included in the questionnaire, 90% said that they use the
MT systems, while 80% answered that they use post-editing to improve the quality output of
the MT systems. Only 40% of the participants had previously been involved in Adequacy and
Fluency rating. The demographic information related to the participants’ experience and their

background shows that the participant had less practice in rating Adequacy and Fluency.

7.1.2 Arabic-to-English NMT translations

Four Arabic source sentences (questions 1-4) were translated into English using four different
NMT systems (Bing Microsoft Translator (hereafter referred to as Bing M), Google, Lilt and
Yandex).®! The Arabic source and the different versions of the translation are given below.

Question 1:
O sS O shase ae Al puall g Baall Cun (e 03¢0 al (5 s A Cilia g Al () s ) Calial

Al Ay Y ALY1 A agae Lnaial Cpudal e,

61 The tests were translated in March 2020
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Transliteration:*®? wa'adaf 'aetagid 'ana alealagat wasalat ‘iilaa mustawaaan Im
nashhaduh min hayth alsidq walsarahat mae masyuwlin kuriiyn dimugratiiyn aijtamaena

maeahum khilal al'ayam alarbet almadia

Bing M. output: ‘I think the relationship has reached a level that we have not seen in terms
of honesty and honesty with Democratic Korean officials we have met with over the past

four days,” he said.

Google output: ‘I think the relationship has reached a level that we have not seen in terms
of honesty and frankness with the DPRK officials we have met with over the past four
days,’ he added.

Lilt output: ‘I think the relationship has reached a level that we have not witnessed in terms
of sincerity and sincerity with democratic Korean officials we have met in the past four

days.’

Yandex output: Added ‘I think the relationship has reached the level of what we see in
terms of honesty and frankness with officials of Korea the Democrats we met with them

during the last four days.’

The reference human translations can be found in Appendix (Eight).

The evaluators were asked to rate the Adequacy and Fluency of the four English translations

of the Arabic source (above) — a sentence consisting of 23 words — on a scale of 1 to 4.

a) Adequacy:

Figure 7.1 (below) illustrates how the evaluators (ten Arabic-English translators) ranked the
four MT systems for Adequacy: the ranking reflects the degree to which the English

translations expressed the meaning of the Arabic source.

®2 The transliteration of this and all the following Arabic sentences was accomplished using Google
Transliteration.
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Figure 7.1: Ranking levels of Adequacy for the four MT systems: Arabic to English
(Q1)

In the above chart, the evaluators’ combined scores, represented by the coloured (yellow and
green) bars, suggest that the English translations conveyed a high level of meaning: Google
ranked top (100%), followed by Yandex and Bing M. (both 80%). The combined scores in the
shaded (light and dark-grey) bars suggest the informativity of the translations was poor, with
Lilt ranking the worst (60%).

The results show that none of the evaluators thought Yandex conveyed all of the meaning of
the source sentence, while over a quarter thought that Bing M. and Google conveyed the whole
meaning. The scores increased when the respondents were asked if the MT systems conveyed
most of the meaning: over three-quarters thought that Yandex, slightly less than three-quarters
thought that Google, half thought that Bing M. and over a third thought that Lilt conveyed most
of it. In terms of the systems that expressed a poor level of meaning, slightly less than two-
thirds thought that Lilt conveyed little of the meaning, whereas two (out of ten) respondents

thought that Bing M. and the same percentage thought that Yandex conveyed little of it.

b) Fluency:

Figure 7.2 (below) illustrates how the evaluators (five native speakers of English) ranked the
four MT systems’ English translations in terms of Fluency: the ranking reflects the extent to

which the English translations were perceived as grammatically well-formed, free of errors in
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spelling, idiomatic terms, titles and names, and conformed to the sort of language a native

speaker would naturally use.

Fluency
80% 80%
60% 60%
40% 40%
20% 20%
0% 0% 0% 0% 0% 0% 0% . 0%
BING NMT GOOGLE NMT LILT TOOL YANDEX NMT

ARABIC TO ENGLISH TRANSLATION: Q1

Figure 7.2: Ranking levels of Fluency for the four MT systems: Arabic to English (Q1)

In Figure 7.2, the combined scores of the coloured bars represent a high level of Fluency: Lilt
ranked top (100%) in this respect, followed by Google (60%). The combined scores of the

shaded bars represent a poor level of Fluency: Bing M. was rated as extremely poor (100%).

The results show that none of the respondents thought that Bing M., Google or Yandex
produced stylistically flawless translations, but three (out of five) respondents judged Lilt’s
output to be flawless. The scores increased when the respondents were asked if the MT systems
conveyed a good translation: three judged Google’s, two judged Lilt’s, and one judged
Yandex’s translations as good. However, four thought that Bing M. and Yandex, and two
considered that Google produced disfluent translations. One respondent judged Bing M.’s
translation to be incomprehensible, whereas no one thought that the translations produced by

Google, Lilt and Yandex were incomprehensible.

Table 7.1 presents an average of the mean scores for the four MT systems’ output in Question
1 (Q1) in terms of Adequacy and Fluency, and the scores of BLEU and hLEPOR. The mean
score of human judgement is computed out of four since the MT output was distributed over
four levels, while the scores of the metrics are ranges between 1.0 and 0.0: a perfect match is a

score of 1.0, whereas a perfect mismatch is a score of 0.0.
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Parameter Bing M. NMT | Google NMT Lilt Tool Yandex NMT
Adequacy 3.1 3.3 2.4 2.8

Fluency 1.8 2.6 3.6 2.2

BLEU scores® 0.5076 0.4966 0.5280 0.3775
hLEPOR scores® 0.6451 0.6737 0.6737 0.6338

Table 7.1: Average of the mean scores of the four systems in terms of Adequacy and

Fluency, and the BLEU and hLEPOR scores (Q1)

The table shows that the mean Adequacy scores ranged between 2.4 and 3.3, while the mean

Fluency scores ranged between 1.8 and 3.6. Google’s translation led those of the other systems

in terms of Adequacy, while Lilt’s led in terms of Fluency.

) Google’s mean score was higher than the other three systems’ (3.3 out of 4) for

Adequacy, Bing M. was in second place with 3.1, Yandex was third with 2.8, while
the Lilt tool came bottom with 2.4.

i) Lilt exchanged places with Google at the top as regards Fluency: Lilt was assigned

an average Fluency score of 3.6 and Google was assigned 2.6, while Yandex and

Bing M. scored 2.2 and 1.8, respectively.

The slightly higher scores for Adequacy in Bing M., Google and Yandex, however, suggest

that MT systems might be slightly better at producing adequate translations than they are fluent

ones. In contrast to the other three MT systems, however, the Lilt tool was assigned a relatively

higher score for Fluency than for Adequacy.

63 Reference translations come from LDC-2004T18 (Linguistic Data Consortium) corpus
64 Reference translations come from LDC-2004T18 (Linguistic Data Consortium) corpus
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The inter-rater reliability was poor with -0.15 for Adequacy and was moderate with 0.59 for
Fluency (Exact Fleiss’ kappa). Therefore. impossible to draw clear conclusions, but there is a

tendency for lower agreement among a larger number of raters to be seen as best.

The same translations were evaluated using the BLEU and hLEPOR automated metric. The
table shows that the BLEU scores ranged between 0.3775 and 0.528, while the hLEPOR
scores ranged between 0.6338 and 0.6737. The average scores of hLEPOR outperformed
BLEU’s, whichever the MT system.

i) hLEPOR scored the four systems’ translations above 63%: the Google and Lilt
outputs provided the highest score with 0.6737 each, followed by Bing M. with
0.6451 and finally Yandex with 0.6338.

i) BLEU scored the output of the four systems at less than 53%: Lilt’s output was also
assigned a higher score at 0.5280 (in hLEPOR, its score was 0.6737), Bing M. was
in second place with 0.5076, Google was third with 0.4966, while Yandex came
bottom with 0.3775.

Google was rated the best in terms of both Adequacy and Fluency. Google Translate, alongside
the Lilt tool, achieved the highest hLEPOR score, while Lilt scored the highest in BLEU.

Question 2:

OsSE 2 peaal) 138 e S aaal) 808 Al Ul gl (e o) GLESY) 138 ) s
L) ey o132 e il gualipal) dudlial LASH deladll Lual g o sall AT,

Transliteration: wa'awdah hdha alaiktishaf ‘ana bed alhayawanat althadiiyat kabirat
alhajm alta eashat fa hdha aleasr gad takun akilatan lilhawm waladayha alshajaeat

alkafiat limunafasat aldynaswrat ealaa alghidha' wamakan almaeisha

Bing M. output: Some large mammals that lived in this age may be carnivorous and have
the courage to compete with dinosaurs for food and living space, the discovery said.

Google output: This discovery indicated that some large-sized mammals that lived in this
age may be carnivores and have the courage to compete with dinosaurs for food and the

place of living.

Lilt output: The discovery said some large mammal animals that lived in this era may be

a meat eater and have the courage to compete with dinosaurs for food and living space.
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Yandex output: He explained this discovery to some of the mammals of great size who
lived in this era may be carnivorous and have the courage to compete with dinosaurs for

food and knowledge.

Again, the evaluators rated the Adequacy and Fluency of the four different English translations
above — a sentence consisting of 27 words — using a scale of 1 to 4.
a) Adequacy:

Figure 7.3 (below) displays how the evaluators rated the extent to which the meaning of the
Arabic sentence in Q2 was represented by the English translations produced by the four MT

systems.

ADEQUACY

ONone of it M@ Little of it Most of it M All of it
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BINGM NMT GOOGLE NMT LILT TOOL YANDEX NMT
ARABIC TO ENGLISH TRANSLATION: Q2

Figure 7.3: Ranking levels of Adequacy for the four MT systems: Arabic to English
(Q2)

In the above chart, the combined scores of the coloured bars place the Google translation at the
top (100%) and Bing M. as very high (80%), while the combined scores of the shaded bars

rank the level of Yandex’s translation as Low (70%).

In terms of Adequacy, the results show that none of the evaluators thought that Yandex
conveyed all of the meaning of the source sentence, while half judged that Google, three (out
of ten) respondents judged that Bing M. and two judged that Lilt failed to convey the full

meaning. Around half of the evaluators thought that Bing M., Google and Lilt conveyed most
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of the meaning, while over a quarter thought that Yandex did. However, half thought that
Yandex conveyed little of the meaning, whereas over a third thought that Lilt and over a quarter
that Bing M. also conveyed little of the sense of the Arabic sentence. No one thought that Bing
M., Google or Lilt conveyed none of the meaning, while two thought that Yandex failed to

convey any of the meaning.

b) Fluency:

Figure 7.4 (below) displays the evaluators’ estimation of the Fluency of the four MT systems’

English translations.

Fluency
Incomprehensible. Dis-fluent. Good. Flawless.
100%
60% 60%
40% 40% 40%
20% 20% 20%
0% 0% 0% 0% 0% 0% 0%
BING NMT GOOGLE NMT LILT TOOL YANDEX NMT

ARABIC TO ENGLISH TRANSLATION: Q2

Figure 7.4: Ranking levels of Fluency for the four MT systems: Arabic to English (Q2)

In the above chart, the combined scores of the coloured bars suggest that Lilt came out top
(100%), while the combined scores of the shaded bars rank Bing M. as high (80%).

In terms of Fluency, the results show that none of the respondents thought that Bing M. or Lilt
produced a stylistically flawless translation, but three (out of five) respondents judged Google’s
and two respondents considered Yandex’s translations to be fluent. However, the five
respondents all thought that Lilt produced a good translation, while one judged Bing M.’s and
one considered Yandex’s as good. In terms of the systems that were thought to produce
translations that exhibited a poor level of Fluency, two respondents considered that Google,
two that Yandex, and one that Bing M. produced disfluent translations. Three respondents
judged that Bing M. produced an incomprehensible translation, whereas no one thought that

the translations produced by Google, Lilt or Yandex were incomprehensible.
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Table 7.2 (below) presents the average of the mean scores for the Adequacy and Fluency, in
addition to the BLEU and hLEPOR scores, of the four MT systems’ output for Q2.

Parameter Bing M. NMT Google NMT Lilt Tool Yandex NMT
Adequacy 3.1 35 2.9 2.1

Fluency 1.6 3.2 3 3

BLEU scores 0.6012 0.5891 0.4457 0.3532
hLEPOR scores 0.6643 0.5944 0.6360 0.5244

Table 7.2: Average of the mean scores for the four systems in terms of Adequacy and

Fluency, and the BLEU and hLEPOR scores (Q2)

Table 7.2 shows that the mean Adequacy scores ranged from 2.1 to 3.5, while the mean Fluency

scores ranged from 1.6 to 3. 2. Google outperformed the other systems for both criteria:

i) In terms of Adequacy, Google’s mean score was the highest (3.5), Bing M. was in

second position (3.1), Lilt was third (2.9) and Yandex came bottom (2.1).

i) Google’s mean score was also assigned a higher average Fluency score (3.2),

followed by Lilt and Yandex with 3 each, and finally Bing M. with 1.6.

The ranking of Bing M. and Google was slightly higher for Adequacy than for Fluency,

whereas the ranking of Lilt and Yandex was slightly higher for Fluency than Adequacy.

The inter-rater reliability was poor with -0.03 for Adequacy and was moderate with 0.55 for

Fluency.

Regarding the scores of metrics, the table shows that the values of BLEU ranged between
0.3532 and 0.6012, while hLEPOR values ranged between 0.5244 and 0.6643. The average
scores of hLEPOR outperformed BLEU’s scores, whichever the system.
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i) hLEPOR scored the outputs of the four systems above 52%: the score of Bing M.
was higher than the other three systems (0.6643), Lilt was in second place (0.6360),
Google was third (0.5944), while the Yandex tool came bottom (0.5244).

i) BLEU scored the output of Bing M. and Google relatively higher than that for Lilt
and Yandex: Bing M. was also assigned a higher average score with 0.6012,
followed by Google with 0.5891 (in hLEPOR, the Bing and Google outputs scored
0.6643 and 0.5944, respectively). The output of Lilt and Yandex scored very low in
BLEU: Lilt scored 0.4457 and Yandex, 0.3532.

Google was rated the best for Adequacy and Fluency, while Bing M. scored the highest in
both hLEPOR and BLEU.

Question 3:

Ub_ﬁu:‘:’}-

Transliteration: wagal 'ana 'uwghanda la ymkn 'an ttfawd. 'anana ‘asghar min 'an

natafawad 'iinak la tastatie 'an takun daeifanaan watatafawad

Bing M. output: Uganda cannot negotiate. We are too small to negotiate that you cannot
be weak and negotiate.

Google output: He said that Uganda could not negotiate. We are too young to negotiate

that you cannot be weak and negotiate.

Lilt output: He said Uganda could not negotiate. We are too small to negotiate that you

cannot be weak and negotiated.

Yandex output: He said that Uganda could not negotiate. I'm too young to negotiate you

can't be weak and negotiating.

The evaluators rated the four different English translations according to their levels of

Adequacy and Fluency — a sentence consisting of 19 words — using a 1-4 scale.

a) Adequacy:

Figure 7.5 (below) demonstrates how the evaluators ranked the Adequacy of the four MT

systems’ output.
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Figure 7.5: Ranking levels of Adequacy for the four MT systems: Arabic to English
(Q3)

In the above chart, the combined scores of the coloured bars show that Lilt was ranked highly

(80%), while around 90% of the evaluators found Yandex’s output poor.

When judging which MT system rendered an adequate translation of the Arabic source, it
appears that the evaluators thought that neither Bing M., Google nor Yandex conveyed all of
the meaning, while two (out of ten) respondents thought that Lilt conveyed it all. Obviously,
the scores increased when the systems were judged on whether they conveyed most of the sense
of the Arabic sentence: slightly less than two-thirds of the respondents thought that Google and
Lilt, and half thought that Bing M. conveyed most of it, while only one respondent thought that
Yandex did. Regarding the systems that produced a less-than-adequate translation, the majority
of the respondents nine (out of ten) thought that Yandex conveyed little of the meaning, while
half thought that Bing M., over a third thought that Google, and slightly less than a quarter
thought that Lilt did. However, no one thought that any of the MT systems conveyed none of

the sense of the source sentence.

b) Fluency:

Figure 7.6 (below) demonstrates how the evaluators ranked the four MT systems’ output in

terms of Fluency.
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Figure 7.6: Ranking levels of Fluency for the four MT systems: Arabic to English (Q3)

In the above chart, the combined scores of the coloured bars show that 60% thought Yandex

was good, while Bing M.’s was ranked as disfluent.

The results show that no one judged that the four systems provided a stylistically flawless
translation, while three (out of five) respondents judged that Yandex’s, two considered
Google’s, two considered Lilt’s, and one considered Bing M.’s output as good. Regarding a
poor level of Fluency, each MT system was judged by two respondents as producing a disfluent
translation, whereas the same number of respondents judged Bing M.’s output, one judged
Google’s and one judged Lilt’s as incomprehensible. The average of the mean scores for the
Fluency and Adequacy of the MT systems’ output for Q3, in addition to the BLEU and
hLEPOR scores, is presented in Table 7.3 (below):

The average of the mean scores for the Fluency and Adequacy, in addition to the BLEU and
hLEPOR scores, of the MT systems’ output for Q3 is presented in Table 7.3 (below):
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Parameter Bing M. NMT | Google NMT | Lilt Tool Yandex NMT
Adequacy 25 2.6 3.0 2.1

Fluency 1.8 2.2 2.2 2.6

BLEU scores 0.3876 0.3484 0.4303 0.3484
hLEPOR scores 0.6250 0.7692 0.7843 0.7692

Table 7.3: Average of the mean scores for the four systems in terms of Adequacy and

Fluency, and the BLEU and hLEPOR scores (Q3)

As this table shows, the mean Adequacy scores ranged from 2.1 to 3.0, while the mean Fluency

scores ranged from 1.8 to 2.6. Lilt’s translation led those of the other systems in terms of

Adequacy, while Yandex’s led in terms of Fluency:

) In terms of Adequacy, the Lilt mean score was rated first — 3.0 out of 4, Google was

in second place with 2.6, Bing M. was third with 2.5, and Yandex was in final place

with 2.1.

i) Yandex was assigned an average Fluency score 2.6, followed by Google and Lilt
with 2.2 each, and finally Bing M. with 1.8.

The ranking of Bing M. and Google and Lilt was slightly higher for Adequacy than Fluency,

whereas Yandex was assigned a relatively higher score for Fluency than Adequacy.

The inter-rater reliability was in slight agreement with 0.04 for Adequacy and was fair with

0.21 for Fluency.

With regard to the automatic evaluation, the BLEU scores ranged between 0.3484 and 0.4303,
while the hLEPOR scores ranged between 0.6250 and 0.7843. hLEPOR’s scores outperformed

BLEU’s, whichever the system.
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i) hLEPOR scored the outputs of the four systems above 62%: Lilt’s score was very
high (0.7843), followed by the outputs of Google and Yandex with 0.7692 each,
and finally Bing M. (0.6250).

i) BLEU scored the systems’ output less than 43%: Lilt’s was also assigned a higher-
than-average BLEU score (0.4303) (in hLEPOR, Lilt scored 0.7843), followed by
Bing M. with 0.3876, and finally Google and Yandex with 0.3484 each.

This suggests that the low scoring was mainly caused by incorrect translation of the Arabic.
However, Lilt was rated the best in terms of Adequacy and Fluency, and was also awarded the
highest scores by both hLEPOR and BLEU.

Question 4:

S e e Ladie 1994 ale Cundy oy gadl) G ghon 8 dapn el (e il slale DA o) SY,
Lidsas 551 pgin Ladli 892 (38 (M o) o) VI (gadalll ya,

Transliteration: yudhkar 'ana akhir masat 'asfarat ean khasayir jasimat fa sufuf
alsuwidiiyn wagaeat eam 1994 eindama gharaq markab fa bahr albltyq, al'amr aldha 'adaa

'iilaa gharaq 892 shakhsaan baynahum 551 suidiaan

Bing M. output: The last tragedy, which caused heavy damage to Swedes, occurred in
1994 when a boat sank in the Baltic Sea, killing 892 people, including 551 soy.

Google output: It is noteworthy that the last tragedy resulted in massive losses among the
Swedes, which occurred in 1994 when a boat sank in the Baltic Sea, which resulted in the
drowning of 892 people, including 551 Sue Idia.

Lilt output: The latest tragedy caused heavy losses among the Swedes in 1994 when a boat

drowned in the Baltic Sea, which sank 892 people, including 551.

Yandex output: Recall that another tragedy resulted in heavy losses in the ranks of the
Swedes occurred in 1994 when the boat sank in the Baltic Sea, which led to the sinking of

892 people, including 551 Su-Lydian.

The four different English translations for Q4 were rated according to their Adequacy and

Fluency on a sentence consisting of 30 words using a scale of 1 to 4.
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a) Adequacy
Figure 7.7 (below) illustrates the evaluators’ rating of the Adequacy of the four systems’

output.
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Figure 7.7: Ranking levels of Adequacy for the four MT systems: Arabic to English
(Q4)

In the above chart, the combined scores of the coloured bars show that Google and Bing M.
were ranked at the top (100% each), followed by Lilt (90%), with Yandex performed relatively
low (50%).

In terms of which systems expressed the meaning with a high level of Adequacy, the results
show that although none of the respondents thought that Yandex conveyed all of the meaning,
over three-quarters judged that Google conveyed it all, while slightly less two-third thought
that Bing M. and over a quarter thought that Lilt did. Lilt and Yandex were rated better in
conveying most of the meaning: slightly less than two-thirds of the evaluators thought that Lilt
and half thought the Yandex conveyed most of the meaning, whereas over a third thought that
Bing M. and two (out of ten) respondents thought that Google expressed most of it. However,
for those systems regarded as delivering a poor level of Adequacy, half thought Yandex
conveyed little of the meaning, whereas only one respondent considered that Lilt’s translation
was inadequate. No one thought that any one of the systems conveyed none of the sense of the

source sentence.
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b) Fluency:

Figure 7.8 (below) shows how the evaluators rated the Fluency of the four systems’ output.

Fluency
Incomprehensible. Dis-fluent. ® Good. Flawless.
100%
60% 60% 60%
40% 40%
20% 20%
0% 0% 0% 0% - 0% 0% 0% 0%

BING NMT GOOGLE NMT LILT TOOL YANDEX NMT

ARABIC TO ENGLISH TRANSLATION: Q4

Figure 7.8: Ranking levels of Fluency for the four MT systems: Arabic to English (Q4)

In the above chart, the combined scores of the coloured bars show that Lilt was ranked top
(100%), followed by Google (80%), indicating that the evaluators considered these systems’

translations as relatively fluent, while all the evaluators found Bing M.’s output disfluent.

In terms of the systems that provided a high level of Fluency, the results show that although
none of the evaluators judged that Bing M. and Yandex produced a stylistically flawless
translation, three (out of five) respondents judged that Google and two judged that Lilt
produced flawless translations. Three respondents considered that Lilt, two that Yandex and
one that Google produced good translations. In terms of those systems that provided a poor
level of Fluency, all the respondents considered that Bing M. produced a disfluent translation,
whereas three respondents thought that Yandex’s and one thought that Google’s translation
was disfluent. However, no one considered that Lilt produced a disfluent or incomprehensible

translation.

Table 7.4 (below) presents the average of the mean scores for the four MT systems’ output for

Q4 in terms of Adequacy and Fluency, in addition to the scores of BLEU and hLEPOR:
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Parameter Bing M. NMT | Google NMT | Lilt Tool Yandex NMT
Adequacy 3.6 3.8 3.1 2.5

Fluency 2 3.4 3.4 2.4

BLEU scores 0.6135 0.5774 0.4585 0.4887
hLEPOR scores 0.5095 0.6748 0.5095 0.4938

Table 7.4: Average of the mean scores for the four systems in terms of Adequacy and
Fluency, and the BLEU and hLEPOR scores(Q4)

As Table 7.4 shows, the mean Adequacy scores ranged from 2.5 to 3.8, while the mean Fluency
scores ranged from 2 to 3.4. Google’s translation led those of the other systems in terms of

Adequacy, while Google shared the lead with Lilt over the other systems in terms of Fluency.

) Google’s mean score was very high for Adequacy (3.8), Bing M. was second with
3.6, Lilt was third with 3.1, and finally Yandex was in last place with 2.5.
i) Google and Lilt were rated first with a mean score of 3.4, while Yandex and Bing
M. were rated 2.4 and 2, respectively.
The ranking of Bing M. and Google and Lilt was slightly higher for Adequacy than Fluency,
whereas Yandex was assigned a relatively higher score for Fluency than Adequacy.
It seems that the ranking of all four systems were slightly higher for Adequacy than for Fluency.
This suggests that MT systems might be slightly better at producing adequate translations than
they are fluent ones.

The inter-rater reliability was slight agreement with 0.06 for Adequacy, and was substantial

agreement with 0.65 for Fluency which was the most reliable.

With respect to the metric scores, BLEU’s ranged between 0.4585 and 0.6135, while the
hLEPOR scores ranged between 0.4938 and 0.6748. hLEPOR scored the output of Google, Lilt
and Yandex higher, while BLEU scored the output of Bing M. higher.
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hLEPOR scored the output of Google relatively high with 0.6748, followed by Bing
M. and Lilt with 0.5095 each, and finally Yandex with 0.4938.
BLEU scored the output of Bing M. the best (0.6135) (in hLEPOR, Bing’s output
scored 0.5095), Google was in second place (0.5774), Yandex was third (0.4887),
while the Lilt tool came bottom (0.4585).

Google was rated the best in terms of Adequacy, and scored the highest in hLEPOR, while

Bing M. was rated the best for Fluency, and scored the highest in BLEU.

Summary

Table 7.5 contains an overview of the mean scores for all four sentences and the four MT

systems’ Arabic-to-English translations (A = Adequacy, F = Fluency).

NMT SQ1 SQ2 SQ3 SQ4 Overall | BLEU | hLEPOR

system score score score

BingM. | A:3.1 A:3.1 A:25 A:3.6 A:3.07 0.5274 | 0.6109
F:1.8 F:1.6 F:1.8 F:2 F:1.8

Google | A:3.3 A:35 A:2.6 A:3.8 A:3.30 0.5028 | 0.6780
F:2.6 F:3.2 F:2.2 F:3.4 F:2.85

Lilt Tool | A:2.4 A:2.9 A:3.0 A:3.1 A:2.85 0.4656 | 0.6508
F:3.6 F:3 F:2.2 F:3.4 F:3.05

Yandex | A:2.8 A21 A21 A:25 A:2.37 0.3919 | 0.6053
F:2.2 F:3 F:2.6 F:2.4 F:2.55

Table 7.5: Overall scores for Adequacy and Fluency, and the BLEU and hLEPOR

scores, for the four NMT systems (Arabic-to-English translation)

In summary, when ranking the systems’ English translations of Arabic sentences, the

participants’ preferences varied from system to system. However, the overall mean scores

reveal that the most adequate translations were produced by Google, while the most fluent
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translations were produced by Lilt. More specifically, the overall mean scores gathered from
the data in Table 7.5 show that, in terms of Adequacy, Google scored best (an average of 3.30),
followed by Bing M. (an average of 3.07), with third place occupied by Lilt (an average of
2.85). At the bottom was Yandex with an average of 2.37. Lilt exchanged places with Google
at the top as regards Fluency: Lilt was assigned first place (an average of 3.05), followed by
Google (an average of 2.85), then Yandex (an average of 2.55) and finally Bing M. (an average
of 1.8). Overall, the average scores suggest that the Bing M.’s Google’s and Yandex’;s
translations from Arabic to English expressed a slightly higher level of Adequacy than Fluency.
In contrast to the other three MT systems, however, the Lilt tool was assigned a relatively

higher score for Fluency than for Adequacy.

In terms of the automatic evaluation, hLEPOR computed Google as the best (0.6780), followed
by the Lilt tool (0.6508), while Bing NMT was placed third (0.6109 and Yandex was in last
place (0.6053). BLEU computed Bing NMT as the best (0.5274), followed by Google (0.5028),
Lilt was placed third (0.4656), while Yandex gave the poorest result (0.3919). The highest
value scored by hLEPOR was 0.6780, while the highest BLEU score was 0.5274.

In the Arabic-to-English translation, there was some correlation in the results: Table 7.5 shows
that the evaluators judged Google’s translation to be the best in terms of Adequacy (3.30 out
of 4) and Fluency (3.12 out of 4). In hLEPOR, Google scored 0.6780 out of 1.0, while Bing M.
achieved the best BLEU score of 0.5274 out of 1.0. The overall performance score was high —

above 50% — whichever the evaluation method.

7.1.3 English-to-Arabic NMT translations

Four English source sentences (Q5-8) were translated into Arabic using the same four MT

systems.®® The source sentence and the different versions of the translation are displayed below.

Question 5:
De Villepin also said that the number of practising Muslims in France is in about the same

range as for other religions, in other words less than 10% out of five million people.

55 The tests were translated in March 2020
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Bing M. output:

GlaB Aauailly Jiall s LaS Ly i Glill (pudi 8 58 L 3 (8 G jlaall (palusall 2o o Ll (Ll 5 JU8

Uadd e ded Jaal (10 %10 o J8l 5 A1 5 Jlma g gAY,

Back translation: De Villepin also said that the number of Muslim practitioners in France

Is about the same as other religions, in other words less than 10% out of five million people.
Google output:

¢ LAY bl & Jladl g LeS Gy 5 (gl i 8 L 5 8 Gaiaiall aalsall 2ae o Wyl lild g0 JB&

Back translation: De Villepin also said that the number of religious Muslims in France is

in roughly the same range as in other religions, less than 10% of the five million people.

Lilt output:
e O (53 Ul (8 L b A ige () gmlar 3] Gpalisall e ) Ll ki (g JB

i e dused (e Al 8 10 e B AT 5 jlma s (s AN il

Back translation: De Villepin also said that the number of Muslims practicing a profession
in France is in the same range as they train in other religions, in other words less than 10

percent of the five million people.

Yandex output:
‘L;)s‘y\guggumgg)ﬁé&m@@»@;@WJM\ Cralisall 22e Q}Lqiouﬁégad&}
u&ﬁuﬁmmdmiwy IOUAJQLQ‘)A‘EJL\’_\J
Back translation: De Villepin also said that the number of practicing Muslims in France

is in roughly the same range as for other religions, in other words less than 10% out of five

million people.

The four different versions of Arabic translations were rated by the evaluators on  a sentence

consisting of 33 words using a scale of 1-4 for Adequacy and Fluency.

a) Adequacy:

Figure 7.9 (below) illustrates how the translations of the four MT systems were ranked by the

respondents in terms of Adequacy.
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Figure 7.9: Ranking levels of Adequacy in the four MT systems: English to Arabic
(Q5)

In the above chart, the combined scores of the coloured bars rank Google at the top (90%),
followed by Bing M. (80%). In contrast, Lilt was given the lowest level (i.e. poor Adequacy),
followed by Yandex.

In terms of the translations that conveyed the meaning of the source sentence highly adequately,
the results show that although no one thought that Lilt’s and Yandex’s output expressed all of
the meaning, over a third of the respondents considered that Google’s and two (out of ten)
respondents that Bing M.’s did. The same percentage thought that Yandex expressed most of
the meaning, while over half judged that Bing M. and half thought that Google expressed it
most adequately, but none considered that Lilt did. Referring to a poor level of Adequacy, over
two thirds of the evaluators judged that Yandex and slightly less than two-thirds judged that
Lilt expressed little of the meaning, whereas around two thought that Bing M.’s translations
and one respondent thought that Google’s also produced little of the meaning. Furthermore,
one respondent thought that the translation produced by Yandex was incomprehensible, while

slightly less than half thought that Lilt’s was equally poor.

b) Fluency

Figure 7.10 (below) illustrates how the four Arabic translations in Q5 were ranked for Fluency.
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Figure 7.10: Ranking levels of Fluency in the four MT systems: English to Arabic (Q5)

The above chart shows that Google’s output was also ranked at the top (100%) for Fluency,

while Lilt’s and Yandex’s was ranked as disfluent.

More specifically, the results show that although none of the evaluators judged Bing M., Lilt
and Yandex as providing stylistically flawless translations, over one-third judged Google’s as
flawless. Also, no one judged Yandex as providing a good translation, but only one respondent
thought that Lilt, half thought that Bing M. and over half thought that Google provided
translations with a good degree of Fluency. In terms of the systems whose output had a poor
level of Fluency, half of the respondents judged the translation by Yandex as disfluent, while
three judged Bing M.’s and two Lilt’s as disfluent. Similarly, two judged that Bing M. provided
an incomprehensible translation, while nearly two-thirds judged Lilt’s and half judged

Yandex’s as incomprehensible.

The average of the mean scores for the four MT systems’ output for Q5 in terms of Fluency
and Adequacy, and the scores of BLEU and hLEPOR, is presented in Table 7.6 (below).
The mean scores of the human judgements were also calculated out of four as the
systems’ output was distributed over four levels, while a perfect match of the automatic

metrics is a score of 1.0 and a perfect mismatch, a score of 0.0.
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Parameter Bing M. NMT | Google NMT | Lilt Tool | Yandex NMT
Adequacy 3.0 3.3 1.6 2.1

Fluency 2.3 3.4 1.4 1.5

BLEU scores 0.1843 0.2238 0.2570 0.2664
hLEPOR scores 0.4528 0.4166 0.3383 0.4942

Table 7.6: Average of the mean scores for the four systems in terms of Adequacy and
Fluency, and the BLEU and hLEPOR scores (Q5)

Table 7.6 shows that the mean Adequacy scores ranged from 1.6 to 3.3, and the mean Fluency
scores from 1.4 to 3.4. Google was ahead of the other systems in both Adequacy and Fluency.

)} In terms of Adequacy, Google’s mean score was rated highest (3.3), Bing M. was
second (3.0) and Yandex third (2.1). The poorest performing system was Lilt (1.6).
i) Google was also assigned the highest Fluency score with 3.4, followed by Bing M.
with 2.3, Yandex with 1.5, and finally Lilt with 1.4. It can be seen that Bing M., Lilt
and Yandex achieved slightly higher scores for Adequacy than for Fluency, while

Google was assigned a relatively higher score for Fluency than for Adequacy.

The slightly higher scores for Adequacy in Bing M., Lilt and Yandex suggest that MT systems
might be slightly better at producing adequate translations than they are fluent ones. In contrast
to the other three MT systems, however, Google was assigned a relatively higher score for
Fluency than for Adequacy.

The inter-rater reliability was slight agreement with 0.17 for Adequacy and with 0.097 for
Fluency.

In terms of the automatic evaluation, both metrics scored the output of the four systems very
low — less than 50% — although the average hLEPOR scores outperformed those of BLEU
whichever the system. The BLEU scores ranged between 0.1843 and 0.2664, while hLEPOR’s
ranged between 0.3383 and 0.4942.
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i) hLEPOR scored Yandex’s output higher than those of the other three systems, at
0.4942, while Bing M. was assigned second place with 0.4528, Google was third
with 0.4166, and the Lilt tool came last with 0.3383.

i) BLEU also scored Yandex’s output the highest at 0.2664 (in hLEPOR, the highest
score was 0.4942), followed by Lilt (0.2570), Google (0.2238) and Bing M.
(0.1843).

This suggests that the low scoring was mainly caused by the failure to produce correct
translations in Arabic. However, Google was rated the best in terms of both Adequacy and
Fluency, while Yandex scored the highest in hLEPOR and BLEU.

Question 6:
Orejuela seemed quite calm as he was being led to the American plane that would take him

to Miami in Florida.

Bing M. output:
Iy Orejuela 2 ool S o230 Of Ll (g A 4S5 5aY1 5 Al ) 4lis (5 yan IS LS Tas Al

la sl 43N 5,
Back translation: Orejuela looked very quiet as he was being transported to an American
plane that would take him to Miami, Florida.

Google output:
3 Orejuela 15t (b oalse () odalin (Al 4K a1 8 U ) 3 56 IS Y Ll Bala,

Back translation: Orejuela seemed completely calm as he was driving to the American
plane that would take him to Miami, Florida.

Lilt output:
Orejuela 1 5) (3 (coabe) () ol (A 4S5 515 0l ) 258 S Ly Ll Bl 1)

Back translation: Orejuela looked completely calm while driving to the American plane

that would take him to Miami, Florida.
Yandex output:

& e ) 02305 o Lol e S A5 5aY 8 Il ) (sl g ym OIS LS Lol Aol iy Dy sy )
la )5l 45V 5,
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Back translation: Orejuela seemed quite calm as he was being led to the American plane

that would take him to Miami in Florida

The evaluators were asked to rate the Adequacy and Fluency of the four English translations

of the Arabic source (above) — a sentence consisting of 21 words — on a scale of 1 to 4.

It was observed that the proper noun ‘Orejuela’ was left untranslated in English in Bing M.’s,
Google’s and Lilt’s versions. Further, the English word jumped to the left-hand side in both
Bing M.’s and Google’s Arabic output, in addition to the Arabic word that precedes it. These
issues would definitely have had an effect on the evaluators’ responses. Their ratings of the

Adequacy and Fluency of the four different translations are presented below.

a) Adequacy

Figure 7.11 (below) displays the respondents’ evaluation of the extent to which the meaning of

the English source was expressed by the different systems’ translations.
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Figure 7.11: Ranking levels of Adequacy in the four MT systems: English to Arabic
(Q6)

The above chart reflects how the evaluators assessed the Adequacy levels of the translations

when certain words were left untranslated. The combined scores of the shaded bars show a

poor level of Adequacy for all the systems — Yandex was judged 100% poor.
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The results show that no one thought that the output of Bing M., Google or Yandex expressed
all of the meaning, while only two (out of ten) respondents thought that Lilt expressed it all.
The low rating of Bing M. and Google could be rationalised by the fact that the non-translation
of the proper noun led to further issues which impacted the target’s meaning. However, one
respondent of the evaluators thought that Bing M. and the same ratio thought that Google
expressed most of the meaning, while none thought that Yandex or Lilt did. On the other hand,
over three-quarters thought that Yandex, over half thought that Bing M. and Google, and four
thought that Lilt expressed little of the meaning. The same percentage judged that Lilt and over
a quarter judged that Bing M., Google and Yandex expressed none of the sense of the source

text.

There was noticeable disagreement among the evaluators concerning Lilt. Also, around 20%
found that Bing M. expressed all of the meaning, while 40% found its translation expressed
none of the meaning. This may be explained by the impact of the non-translated proper noun,

which caused the word to jump in the target text.

b) Fluency

Figure 7.12 (below) displays the evaluators’ rating of the Fluency of the Arabic translations
produced by the four MT systems.
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Figure 7.12: Ranking levels of Fluency in the four MT systems: English to Arabic (Q6)

In a similar way to the figures for the Adequacy ratings, Figure 7.12 reflects the fact that the
evaluators’ responses regarding the Fluency of the MT output appear to have been influenced
by the non-translated word and its impact on the quality of the Arabic target text. The combined

scores of the shaded bars indicate a poor level of Fluency for all the systems.

The results show that no one judged that the four systems provided a stylistically flawless
translation. Except for two respondents who found that Lilt provided a good level of Fluency,
none of the evaluators thought that Bing M., Google or Yandex produced good translations in
terms of Fluency. On the other hand, over half judged that Google and half that Bing M. and
Lilt provided disfluent translations, whereas over a quarter judged that Yandex’s output was
disfluent. The same percentage judged Lilt’s translation as incomprehensible, while over two-
thirds thought that Yandex’s, half that Bing M.’s, over a third that Google’s were

incomprehensible.

Table 7.7 presents the average of the mean scores for the four MT systems’ translations of Q6

in terms of Adequacy and Fluency, in addition to the BLEU and hLEPOR scores.
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Parameter Bing M. NMT Google NMT | Lilt Tool | Yandex NMT
Adequacy 1.8 1.8 2.0 1.8

Fluency 1.5 1.6 2.1 1.3

BLEU scores 0.3404 0.2382 0.2881 0.2979
hLEPOR scores 0.5389 0.3592 0.2409 0.2994

Table 7.7: Average of the mean scores for the four systems in terms of Adequacy and
Fluency, and the BLEU and hLEPOR scores (Q6)

Table 7.7 shows that the mean Adequacy scores ranged from 1.8 to 2.0, while the mean Fluency
scores ranged from 1.3 to 2.1. Lilt beat the other systems in the two criteria.

)} In terms of Adequacy, Lilt was rated first with a mean score of 2.0, while Bing, M.
Google and Yandex shared second place with 1.8 each.
i) Lilt’s mean score for Fluency was also the best (2.1), while Google, Bing M. and

Yandex were rated 1.6, 1.5 and 1.3, respectively.

Obviously, the Arabic translations of Q6 received a very low rating — except for Lilt, which
performed slightly better — although the English source sentence does not seem especially
difficult. It is suggested that the low rating was mainly caused by the non-translation of the
proper noun ‘Orejuela’, which led to a number of consequences in the Arabic script, such as
the word jumping to the left-hand side. However, further errors were also committed by Bing
M. (mistranslation of gender) and Google and Lilt (mistranslation of the passive voice).

The inter-rater reliability was poor with -0.0203 for Adequacy and with 0.0206 for Fluency.

Regarding the metric scores, those of BLEU ranged between 0.2382 and 0.3404, while
hLEPOR’s ranged between 0.2409 and 0.5389. However, hLEPOR’s average scores

outperformed BLEU’s, whichever the system.
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i) hLEPOR scored the output of Bing M. higher (0.5389) than those of the other three
systems. Google scored 0.3592, Yandex, 0.2994 and the Lilt tool, 0.2409.

i) BLEU also scored the Bing M. output the highest with 0.3404 (in hLEPOR, the
highest score was 0.5389), while Yandex, the Lilt tool and Google were rated
0.2979, 0.2881 and 0.2382, respectively.

This suggests that the low scoring was mainly caused by producing incorrect translations in
Arabic. However, Lilt was rated the best in terms of Adequacy and Fluency, while Bing M.
scored the highest in both hLEPOR and BLEU.

Question 7:
The statement said that the Arab taking a position, especially its intellectuals and thinkers,
is a historical responsibility whose surrender is a surrender of the right to expression and a

betrayal of every message and value, spiritually and culturally.

Bing M. output:
G 0e UL s Leadbusing) o Auiy U5 A 5 ane 4 ySia g e duali g (a8 gal oyl 3LA31 ) ) Q&
Ll 5 L 5 A5 Al JSIA0LA 5 uaadll

Back translation: The statement said that the Arab taking a position, especially
intellectuals and intellectuals, has a historical responsibility that its surrender is an
abdication of the right of expression and a betrayal of every message and spiritual and

cultural value.

Google output:
8 LgaDlainal 5 ¢ 4pag )5 A s e ¢ G S8Rl 5 Giiall duald 5 ¢ L s () 9333 Gl ol ) ) J
Ll 5 L g A g Al JSTA0lA el B el (e )L,

% Although this is not grammatically correct English, we cannot intervene in the corpus sentence.
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Back translation: The statement said that the Arabs who take a position, especially the
intellectuals and thinkers, are a historical responsibility, and their surrender is a surrender

of the right to expression and a betrayal of every spiritual and cultural message and value.

Lilt output:
& 3l O el i U A 5 e ¢ Sl 5 (p )Saall Lasas W 5 L g () 53850 Gdll o pall () ) JU
Ll g L 5 ) 5 Lt g Al ) S Adba 5

Back translation: The statement said that Arabs who take a position, especially thinkers
and thinkers, are a historical responsibility, surrender the right to expression and betray

every message and its value, spiritually and culturally.

Yandex output:
A akiul) A A Sl A 5 sl o G Sl g Cpuiiall Aald g ¢ (i ga AT Ay el o) Glad) JB
Ll Ls 5 ) A Al ) JS e LAl 5 el 8 Bl aDluciual),

Back translation: The statement said that the Arab take a position, especially intellectuals
and thinkers are historical responsibility that surrender is surrender to the right to express

and betrayal of every message valued spiritually and culturally.

The evaluators rated the Adequacy and Fluency of the four different Arabic translations — a

sentence consisting of 39 words — using a scale of 1-4.

a) Adequacy

Figure 7.13 (below) demonstrates how the evaluators ranked the Adequacy of four MT

systems’ output in Arabic.
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Figure 7.13: Ranking levels of Adequacy in the four MT systems: English to Arabic
(Q7)

The above chart shows that the total score of the coloured bars ranked Google as high — around

70% — in contrast to Yandex, which was found to be poor (100%).

In terms of a high level of Adequacy, the results show that none of the evaluators thought that
Lilt’s or Yandex’s output expressed all of the original meaning, while over a quarter thought
that Google and one respondent that Bing M. expressed it all. Over a quarter thought that Lilt,
a third that Google and half that Bing M. expressed most of it. In terms of a poor level of
Adequacy, over two-thirds judged that Lilt, over a third considered that Bing and Yandex, and
over a quarter thought that Google expressed little of the meaning. In contrast, although no one
thought that Bing M, Google and Lilt expressed none of the meaning, nearly two-thirds of the

respondents thought that Yandex failed to convey any of the meaning of the source text.

b) Fluency

Figure 7.14 (below) demonstrates how the evaluators ranked the Fluency of the four MT

systems’ Arabic output.
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Figure 7.14: Ranking levels of Fluency in the four MT systems: English to Arabic (Q7)

The above chart shows that the combined scores of the coloured bars were lower than the
shaded bars, which indicates that all four translations lacked Fluency.

In terms of a high level of Fluency, none of the evaluators judged that either Lilt or Yandex
provided stylistically flawless translations. However, three (out of ten) respondents thought
that Google and twothat Bing M. provided a flawless output, while two rated Bing M.’s and
Google’s level of Fluency as good, and over a quarter also judged Lilt’s as good. Regarding a
poor level of Fluency, over half of the respondents thought that Bing M., half thought that
Google and Lilt, and 20% judged that Yandex provided disfluent translations. Two respondents

judged Lilt’s and over three-quarters judged Yandex’s as incomprehensible.

The average of the mean scores for the four MT systems regarding the Fluency and Adequacy,
in addition to the scores of BLEU and hLEPOR, of the translations of Q7 is presented in Table
7.8 (below).
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Parameter Bing M. NMT | Google NMT [ Lilt Tool [Yandex NMT
Adequacy 2.7 3.0 2.3 1.4

Fluency 2.2 2.8 2.1 1.2

BLEU scores 0.2544 0.2363 0.2259 0.3085
hLEPOR scores 0.4332 0.4285 0.2909 0.3571

Table 7.8: Average of the mean scores for the four systems in terms of Adequacy and
Fluency, and the BLEU and hLEPOR scores (Q7)

As can be seen in Table 7.8, the mean Adequacy scores ranged from 1.4 to 3.0, while the mean
Fluency scores ranged from 1.2 to 2.8. Google led the other systems in the two criteria.

i) In terms of Adequacy, Google’s mean score was the best at 3.0, Bing M. was second
with 2.7, Lilt was in third place with 2.3, and Yandex was bottom with 1.4.

i) Google’s mean score was also assigned first place for Fluency (2.8), followed by
Bing M. (2.2), Lilt (2.1) and Yandex, with a very low score (1.2). The table shows

that the evaluators provided slightly higher scores for Adequacy than for Fluency.

Overall, the evaluators’ ratings of Adequacy and Fluency for Q7, indicating that Bing M. and
Google might perform slightly better than Lilt and Yandex. It is suggested that the low rating
was mainly caused by the mistranslation of the phrases ‘intellectuals and thinkers’ and

‘...whose surrender is a surrender of... .

The inter-rater reliability was slight agreement with 0.05 for Adequacy and with 0.08 for

Fluency.

With regard to the automatic evaluation, the BLEU scores ranged between 0.2259 and 0.3085,
while hLEPOR’s scores ranged between 0.2909 and 0.4332. Although, the average scores of
the two metrics were very low — less than 50% — the hLEPOR scores were higher than BLEU’s,

whichever the system evaluated.
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i) hLEPOR scored the output of Bing M. the highest with 0.4332, followed by Google
(0.4285), Yandex (0.3571) and finally the Lilt tool (0.2909).

i) BLEU scored the output of Yandex the highest with 0.3085 (in hLEPOR, the
highest score was 0.4332). Bing M. was second with 0.2544, Google was in third
place with 0.2363, and the Lilt tool was last with 0.2259.

This suggests that the low scoring was mainly caused by incorrect translations in Arabic.
Google was rated the best in terms of both Adequacy and Fluency, while Bing M. scored the
highest in hLEPOR and Yandex was placed first by BLEU.

Question 8:
Kenteris (31 years old) and Thanou (29 years old) missed a drug test on August 12 on the

eve of the Olympic Games in Athens, saying they had been in a motorcycle traffic accident.
Bing M. output:

LY 5y 50 Bade el el 12 8 il JLia) e Lt (Lke 20) 5l (e 31) Gl i

Back translation: Cannellis, 31, and Thano, 29, missed a drug test on August 12 on the

eve of the Athens Olympics, saying they had been involved in a motorcycle accident.
Google output:

<& Kenteris (31 5 (Wl Thanou (29 Auel ¥ Clal¥l disie Gudanel 12 8 @l jada jlidl e (Gle

L A0 e (g e alad Lin ya Leghl (ulild ¢ Uil 3,

Back translation: Kenteris (31) and Thanou (29) missed a drug test on August 12 on the

eve of the Athens Olympics, saying they had a traffic accident on a motorcycle
Lilt output:
O\ 33 Kenteris (31 4s) and (29 Al ¥ Clal¥) dudie puane | 12 (8 <l jaiall jlaial (Lile
Al el all A Ha daala 3 LIS Legsl S (Ll 3,
Back translation: Kenteris (31) and (29) had an abbreviation for drugs on August 12 on
the eve of the Athens Olympic Games, saying they were in a motorcycle traffic accident.

Yandex output:
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Kenteris (31 Lle) Thanou (29 (8 dual s¥) lad¥) diie 1 12 8 i padd) jlas) e e (Lke
30 Sila (B JLAa) o 8 culS Ll DU ¢ L,

Back translation: Kenteris (31) Thanou (29) missed a drug test on August 12 on the eve

of the Olympic Games in Athens, saying that she was on a motorcycle in a traffic accident.

The four different Arabic translations were rated in terms of their Adequacy and Fluency — a
sentence consisting of 34 words — using a 1-4 scale.

It was noticed that, as in Q6, the English proper nouns were not translated by Google, Lilt or
Yandex. Also, the words jumped to the left-hand side in the translated sentences, in addition to
the preceding Arabic word. The Adequacy and Fluency ratings for the four different
translations are presented below.

a) Adequacy

Figure 7.15 (below) illustrates how the respondents rated the Arabic translations’ Adequacy.

ADEQUACY
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Figure 7.15: Ranking levels of Adequacy in the four MT systems: English to Arabic
(Q8)

In the above chart, the combined scores of the coloured bars suggest that the evaluators ranked
Google and Bing M. highly (70% each). In contrast, they judged Lilt’s output as poor (100%).
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In terms of those systems that conveyed the sense of the English source with a high level of
Adequacy, the results show that none of the evaluators thought that Lilt and Yandex expressed
all of the meaning, whereas one respondent thought that Bing M. and Google did. The same
percentage thought that Yandex expressed most of the meaning, while slightly less than two-
thirds thought that Bing M. and Google expressed most of it. Regarding a poor level of
Adequacy, over half of the respondents thought that Lilt’s output and a quarter that Bing M.’s
and Yandex’s expressed little of the meaning. Further, although no one thought that Bing M,
and only two (out of ten) respondents that Google expressed none of the sense of the source
sentence, over half the respondents thought that Yandex and over a third thought that Lilt

expressed none of its sense.

It can be seen that there was disagreement regarding Google’s output: although 10% of the
respondents found that the output expressed all of the meaning, 20% judged that it expressed
none of it. The difference between the evaluators’ responses may be explained by the non-

translated word and its impact on the Arabic translation.

b) Fluency

Figure 7.16 (below) presents how the evaluators ranked the Fluency of the Arabic translations.
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Figure 7.16: Ranking levels of Fluency in the four MT systems: English to Arabic (Q8)
In the above chart, the combined scores of the coloured bars indicate that Bing M. and Google

were ranked highly — 80% and 70%, respectively. In contrast, the evaluators judged that the

translations produced by Lilt and Yandex were completely poor (100%).
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In terms of a high level of Fluency, the results show that none of the evaluators judged that
Google, Lilt or Yandex provided stylistically flawless translations, while two (out of ten)
respondents judged that neither did Bing M., although the Fluency of its output was judged as
good by over half the respondents, while over two-thirds considered Google’s translation good.
In relation to a poor level of Fluency, over a third thought that Yandex provided a disfluent
translation, whereas over a quarter judged Google’s and Lilt’s, and slightly less judged Bing
M.’s translations as disfluent. Although no one thought that Bing M. and Google provided
incomprehensible translations, slightly less than two-thirds judged the output of Yandex and

over two-thirds judged that of Lilt as incomprehensible.

Table 7.9 presents the average of the mean scores for the Adequacy and Fluency of the
translations of Q8 by the four MT systems, in addition to the BLEU and hLEPOR scores.

Parameter Bing M. NMT | Google NMT Lilt Tool Yandex NMT
Adequacy 2.8 2.6 1.6 1.5

Fluency 3.0 2.7 1.3 1.4

BLEU scores 0.1936 0.2355 0.3033 0.1936
hLEPOR scores | 0.3401 0.3521 0.2112 0.3401

Table 7.9: Average of the mean scores for the four MT systems in terms of Adequacy
and Fluency, and the BLEU and hLEPOR scores (Q8)

As can be seen in Table 7.9, the mean Adequacy scores ranged between 1.5 and 2.8, while the

mean Fluency scores ranged between 1.3 and 3.0. Bing M. led the other systems in both criteria.

) In terms of Adequacy, Bing M.’s mean score was the highest at 2.8, Google was in
second place with 2.6, Lilt was third with 1.6, and Yandex last with 1.5.

i) Bing M. was also assigned the highest mean Fluency score (3.0), followed by
Google (2.7), Yandex (1.4) and Lilt (1.3). Overall, it can be seen that Lilt and
Yandex had slightly higher scores for Adequacy than for Fluency, while Bing M.
and Google were assigned a relatively higher score for Fluency than for Adequacy.
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Obviously, the Arabic translations of Q8 received a very low rating — except for Bing M., which
performed slightly better. It is suggested that the low rating was mainly caused by the non-

translation of the proper nouns ‘Kenteris’ and ‘Thanou’.

The inter-rater reliability was slight agreement with 0.11 for Adequacy and with 0.16 for

Fluency.

In terms of the metric scores, BLEU’s ranged between 0.1936 and 0.3033, while hLEPOR
scores ranged between 0.2112 and 0.3521. Although the average scores of the two metrics
were very low — less than 35% — the hLEPOR scores were relatively higher than BLEU’s, and
Lilt’s output scored higher in BLEU than in hLEPOR.

i) hLEPOR scored the outputs of Google relatively high with 0.3521, while Bing, M.
and Yandex shared second place with 0.3401 each, and Lilt came last with 0.2112.

i) BLEU, however, scored Lilt’s output the highest with 0.3033 (in hLEPOR, the
highest score was 0.3521), Google was second with 0.2355, while Bing, M. and
Yandex shared last place with 0.1936 each.

This suggests that the low scoring was mainly caused by the non-translation in Arabic.
Nevertheless, Bing M. was rated the best for both Adequacy and Fluency, Bing M. scored the
highest in hLEPOR, and Google was placed first in BLEU.

Summary

The following table gives an overview of the mean scores for all four sentences (Q5, Q6, Q7,
Q8) and the four MT systems’ English-to-Arabic translations. In the table, A = Adequacy and

F = Fluency, as rated by the human evaluators. The automated scores are placed alongside.
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NMT Q5 Q6 Q7 Q8 Overall | BLEU | hLEPOR

system score score score

Bing M. | A:3.0 A:l8 A2.7 A:2.8 A:2.57 0.2431 | 0.4412

F:2.3 F:1.5 F:2.2 F:3.0 F:2.25

Google A:3.3 A:l8 A:3.0 A:2.6 A:2.67 0.2334 | 0.3891

F:3.4 F:1.6 F:2.8 F:2.7 F:2.62

Lilt Tool | A:1.6 A:2.0 A:2.3 Al6 A:1.87 0.2685 | 0.2703

F:1.4 F:2.1 F:2.1 F: 1.3 F:1.72

Yandex | A:2.1 A:18 Al4 Al5 A:1.70 0.2666 0.3727

F:1.5 F:1.3 F:1.2 F:1.4 F:1.35

Table 7.10: Overall scores for Adequacy and Fluency, and the BLEU and hLEPOR
scores, for the four NMT systems — English to Arabic

An examination of the ranking of the systems’ Arabic translations of the four English sentences
shows that the participants’ preferences varied. However, the overall scores reveal that the most
adequate and most fluent MT system was Google, followed by Bing M., with the other two
systems trailing behind them on both these counts. Looking in more detail at the data in Table
7.10 (the overall mean scores), it can be seen that in terms of Adequacy, Google also scored
best, with an average of 2.67, Bing M. scored an average of 2.57, third place was occupied by
Lilt with an average of 1.87, and in bottom place was Yandex with an average of 1.70. There
is no change in the order of the systems when it comes to Fluency: Google was also assigned
the top score for Fluency with an average of 2.62, followed by Bing M. with an average of
2.25, then Lilt with an average of 1.72, and finally Yandex with an average of 1.35. Overall,
the scores suggest that although the systems’ output conveyed a high level of meaning but not
a high level of Fluency, the average score was low in comparison to the average scores given
for the Arabic-to-English translation. Thus, it could be argued that MT systems perform better

when translating from Arabic to English than from English to Arabic.

In terms of the automatic evaluation, hLEPOR calculated that Bing M. produced the best output
(0.4412), followed by Google (0.3891), Yandex was placed third (0.3727), while Lilt was in
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last place with 0.2703. In contrast, BLEU calculated that Lilt produced the best output (0.2685),
followed by Yandex (0.2666), although the gap was not wide, and then Bing M. (0.2431). It
computed that Google gave the poorest performance (0.2334). The highest value scored by
hLEPOR was 0.4412, while the highest BLEU score was 0.2685. This suggests that LEPOR
performed better than BLEU.

There was some variation in results in the English-to-Arabic translations. Table 7.11 shows
that the evaluators judged Google’s translation to be the best for Adequacy (2.67 out of 4) and
Fluency (2.62 out of 4). Bing M. achieved the best hLEPOR score (0.4412 out of 1.0), while
Lilt produced the highest BLEU score (0.2685 out of 1.0). The overall performance scoring

was low over all the evaluation methods, particularly in BLEU.

7.1.4 Translation direction comparison

The outcomes of both the human and automatic evaluation methods show some similarities in
that the assessment of the quality of the translation appeared to depend on the translation

direction.

7.1.4.1 Evaluators’ ratings

The evaluators’ rating of the systems’ output was higher for the Arabic-to-English translations
than for the English-to-Arabic ones. The similarity between the systems in terms of the high
ratings achieved by their English output and the low ratings of their Arabic output is presented

in Figure 7.17, below.

Overall mean scores for Adequacy and Overall mean scores for Adequacy and
Fluency in Arabic-to-English Fluency in English-to-Arabic
4 4
, , .-—J\‘h.
1 1
Bing M. NMT Google NMT Lilt Tool Yandex NMT Bing M. NMT Google NMT Lilt Too Yandex NMT
il A QUACY Fluency e Al QuACY Fluency

Figure 7.17: Overall mean scores for Adequacy and Fluency in Arabic-to-English

translation and vice versa
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The figure above clearly shows that, in terms of the Arabic output (on the right), the evaluators
consistently rated the systems and their output as relatively similar in terms of Adequacy and
Fluency. Regarding the MT systems’ English output (on the left), the evaluators rated the Bing
M. and Google translations’ Adequacy (blue line) as much worse than their Fluency (orange
line), whereas Lilt and Yandex were judged as relatively similar for both criteria. The
inconsistent rating of the English target may be due to the use of two types of informants: native
English speakers were used to rank fluency, while evaluators whose first language was Arabic,
with English as a second language, were used to rank adequacy.

7.1.4.2 Automatic ratings

a) hLEPOR scores

The hLEPOR model scored the NMT systems’ translations in English higher than their Arabic
ones. The similarity in the high rates awarded to the English output and the low rates given to

the Arabic output across the systems is displayed in Figure 7.18 (below).

LEPOR scores-Arabic to English LEPOR scores - English to Arabic

08 08
o7 07
06 06
[ 05
04 04
03 03
02 02
01 01
o} 0

Sentence 1 Sentence2 Sentence3 Sentence4 Sentence 5 Sentence6 Sentence?7 Sentence8

Bing NMT Google NMT Lilt tool Yandex NMT Bing NMT Google NMT Lilt tool Yandex NMT

Figure 7.18: The hLEPOR scores for Arabic-to English and English-to-Arabic

translations

The figure above clearly shows that hLEPOR’s scores of the systems’ English output (left side)
are higher than its scores for their Arabic output (right side). Furthermore, the metric awarded
the systems’ English output relatively close scores, while it gave the different systems quite

distant scores when their output was Arabic.

213



b) BLEU scores

Similarly, BLEU gave higher scores to the systems’ output in English than in Arabic. The
similarity between the different NMT systems in terms of the high rating of their English output
and low rating of their Arabic output is displayed in Figure 7.19 (below).

BLEU scores-Arabic to English BLEU scores - English to Arabic
Sentence 1 Sentence2 Sentence3 Sentenced Sentence 5 Sentence6 Sentence? Sentenceld
Bing NMT ——Google NMT ——Lilt tool ——Yandex NMT Bing NMT ——Google NMT ——Lilt tool ——Yandex NMT

Figure 7.19: The BLEU scores for Arabic-to-English and English-to-Arabic translations

The figure above clearly shows that the BLEU scores for the systems’ English output (left side)
are relatively higher than for the Arabic output (right side); however, BLEU produced close

scores for the systems’ output in Arabic.

It can be concluded that, as a whole, the human and automatic evaluations concurred that the
quality of the English output of NMT systems was relatively higher than their Arabic output.
Further, the results of BLEU — the metric based on lexical similarity — fall into the same band
of Fluency ratings, suggesting that the metric performs well in capturing translation Fluency
(Lo etal. 2012).

c) BLEU vs hLEPOR scores

The results provided by the automatic metrics show that the hLEPOR scores were closer to 1.0
(a perfect match) than BLEU’s scores, whichever the translation direction. In terms of Arabic-
to-English translation, Figure 7.20 (below) shows that hLEPOR’s scores were relatively higher
than BLEU’s.
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LEPOR scores-Arabic to English BLEU scores-Arabic to English

—

i
Sentence 1 Sentence? Sentence3 Sentenced Sentence 1 Sentencel Sentence3d Sentenced
~2—RBing NMT -=—Google NMT -=—Lilt tool ——Yandex NMT ~—Bing NMT ——Google NMT ——Lilt tool Yandex NMT

Figure 7.20: hLEPOR scores vs. BLEU scores for Arabic-to-English translation

The model of hLEPOR’s high scores occurred despite the fact that only one English translation
was used as a reference, while four English translations were used as references for the BLEU
evaluation, although it could be assumed that multiple reference translations would increase

the match.

Similarly, in terms of English-to-Arabic translation, figure 7.21 (below) shows that the

hLEPOR scores were again higher than BLEU’s scores.

LEPCIR scores - English to fSrabic BLEU stores - English to Arabic
+
k o
- = i —
: I "
Sentence 5 Sentended Sentene7 Sentenmd Sentena: 5 Sentencef  Sentence?  Sentencel
——Birg NMT ——Googhe NMT ——Lilt tool ——Yardex MRMT ——Bing HMT ——Googhes NMT ——Lilk tool —— Yandesx NRT

Figure 7.21: hLEPOR scores vs. BLEU scores for English-to-Arabic translations
In both metrics only one Arabic translation was used as a reference translation; however, the

hLEPOR scores were higher than those of BLEU. It can be concluded that hLEPOR’s scores

outperformed BLEU’s, whichever the translation direction.
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7.2 Discussion

7.2.1 Discussion of findings

The experiment’s findings show that the NMT systems produced a good quality of translation
in both directions. However, the results suggest that post-editing operations would be needed
to adjust the Fluency of their output, especially that of the Bing M. and Google systems.

The level of the Adequacy rating was related to the translation direction — the Arabic-to-English
translations were given slightly higher mean scores. The overall score for Google, which
received the highest mean score in both directions, was 3.30 out of 4 for its Arabic-to-English
translation (see Table 7.5) but 2.67 out of 4 for its English-to-Arabic translation (see Table
7.10). Rankings of 3-4 indicate that the translations were judged to convey ‘most of the
meaning’ and ‘all of the meaning’, while rankings of 1-2 indicate they conveyed ‘none of the
meaning’ and ‘little of the meaning’. The decreasing Adequacy in Google’s English-to-Arabic
translations may have been partly due to the non-translation of some proper nouns (e.g.
‘Orejuela’ in Q6), which had major consequences for the Arabic sentence structure. As a result,
the participants rated the translated sentence poorly for Adequacy. One reason behind the good-
quality translations may have been the style of the test segments which used document-level
texts and normal sentence lengths (ranging from 19 to 39 words), and the fact that the neural

network architecture benefits from context (Miculicich et al. 2018; Tu et al. 2018).

However, the average scores for Fluency were lower overall than those for Adequacy, and
much worse for Bing M.’s and Google’s translations from Arabic to English. In terms of the
highest Fluency mean score, Google led the other systems in English-to-Arabic translations,
while Lilt led in Arabic-to-English translations. Google was ranked 2.62 for English to Arabic
(see Table 7.10), while Lilt was ranked 3.05 out of 4 for Arabic to English (see Table 7.5).
Rankings of 3-4 indicate that the translations were judged as ‘flawless’ and ‘good’, while
rankings of 1-2 indicate that they were judged as ‘disfluent’” and ‘incomprehensible’ The main
advantage of the Fluency judgment was that it was delivered by native speakers of each
language pair: the fluency of the systems’ Arabic output was judged by native Arabic speakers,

while the fluency of the systems’ English output was judged by native English speakers.

The judgments of the Adequacy and Fluency of the English-to-Arabic translations and of the
Adequacy of the Arabic-to-English translations were supplied by native Arabic speakers with
a very advanced level of English, while the judgments of the Fluency of the Arabic-to-English

translations were supplied by native English speakers. In the Arabic-to-English translations,
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despite the two different sets of evaluators, the results for both criteria were quite consistent
for Google, Lilt and Yandex, although not for Bing M. Bing M.’s output was assessed
inconsistently: the mean score for Adequacy, which was supplied by Arabic informants with a
very advanced level of English, was significantly higher than the means score for Fluency,
which was supplied by native English speakers. Regarding the automatic evaluation, in terms
of Arabic-to-English translation, hLEPOR computed Google as the best, followed by the Lilt
tool, while Bing NMT was placed third and Yandex was in last place. BLEU computed Bing
NMT as the best, followed by Google, Lilt was placed third, while Yandex gave the poorest
result. The highest value scored by hLEPOR was 0.6780, while the highest BLEU score was
0.5274. Regarding English-to-Arabic translation, hLEPOR calculated that Bing M. produced
the best output, followed by Google, Yandex was placed third, while Lilt was in last place. In
contrast, BLEU calculated that Lilt produced the best output, followed by Yandex, and then
Bing M., while Google gave the poorest performance. The highest value scored by hLEPOR
was 0.4412, while the highest BLEU score was 0.2685. This suggests that h(LEPOR performed
better than BLEU. However, the fact that only one reference was used in the rating of the
English-to-Arabic translations may have had an impact on the calculations. It was clear that
the average values of the English-to-Arabic translations were very low in comparison to the
average scores of the Arabic-to-English translations. The scores for Arabic to English may
have been higher as the corpus used four English references in contrast to the one reference
used for English to Arabic. According to Papineni et al. (2002), additional reference

translations increase the BLEU score.

The inter-rater agreement, which is calculated according to Fleiss's kappa measurement (i.e.
how consistent the evaluators were in terms of their assessments), was used to assess the level
of agreement between the evaluators. The findings of the experiment revealed a degree of
inconsistency among the evaluations. Therefore. impossible to draw clear conclusions, but
there is a tendency for lower agreement among a larger number of raters to be seen as best. We
compare overall agreement in percentage in Table 7.11 below.
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Arabic-to-English translation English-to-Arabic translations
Agreement Agreement Agreement Agreement
. Fleiss' i . . :
(Fleiss's kappa) (Fleiss's (Fleiss's kappa) in | (Fleiss's kappa) in
. kappa) in
in Adequacy Adequacy Fluency
Fluency
Q1 |-0.15183 0.596774 Q5 0.170158 0.097342
Q2 | -0.03949 0.554795 Q6 -0.02036 -0.02064
Q3 | 0.04832 0.21875 Q7 0.055055 0.082569
Q4 | 0.066083 0.651163 Q8 0.118841 0.162178

Table 7.11: Inter-rater Agreements

In terms of Adequacy ratings, whether Arabic to English or vice versa, and Fluency ratings in
English to Arabic translation, the inter-rater reliability showed poor and slight agreement.
Regarding Fluency ratings in Arabic to English translation, the inter-rater reliability showed
fair and moderate agreement. It appears that the inter-rater reliability using a larger number of
raters was much lower than for using a small number of raters. A further possible explanation
for the lower inter-rater agreement might be that the Arabic-English translation participants
had some trouble assessing Adequacy and Fluency with MT systems’ output. Although this
could lead to questions concerning the reliability of human judgement, it is perhaps more easily
explained by the evaluators’ lack of familiarity with the Adequacy and Fluency rankings. As
the demographic data shows (section 7.1.1), only 40% had previous experience of ranking
translations using these criteria, while 60% had none at all.

A further noticeable outcome was the fact that the evaluators rated Google the best in Arabic-
to-English translation in terms of Adequacy and in English-to-Arabic translation whichever the
quality criteria, possibly reflecting the power of its NMT system (all four systems use the NMT
approach). This result appears to confirm the findings of Al-Mahasees’ study (2020). However,
the interesting result is that Lilt led the other systems in terms of Fluency in Arabic-to-English
translation. This may reflect the effect of the interactive and adaptive mechanism adopted by
the Lilt tool.
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7.2.2 Summary of the qualitative and quantitative data analysis

Drawing on the strengths of triangulation design, the findings of the quantitative analyses
informed the development of the qualitative interviews. The participants’ answers
demonstrated a statistically reliable decrease or increase in Adequacy and Fluency on at least
one of the measures, and the qualitative data gave an insight into the quality of the output of
NMT systems in translating between Arabic and English. Data were analysed separately and
then integrated to provide an overview of a graded scale of Adequacy and Fluency (quantitative
results) and the translation quality of the NMT method (qualitative results). By choosing to
employ a triangulation design, the researcher was able to substantiate the hypothesis that MT
technology has difficulty in handling the challenge of translating Arabic content and to also

describe the effects of this difficulty and the areas affected by it.

7.3 Conclusion

This chapter has presented the results of a comparison of the quality of four NMT systems’
Arabic<>English translations using an Adequacy and Fluency rating, The fluency of the
translations was judged by native speakers of each language pair, as well as by the automatic
metrics BLEU and hLEPOR. The study used data extracted from the LDC corpus, which was
then translated by Bing M., Google, Lilt and Yandex. The results showed that the NMT systems
produced a good quality translation, although the adequacy of the translations from Arabic to
English was rated slightly higher than those from English to Arabic. Producing fluent
translations from English into Arabic, however, proved more difficult for these systems than
vice versa, which suggests that translating from a morphologically rich language is
automatically easier than translating into such a language. In the comparison of the four NMT
systems, the human evaluators rated Google NMT as the most adequate in both translation
directions and the most fluent in English-to-Arabic translation, and Lilt as the most fluent in
Arabic-to-English translation. In the comparison performed by the automatic evaluation
metrics, Google achieved the best hLEPOR score and Bing M. the best BLEU score in
translating from Arabic into English, while Bing M. achieved the best hLEPOR score and Lilt
achieved the best BLEU score in translating from English to Arabic.
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CHAPTER EIGHT

CONCLUSION

8.0 Introduction

This chapter presents the overall conclusions drawn from this experimental study, which has
sought to establish which is the best translation technology tool for Arabic<>English
translation. Section 8.1 directly addresses each of the research questions outlined in Chapter
One; section 8.2 offers recommendations for TM developers and designers of MT systems;
section 8.3 highlights the contributions of this research to the ongoing evaluation of translation
tools; and section 8.4 discusses its limitations and suggests the ways in which future research

could extend the study.

8.1  Addressing the research questions

The answers to the research questions (RQ1-6) guiding this study test the validity of the

research hypotheses detailed in Chapter One (section 1.3).

RQ1: To what useful extent can the matching metrics of TM systems retrieve segments that
are semantically identical but different in structure?

The findings show that the matching metrics of current TM systems appear to prevent two
highly similar segments, differing only in their word order, from being ranked as useful
matches. As the experiment in Chapter Four, section A revealed, the systems’ algorithms were
unable to recognise a move operation: if segments included a move operation, such as the
reordering phenomena in Arabic, their retrieval from the TM database provided very low
matches, especially in the case of shorter segments. Further, move strings of different sizes
were treated either as multiple-word units or as blocks. The systems’ criterion of measurement
seems to be computed by using only the surface forms of the segments — no linguistic

knowledge is involved.

This inability to identify move operations was confirmed by the results of the experiment in
Chapter Four, section B: the retrieval of segments which included a move operation always
produced the lowest match score compared with the retrieval of a three-operation edit (addition,
deletion or substitution). This is evidence that — with the exception of OmegaT — the TM

matching metrics neither recognise the move operation nor treat it as a three-operation edit.
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OmegaT, on the other hand, dealt with the move operation as if it were a deletion operation.
This suggests that the different ways in which each TM system dealt with the reordering
operation had different consequences. The outcome was that if segments contained a reordering
operation (move operation), such as the reversal of the subject and the verb in the Arabic
segments, their retrieval from the TM resulted in very low matches, especially for the shorter

segments.

RQ1 was based on the assumption that the TM user generally establishes 70% as a match
threshold. This means that if the match drops under this threshold, the user would have to
translate the segment from scratch despite the presence in the TM database of a translation of
a semantically identical segment. This confirms the hypothesis that, in such a scenario, the
translator would be denied the maximum leverage of matches for lexically and semantically

highly similar segments.

RQ2: Do the TM matching algorithms treat a combination of inflectional affixes (which may

also be combined with a diacritic mark) linguistically or statistically?

Based on the findings of the experiment in Chapter Five, section A, it can be said that the TM
systems’ similarity algorithms treat a morphological combination as an intervention on the
whole word, as a single-character change, or according to the position of the intervention. For
example, DV X dealt with the inflectional affix as an intervention on the whole word; OmegaT
and Trados Studio employed a specific mechanism for an individual edit operation (i.e. a
single-character intervention) to the inflectional affix; and memoQ’s measurement, which was
derived from two different ranges, provided a low match range for segments that were based
on the number of words and a high match range for segments that were based on the total
number of characters. Meanwhile, Memsource’s algorithm, which was based on the total
number of segment characters, produced high percentages when inserting or removing a one-
character prefix; however, when a one-character prefix was changed into a suffix or vice versa,
the segment was assigned a lower match. Thus, the TM systems’ algorithms, apart from some
of Memsource’s and memoQ’s scores, penalised a combination of inflectional affixes heavily.
This is further evidence that TM matching measurements use a purely statistical algorithm in

their matching operations, and no linguistic information is involved.

RQ2 was based on the assumption that the high-scoring match would be presented near the top
of the list of proposals.
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RQa3: Is the absence of a Hamza marker weighted as a minor or major difference by the TM

matching metrics?

The findings showed that Trados Studio treated the omission of a Hamza marker as a minor
error, suggesting that the system has an effective mechanism for addressing the omission in
Arabic. In contrast, the other four systems treated such an omission as a word or character

intervention, and not as an orthographic error.

RQ3 was based on the assumption that the range of nearly exact matches would be the best as
the two segments were identical in meaning and surface forms except for an omission of the

Hamza marker. This nearly exact match would be granted a higher discount.

To conclude, the results of the TM retrieval in terms of the reordering operation and the
morphological inflection reveal that the matching scores of TM systems appeared to be based
purely on the string of surface forms; the matches fell steadily as the segment length became
shorter. In terms of orthography, excepting Trados Studio, the other four systems employed a
similar method. Trados Studio, however, dealt with the missing Hamza markers in a different
way: it seemed to recognise the variant Hamza and treated the omission accordingly as a minor
difference. Further, the TM matching metrics scored the segment retrieval that included a
reordering operation in lower fuzzy bands than those provided by the three-operation edit.
Furthermore, the matching metrics dealt with the segment retrieval containing a one-character
inflection and the omission of the Hamza marker as either an intervention on a whole word or

a single character change.

In terms of the comparison of the five TM systems, it can be said that the matching metrics of
the five TM systems — apart from Trados Studio in relation to the character-marker omission —
do not appear to have any linguistic basis. Trados Studio treated the omission of the marker as
aminor error. In contrast, the matching metrics of the DV X, memoQ, OmegaT and also Trados
Studio systems, in which the recall was based on the number of words in a segment, show that
a one-character inflection was equated with a whole-word substitution. This was the same for
the segment with a missing marker in DV X, memoQ and OmegaT, but not Trados Studio. This
may be due to the fact that, in a European language, changing a single character often
completely changes the meaning of the word. Regarding Memsource’s scores, the matching
scores, which were inconsistent regardless of the type of intervention, appeared to rely on the
number of characters. The system provided very high matches for the retrieval of segments that
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included a one-character prefix edit and segments with the omission of the Hamza marker (but
only in the word-initial position). However, it seems Memsource assigned high scoring
according to the position of the intervention, not according to a linguistic perspective. This may
be due to the fact that, a prefix combination may cause less damage to the word form than a

suffix combination.

In terms of usability, these results imply that highly repetitive texts are not enough on their
own if the TM is to be put to good use; the segments also have to be in the same word order.
The current TM matching metrics tend to be based on surface string and edit distance only, and
failure to develop the matching measurement could result in a significantly lower usability of
TM matches and higher costs. Bearing in mind the limited range of segment lengths tested
(three-to-ten words), useful TM retrieval appears to be conditioned by the length of the
segments — longer segments produce higher matches. However, longer segments are less likely
to be found in a TM database.

RQ4: What degree of adequacy and fluency can different NMT systems achieve when

translating between Arabic and English?

The results showed that NMT systems produced a good quality translation, which was more
adequate than fluent in both directions: the systems’ output largely expressed the meaning of
the source text but committed some morphological errors. This may be due to the lack of
training data resources in Arabic and its rich morphology. Also, the systems seemed to find
producing Arabic translations of English texts more difficult than translating in the other
direction. One reason for the decrease in the adequacy of English-to-Arabic translations was

the non-translation of English proper nouns.

RQ5: Is there a difference between the scores of BLEU and hLEPOR metrics when translating

between Arabic and English?

The findings show that the hLEPOR scores were closer to 1.0 (a perfect match) than BLEU’s
scores, whichever the translation direction. Further, hLEPOR scored the NMT systems’
translations in English higher than their Arabic ones. Similarly, BLEU gave higher scores to
the systems’ output in English than in Arabic. Overall, \LEPOR performed better than BLEU.
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RQ6: Based on the scores obtained from the evaluation methods, which one of the NMT

systems provides better translation when translating between Arabic and English?

The findings show that Google NMT was rated by the human evaluators in this study as
producing the most adequate and fluent translations in both directions regardless of the quality
criteria. In contrast, the automatic metrics differently scored the MT systems, Bing NMT
achieved the best BLEU score while Google achieved the best hLEPOR score in terms of
Arabic-to-English translation. Bing NMT also achieved the best hLEPOR score regarding

English-to-Arabic translation while Lilt achieved the best BLEU score.

Overall, both TM and MT systems provided useful results, according to the function of each
system; however, both types of system appear to find dealing with Arabic word order a
significant challenge (i.e. handling the reordering operation in the TM retrieval process and
accomplishing syntactic re-arrangement, thus ensuring a natural syntactic structure). This
seems to be especially the case when dealing with shorter segments of text.

8.2  Dissemination of key findings
To disseminate the findings of the study, the researcher intends to:
e circulate the results via conferences, print and online media, and, most importantly, journal

publications;

e use https://www.proz.com/ (an online community and workplace used by professional

translators and translation companies) to inform translators of the conclusions of this
research;
e joinand participate in specialised translation organisations, such as an International Forum

for Arabic Translators.

8.3 Recommendations

This section focuses on the ways in which the outcomes of this research could make a
difference to the performance of TM and MT systems when translating between Arabic and
English. It suggests how the empirical findings could be applied to the future development of

translation technology tools, and offers a set of recommendations based on these findings.

8.3.1 Recommendations for TM developers
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OmegaT and Trados Studio showed some measure of success when retrieving a move operation
by using a block string strategy, while Memsource and some memoQ scores performed well in

the retrieval of inflected words. DV X performed the worst out of all the systems every time.

e Treat a string move as a block unit, the findings suggest that if the TM system, when
retrieving segments that include a move operation, treats a multiple-word unit as a one-
chunk move, it elicits better results than if the segment is treated as an assemblage of
discrete words.

e Implement morphological processing: the findings substantiate the proposal of Gupta
et al. 2016 a and b, Timonera and Mitkov 2015, and Gupta and Orasan 2014 that the

implementation of morphological processing should be incorporated into the matching
metrics of TM systems. Another interesting recent work comes from a research group
associated with Ruslan Mitkov and looks at using paraphrase to enhance TM recall.®’

e Asa constant in the development of CAT tools, developers should pay attention to the
diversity of their teams, and include researchers who speak non-European languages.
Users of different languages pairs, like Arabic, could easily reuse their own stored
translations for both commercial and academic research purposes.

8.3.2 Recommendations for TM translators

This research shows that, until the TM matching metrics improve, TM translators would do
best to:

o set a match threshold lower than 70%: using a 65% match value, for example, would
produce more recall in terms of a move operation, in particular in OmegaT,;

o take into consideration the finding that MT systems seem to work better with short
sentences than do TM systems;

o take care when the segment retrieval includes a move operation, as is often the case

in languages with a flexible word order.

87 http://rgcl.wlv.ac.uk/publications/ruslan-mitkov/
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8.3.3 Recommendations for MT designers

The empirical results suggest that both types of translation technology systems still find the
different syntactic rules of the two languages problematic (see Chapter Six). Hence, designers
of MT systems are recommended to develop a mechanism that can handle the phenomenon of

flexible word-order in Arabic with greater success.

Further, MT designers should seek to introduce a means of transliteration that can support the
translation of proper nouns from English into Arabic. The researcher believes that this is needed
to increase the quality of the MT output of Arabic and strengthen the translation quality of MT

in general.

8.4 Contributions to the field

This comparative study of two translation technology systems contributes to the wide range of
discussions concerning the evaluation of translation technology tools by revealing that Arabic

language features still pose difficulties for these tools.

This study is the first to undertake an empirical investigation into a set of M T systems with the
aim of determining which is the best translation technology tool for Arabic<>English
translation, conducting experiments to test the retrieval performance of TM systems when the
source is the morphologically rich language of Arabic. Moreover, the methodology, which is
based on a black-box method and a test suite instrument, can be used as a guide in any future
research that wishes to extend the investigation by experimenting with different language pairs

and different linguistic features.

Secondly, it demonstrates in detail how lexically and semantically highly similar segments that
differ only in their word order may be ranked as low matches, especially the short segments.
The results also suggest that translation of short sentences is likely to be better using MT
systems than using TM systems, since TM retrieval is processed in a very strict similarity

measurement which results in low matching.

The study’s third contribution is the discovery that Trados Studio deals effectively with the
retrieval of segments that only differ from the input in terms of the Hamza marker, resulting in

the provision of matches in a nearly exact match band.

The fifth contribution of the study is that it is the first to evaluate the use of the Lilt tool as a

TM system and hLEPOR as an automatic evaluation metric in translation between Arabic and
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English. The findings show that both techniques would have a promising future in evaluating

and translating from Arabic to English.

8.5 Limitations and future research

Throughout this research, the very best efforts have been made to maximise the validity of the
study. However, it does possess some limitations, which point the way to further research.

8.5.1 The testing of TM systems

Although this comparative study evaluated pure TM systems, there are several components
provided in a computer-assisted translation (CAT) setting. that bring TM and MT together.
One strategy for integrating the two systems is to use MT Quality Estimation to rank MT results
in the TM proposals list. Such a strategy, variants of which are currently used by web server
systems such as Memsource and MateCat.% may represent a slightly different model based on
the convergence of their technologies. It may provide a way of leveraging the advantages of
one technology to improve the results of the other — either by using MT suggestion for segments
with no or a low TM match or by using the quality human input from a TM system, for example
when TM matches are found above a specific threshold, to retrain MT systems. More research
is needed to investigate how such a hybrid tool might treat a move operation. On the other
hand, there is a further web-based CAT tool called CATalog,®® which can be used as a normal
CAT tool enhanced with a technique for post-editing TM segments or MT output. A recent
version of CATalog has an information retrieval system which includes segment and word

alignment. It may deliver a technique of handling the morphological combinations.

Another limitation is related to the language pair this research chose to study. The tests were
limited to one language combination and a single direction: Arabic to English. Hence, it may

be useful to replicate the methodology with different language pairs that have no strict word

68 https://www.matecat.com/
%9http://santanu.appling.uni-saarland.de/CATalog/
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order, such as Greek, Russian or Finnish or belong to morphologically rich languages such as

German or Welsh, to see whether the results are replicated.

8.5.2 The testing of NMT systems

With regard to the data set, it should be noted that this study used sentences extracted from a
corpus comprising news articles; a corpus from other, more specific domains may produce

different results when training MT.

Owing to the limitations of time and availability of resources, especially human resources, the
survey was distributed to a specific category of evaluators — graduate or advanced students of
translation whose first language is Arabic. In future, the research could be opened out to include
experimental studies targeting different categories of translators and including a greater variety
of first languages. Another possible shortcoming (linked to the limitations of time and
resources mentioned above) is the fact that the research analysed a small amount of data. As it

was not possible to analyse large volumes of data, it focused on the quality of the output.

Further, the study was carried out using human evaluation and automatic evaluation; it may be
useful to run correlation metrics such as Pearson correlation coefficient between human
judgment and systems automated evaluations. The use of correlation criteria can measure the

closeness between the manual judgments and the automatic metrics.

A final point is that although this comparative study used a variety of MT systems, there are
now other aspiring MT systems, freely available to translators: DeepL,’. Thus far, this free
translation system does not support Arabic, but once it does it would be interesting to test it to

see whether it replicates the results obtained by this research.

70 https://www.deepl.com/en/translator
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Appendices

Appendix One (1): Researcher’s TM (RTM)

Arabic source

English target

L gDy Gt )l

President denounced Alaslamovbaa.

daidl z el d 5 | The clown left the platform.
4 A4l 3. | The boy read his book.
Ol il & . | The boy arranges the bed.
5 1L dl &by, | The boy plays with the ball.

s pmee Y1 & A,

Father comes out happy.

=¥l ey,

Press the green light.

Jgally 3l yal g,

A woman begins to wonder.

:\L).am'éd;mﬂ\c‘);

The lady went out speeding.

| Sae el (3,4,

The sun rose early.

i) AL} aiS

The girl wrote the story

350 ally 3 a1 =

The family is happy with the baby.

ks 3 yildall Jangs,

The plane lands safely.

‘.;\;J\ ol 5 el ac,

The team gave support to the current coach.

35k 30 el das,

The postman carried the post package.

QML\]\ ‘)\.Aﬂ\ CM\ el

The farmer collected the ripe fruits.

dia ol gl e el Giay.

People look for his ideology.
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BmS A G Hl) 334y

The president loses great popularity.

o NSEL i g8 Caaly Guaay,

A researcher updates using his own thoughts.

ol (8l

The seaman swims in the sea.

Sleall ol s lan oy

Joha walks behind the donkey.

Al bl 8,

The boy reads his book.

beles 715 dmanll Caakis,

Assembly organised marriage collectively.

Aliea ds 5l 450l Chann

The artist painted a beautiful painting.

Adadl) A (8 A4S 50 Cuw o,

A French company was preparing a plan.

¢ldall das g ei}“ c_da‘.'\

The mother cooks the lunch.

Aol sadall sliall oy 3,

The girl decorates this dish with some salad.

AL gla 5 3l Aals gall 2A05,

The employee takes a long vacation.

Al Lea sl a3l Jas i,

Wife sends a letter to his husband.

The child drank fresh milk in the morning.

| jaide oal g ) all i

The father looked at his son proudly.

oo o Ol anda (sl

The option examined my mother’s eye.

a8y, Bﬁ‘y\ ‘;uSL"J\ Gl Gy,

The taxi driver calculates the fare accurately

Alall alee Y dal) Sy,

The man goes to his work by bus.

Al Al g olall lad) G,

The musician played wonderful patriotic tunes.

A il Alile. g alll (S

The student lives with an English family.

Jreall e S e 3aal) uids,

The grandmother has sit on a beautiful chair.

&LASA\}“ Le_t:\\_a &= B‘):\JAM G e

The manger attended the meeting with her deputy.
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The court allowed the effect people to entre.

Al Gl il il Al gl e,

The tour included the stalled project in the village.

AalS 5 ) a5 jaline pin,

The lady pays the rental in full.

Dbl a8 68 3 g8y Baslil) Canid,

The window is opened forcefully; then the curtain
fell.

paladl) L din g3 e Ja Ml US),

The husband ate with his wife at the restaurant.

The manger granted all employees annually.

Aol u el G G s s,

The dentist took off the patient’s tooth brilliantly.

aisall (e jLaall 28l (Sl Gy,

The president takes out the delegation from the

conference.

G gre Alia (o paliall aae ) G
Aol g,

The rebellion leader refuses to meet the mediation

envoy.

g A (S Jgpedl g 5800 STl 2345

Heavy rain and floods threaten the villagers.

Aaiall Ly gy Cannall Cpusall a1 53y,

The president takes out the delegation from the

conference.

Baate lewd ol gal) o jall S

The war happened between the two states for

multiple reasons.

The spirit of volunteerism appeared among cultures

Sl acall s e 51 55l Jass,

The Ministry is working to secure financial support.

ek s ) AU QYY) s,

Mother slices the cake into six pieces.

a8y Lluadi I 53 yadl) daladl Vs,

The teacher explains the section clearly and

accurately.

Ll Y dlanll e |y 6 dilaall a3,

The press releases reports on the criminal gang.
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EM\.

The participating national delegation attended the

mini-summit.

gLl il .

A specialist doctor examined the heartbeat,

breathing and brain.

) Bla AL 5l Ll g Uadi) aaa
4l

Power outages threatened patients in the village.

O A el AS Al (adiil) i ) auady

Chief Executive Officer of company deducts awards

for absentees.

3 yaide dulal llay s Iy 35Y) Ol

MJ}.

-

The professor asks a question and needs for a brief

and accurate answer.

The paint man mixes the colours of red with yellow

professionally.

O A yall A8 Al (g2l ) auad

Chief executive Officer of company deducts awards
for absentees.

3 paidie dolal callay 5 I e 3 Jls

TR

4992 9,

The professor asks a question and needs for a brief

and accurate answer.

The paint man mixes the colours of red with yellow

professionally.

Do g sl 400 j3 3 jas 3 8liall O e
ad)

The traveller booked a single room in the city centre.

Ge ol SBY) axy JMaY) e sSall o jia
‘)JAJ.A]\

The government warned for the people not to

approach the slope.

Gl 3l e Baal sl il iy <y

Modern means of communication have changed

people’s lives

Sladl lae Gl Liles La Aa&aal) jaias,

The court issues a final ruling a life sentence.
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s adey ‘é.ALMﬂ LaSU 8 Y] aaad
Gouzail]

-

The family reiterates to the lawyer not to withdraw

the case.

Alaidy) ‘55 )Lx_:‘ EJJJAX\ Alaxll T

The counterfeit currency leads to a collapse in the

&bl | national economy
Urifie biill Jlaud, | Ol prices are on fire.
23 g ) seall L8N, | Her firing of rockets is a threat.
aas dllia Lali® | [sn't there an elevator?

3 ylaally dlle cilay,

The majority started leaving.

clidadll 56l )Y, | Views and comments.
o suall i JLieY), | Sheep produce wool.
) 5 il | Subject and predicate
uiall w3 3K, | Herbal means grass.
glsY) Sy 5l | The vomiting means emptiness.
L 3_0a hal sd, | The shores of Lake Tiberia.

L 4l e T

A year older than his brother.

35l gl o, e

A two-thirds majority is required to win.

Although, it is unlikely.

el LDy dmy ) el

Shariah is ordered to slaughter.

) iy alll aY),

Libyan literature is discussing heritage.

AAl s e sSal) G

Government spending is very scarce.

A gladll i Sy e Uasl,

The wrong action is treated by trying again.
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The iron is rusted when exposed to air.

Dl et o 5 ad,

you dare to accuse me of treachery.

Amda 8955 4y yall () all,

Ports Maritime are natural resources.

Gl 3L 5 (5 sl elinnal,

His friends of the mosque are coming to visit the
Sheikh.

N bl o i zalid,

| forgive myself for my past but.

éb g_f‘-"l:’J @AUJ,’ e Sl elaal,

Echoes stadiums wonderful sports program.

5 slad) JST Gy aslind ST,

His teeth eroded because of eating sweets.

Al Jeadl e 3y @ il

The tutor was late for minutes.

Logn Ll s Lelatial ellall Gl i,

The King chairs a significant ministerial meeting.

alall ) die Caady Lalall,

Thirst goes when breaking the fast.

ol i slall o1aY alusad) L g3y,

A Muslim perform ablution for performing the five
daily prayers.

Gall 5 ) saall cald iy

It is hiding behind rocks and crevices.

3arall (e el sl 3y gl

Belching expels the air from the stomach.

eliadll Taas |yl Ailcad)) dasal) csllal,

The space station launched a new space satellite.

48 ) S ) 4 iy agilall Ca yic,

The accused man admitted that he entered the house

at night to steal.

Al 5 Bla Y1 sanall Cleact (al e,

Symptoms of stomach nerves are fatigue and

constipation.

Al 3 yila elaiali by Lals i,

Always, brilliant my son, I will give you a great

prize.
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Bl e oo S5 GALSY)

The effect of plastic bags is bad on the environment.

pladall jobas e sl umy LA,

The mouse lives near the food sources.

) Lo gl pemal 0 ucial S,
s,

The clever students are rewarded for having first

ranks.

$all €Ul 0¥ 5l pe ) Ty,

Father acquitted one of his children who do not pray.

laa yige Cisaay Gilaadll alall ald,,

The Imam surprises the worshippers with a very

impressive voice.

ol ) (g% i) il yum 5L,

The slowed heart strikes causes to fatigue.

Sle dadia Y gal 4y pdl) Amaal) il
eyl

The charity has spent huge money on orphans.

L c«‘_f& J\Jﬂ\ Al d,\g'l':)}ﬁm” ;\J.ji.

Getting advice before making a decision it is a nice

thing.

Lsalall U8 gy oaiy ¥ JlakY) led,

The kids' songs are not recommended before the
fifth.

itiall o jal) Aled axy aaY Glld Jailes,

| will do it later after the end of the remaining part.

ol g Cau yand) dia ol il B 3y,

You started reading the Koran six years ago.

Il ALY Ll A 5 &y 55 AndlSa 31 gl
o= HA R >

A striving woman wants to raise her orphan

children.

sliise (3ial il sl Lgaii 2 3 shad,y iy,

It starts a step, and then it is followed by steps to

make its objective.

ol el IS Sia

The visitors filled the place completely.

il ) Acliva g Jlaidl ) (oaily
oabaiayl,

Resort to fabricating and making economic crises.
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Appendix Two (2): (Survey)
Title: Evaluating of Output Quality of Four MT Systems between Arabic and English
Introductory information

About the survey

This page provides you with important information about this research. Before beginning the
survey, please read the information on this page and then tick the box at the end of the page

to confirm your participation and begin the survey.

About this research

Khaled Ben Milad, a PhD researcher at the University of Swansea, UK, is conducting this
research. This survey is a part of the PhD work which aims to rank the output quality of
FOUR MT (MT) systems [GOOGLE TRANSLATE, BING MICROSOFT TRANSLATOR,
YANDEX TRANSLATE, and LILT TOOL] in terms of Arabic<>English translation
according to TAUS quality evaluation criteria: Adequacy and Fluency. For more information
regarding the TAUS quality evaluation criteria, please click on ' i ' at the bottom-right below.
Instructions for applying the criteria are explained below at the top of pages 3 & 4. There will
be 4 translation samples for the Arabic to English direction and the same number for English
to Arabic. The demographic information on page 2 is being obtained to better understand the

users of the MT systems only.

Supervision team

Supervisors. Andrew Rothwell (a.j.rothwell@swan.ac.uk) & Maria Fernandez Parra

(m.a.fernandezparra@swansea.ac.uk)
School Research Ethics Committee: COAHresearchethics@swansea.ac.uk

If you have any questions about this research that have not been answered on this page,
please contact the researcher on the email: 882922 @swansea.ac.uk

Who can take part?
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The survey aims to collect data from professional translators - anybody who may be either a
freelance translator, teacher of translation or advanced student (MA or PhD level of

translation).

Participants' information.

Participation in this survey is completely voluntary. Participants are free to opt out of the

research at any time without prejudice by contacting the researcher and asking to withdraw.

All data supplied will be stored securely, anonymously and confidentially; the data are
expected to be kept for a maximum of one year, after which they will be deleted.

By ticking the choice (YES) below, you confirm that:
(a) You have read this information above and understood the purpose of this study

(b) You have read this information above and you are one of the categories of participant that
the survey aims to collect data from.

(c) You understand that all data are anonymous and that there will not be any connection

between the demographic information provided and the main data.

(d) You understand that there are no known risks or hazards associated with participating in
this study.

(e) By submitting this questionnaire, you agree that your answers, which you have given

voluntarily, can be used anonymously for research purposes only.

*] confirm that I consent to participate in this survey:

Demographic data

Demographic data will not be used in any way that can be linked to the participants; the data
will be used to provide background about a participant. Please read the sub-questions below,

then choose '"Yes or No' answer.

*Demographic Questions
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Which category of participant are you? [a freelance translator, teacher of translation or
student]

Do you use MT systems to translate (in either direction) between Arabic and English?
Answer

Have you previously been involved in evaluating the output quality of MT in terms of

adequacy and fluency?

Answer

Do you usually edit the MT systems’ output?
Answer

Is the participant a professional translator?
Answer

Arabic to English translation

Please read the source text (ST) and the output of FOUR MT systems, then rank Adequacy

and Fluency on a scale of 1 to 4 for each, according to the following definitions and criteria:

ADEQUACY: ‘How much of the meaning expressed in the source fragment appears in the

translation fragment?’
1= None of it.

2= Little of it.

3= Most of it.

4= All of it.

FLUENCY: Is the target text well-formed grammatically "so that it contains correct spellings,

adheres to common

use of terms, titles and names, is intuitively acceptable and can be sensibly interpreted by a

native speaker”?
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1= Incomprehensible.
2= Dis-fluent.
3= Good.
4= Flawless.
ST
Ol sinne ae Al puall g Baall Cun (e 03¢l al (5 s I Cilia 5 Al () S| Cilial
Lzl drg )Y ALY DA agra Linaia) Cpuadal jian G ) S,

Output MT 1. [Added I think the relationship has reached the level of what we see in terms of
honesty and frankness with officials of Korea the Democrats we met with them during the

last four days.]
ADEQUACY
FLUENCY

Output MT 2. ["I think the relationship has reached a level that we have not seen in terms of
honesty and honesty with Democratic Korean officials we have met with over the past four

days,"” he said.]
ADEQUACY
FLUENCY

Output MT 3.["I think the relationship has reached a level that we have not seen in terms of
honesty and frankness with the DPRK officials we have met with over the past four days," he
added.]

ADEQUACY
FLUENCY

Output MT 4.[I think the relationship has reached a level that we have not witnessed in terms

of sincerity and sincerity with democratic Korean officials we have met in the past four days.]
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ADEQUACY
FLUENCY
ST
B yemall 138 b cadile Al anall 5 € Al il gall (may o GLEKY 13 gl
Ll e s o133 Lo ) gualionl) dudlial A8SH delatll Lgal g o sall AIST ) 5,

Output MT 1. [He explained this discovery to some of the mammals of great size who lived
in this era may be carnivorous and have the courage to compete with dinosaurs for food and
knowledge.]

ADEQUACY
FLUENCY

Output MT 2. [Some large mammals that lived in this age may be carnivorous and have the
courage to compete with dinosaurs for food and living space, the discovery said.]

ADEQUACY
FLUENCY

Output MT 3. [This discovery indicated that some large-sized mammals that lived in this age
may be carnivores and have the courage to compete with dinosaurs for food and the place of

living.]
ADEQUACY
FLUENCY

Output MT 4. [The discovery said some large mammal animals that lived in this era may be a

meat eater and have the courage to compete with dinosaurs for food and living space.]
ADEQUACY
FLUENCY

ST
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Wamaa () 4S5 ) adaiost W il i gl () (e yral W)y glEES () (S W i ) () U
et g

Output MT 1. [He said that Uganda could not negotiate. I'm too young to negotiate you can't
be weak and negotiating.]

ADEQUACY
FLUENCY

Output MT 2. [Uganda cannot negotiate. We are too small to negotiate that you cannot be
weak and negotiate.]

ADEQUACY
FLUENCY

Output MT 3. [He said that Uganda could not negotiate.We are too young to negotiate that
you cannot be weak and negotiate.]

ADEQUACY
FLUENCY

Output MT 4. [He said Uganda could not negotiate. We are too small to negotiate that you
cannot be weak and negotiated.]

ADEQUACY
FLUENCY
ST
Lodie 1994 ale x5 (pun gual) Casion (8 A ik e il slale A1 ) Y
L g 551 aein Ladsi 892 (32 (M o) Al je¥) salalil) a8 S je (32

Output MT 1. [Recall that another tragedy resulted in heavy losses in the ranks of the Swedes
occurred in 1994 when the boat sank in the Baltic Sea, which led to the sinking of 892
people, including 551 Swedes]
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ADEQUACY
FLUENCY

Output MT 2. [The last tragedy, which caused heavy damage to Swedes, occurred in 1994
when a boat sank in the Baltic Sea, killing 892 people, including 551 Swedes.]

ADEQUACY
FLUENCY

Output MT 3. [It is noteworthy that the last tragedy resulted in massive losses among the
Swedes, which occurred in 1994 when a boat sank in the Baltic Sea, which resulted in the

drowning of 892 people, including 551 Swedes.]
ADEQUACY
FLUENCY

Output MT 4. [The latest tragedy caused heavy losses among the Swedes in 1994 when a
boat drowned in the Baltic Sea, which sank 892 people, including 551 Swedes]

ADEQUACY
FLUENCY
English to Arabic translation

Please read the source text (ST) and the output of FOUR MT systems, then rank Adequacy

and Fluency on a scale of 1 to 4 for each, according to the following definitions and criteria:

ADEQUACY: ‘How much of the meaning expressed in the source fragment appears in the

translation fragment?’
1= None of it.
2= Little of it.
3= Most of it.

4= All of it.
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FLUENCY: Is the target text well-formed grammatically "so that it contains correct spellings,
adheres to common use of terms, titles and names, is intuitively acceptable and can be

sensibly interpreted by a native speaker”?
1= Incomprehensible.

2= Dis-fluent.

3= Good.

4= Flawless.

ST

De Villepin also said that the number of practicing Muslims in France is in about the same

range as for other religions, in other words less than 10% out of five million people.

_@@ﬁ@}@u@d\@meamQi@id\égb&:\é}auﬁoﬁmmwiw% 10 (e
JE a8 s ¢ s AV ) Jie 3.1 MT Output

ADEQUACY
FLUENCY

(5A) 5 lns ¢ AN lall Al Ly 55 U s 3 L i (3 Oy adl Opalasall 230 ) (il 53 S5 LS

oadd e el G e Bl (3 10 e J81.2 MT Output
ADEQUACY
FLUENCY

Lo o L (8 O sled) el 230 () Ll (53 JB LS (ad adle Fasad uaal (e 7 10 (g0 BT 5 5
8ok ¢ s AY) Ladl Al Wy & 3l (i 3 MT Output

ADEQUACY
FLUENCY
bl 8 dgle ()5 a3 GBlail (i 8 L 8 8 Aiga () ga slay () Gaalusall 2ae of Ladf caild (g0 QU

o e el (e 3L 3 10 (e BBl 5 AT 8 s s s ,2Y1.4 MT Output
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ADEQUACY
FLUENCY
ST

Orejuela seemed quite calm as he was being led to the American plane that would take him to

Miami in Florida.

Y 5 G el 028 ) Ll (e A DS 501 il ) sl (g mn IS LS Lalat Aala <oy DUy g 5
lu )51 MT Output

ADEQUACY
FLUENCY

Ja) A 5 A alae ) 022l G Lils e S A paY1 3 Al ) 4l (5 e S LS laa aala Orejuela
.2 MT Output

ADEQUACY
FLUENCY
Loala a5l & alae ) edalin Al A, Y1 5 il ) 5 shy S 0¥ Ll 1"Orejuela 12,3 MT Output

ADEQUACY
FLUENCY

(12 518) A ((olae) ) eaalins 3l 485 a1 5 yidall ) o iy (1S Lai Ll Lsla 1y Orejuela.4 MT Output
ADEQUACY
FLUENCY
ST

The statement said that the Arab taking a position, especially its intellectuals and thinkers, is
a historical responsibility whose surrender is a surrender of the right to expression and a

betrayal of every message and value, spiritually and culturally.
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o aSbainY) Al Ads HUl A g gusal) a0 SEall g pifiall Bald g ¢ 8 ga AN Ay el ol plall JU
Ll 5 Lm gy Aad Al ) IS e LAY 5l (8 el DL¥IT MT Output

ADEQUACY
FLUENCY

suadll s e JOL e LeaSladial () Adn 5l A0 g puse 4S80 g 4088l duald 5 (a8 gal o pall AT ) Gl JE
LalE 5 L 5y A g Al JST LA 5.2 MT Output

ADEQUACY
FLUENCY

O JOU s LeaDlatiasl 5 ¢ Aody )8 A 5 5ue ¢ (g )Saall g Cpaifiall duali 5 ¢ W g (5 538% Cpdll el 0 Q) JU
Ll Lis g ) A g Al ) JSTASLA 5 i) 8 (32113 MT Output

ADEQUACY
FLUENCY

ol G Ball () saluinn cdod 5 A g e ¢ Sl g ySaall Lagus W 5 ol g0 0 5335 cpall el o) ) J&
4 MT Output. L5 L 5 )5 Lgiad s Al ) JSV Al

ADEQUACY
FLUENCY
ST

Kenteris (31 years old) and Thanou (29 years old) missed a drug test on August 12 on the eve

of the Olympic Games in Athens, saying they had been in a motorcycle traffic accident.

Canla 84 )b a5 o clS el DU ¢ Ll 8 4l V) etV ddie (T 12 8 @l paad) jlis) e e (Lake
<3229 (Thanou) Wle 31 (Kenteris. 1 MT Output

ADEQUACY

FLUENCY
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Glal¥) 3 90 Aplie Gulane /) 12 (A ol sl ge Luad (Lle 29) il (Lle 31) bl 1S
Ul clalall Je o Galad Lia et Legd) (S e Ll 8 4al W12 MT Output

ADEQUACY
FLUENCY

Ll 8 dal oY) el dpdie udane ] 12 & < s il e (Wle « 29 (Thanou s (Wle 31 (Kenteris
Lol Aalya e g5 e Galal L i lagd) (plilE e 3 MT Output

ADEQUACY
FLUENCY

Clal all 38 ja Cuola 8 LIS Lagil, 4 30 (Ll 8 G 31 el dpdie (adane | 12 8 @l jadall jlaial (Lle
45,129 (and) 4w 31 (Kenteris o\S 2 . MT Output

ADEQUACY

FLUENCY

Thanks for participating in the questionnaire
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Appendix Three (3): Experiment A (segments including a move unit)

TM Input

3WSL (word-sentence-length)

Lad gDy J5b oy

Obaay )5S b dal o

Il iy 3 yal

1) 538 () oS

4WSL

A | e &3S 5aY,

B)@Oﬂﬁb)oi@ﬁs

i) ) 5 4 gl alas

las Sy g sl g2

lae Ly Jee Hg

8omS el Qs 4s)

o SEL g aly Gaasy

267



SWSL

Jaall sy Al Jlay Flasiuny),

Oladae ) JMA B panll o) ) 8 g3

1 sl Ll o) giaY alladl &ty

Looe 3 i balle sl aal i

To 538 gy Lusi b 8l i Chrglion

A5l a5l S Sl () gl 205

g ) AU ] g U g o

Oalisal) 338 LU CUad Jassy

OtV (3 g8 o JY1 () s iy

) (yml yal ¢ s )y IS,

6WSL

S5 pge 5530 (38 s iy

e e Ll s Ll Wl ol cldy

Saad) ALl 5oyl e Sl SIS e 8 5
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sl ) ) Cuadll dagal 33 datud

osaall e add JS a1

&I 85l o sas aa S e jlaly

AT b e sl (e s

el iy e A gl LS LA

Oty (5 siay (3 Aaallall A Y el

M\Q&@\wa)ﬂ\c}‘)ﬁ

TWSL

3¢ g lUadl dll) lae Lusall Adis ) ) (a jiad

pal) & san¥) QB plandd Gl jean (el Jiias

838 gl Gl (558 a0 il 2

G yad) 488N Aeale il JlEaY) Ul jul laas

A Gy el Taas Tadle (5 g B

aadl C¥Ua e 1 jkaa Do gl 31 5all 4a) 58

um‘é‘)\‘)}:\.u\.}‘)&ﬂdﬁ)ﬂ\mm
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QS\A‘)!\ C\).ua dlkﬂ éd\..'\ﬂ\ ;\.gd.\@J\ k"_l\}ﬂ\ ?;Lé

Gl sanlle 5 Sllee (i 8 LAMe (5

:\..k:\_)ﬂ\ JJL&A¢LSKA\L)A;\£_)¢AAJ‘2A‘5SAJ\ J..JAE

ciliall (e 3 3al) 53 el Apnglall Aleal) 4nl 55

5 3h el i S L g LR 23

S o B (a5 L) ) s ooy

8WSL

w\@kﬁ\wigngﬁyc‘#\mﬂjﬂw

A Y) CLATY) 8 S5l 48 (5 e sy

aansall JUlaY) Cula Aauzad & Cpuadd Guall aand

el 3 a8 Al Hlall o gagn (ules 2003

L35S sl e dlm o 53¢l e Leaibal s (ol a3

Obian ) (A Ao a8l Gaaliall e geall (s Hl) ey

O el EGla b all dabisa 31yl (ol

L0 ) 8 5 g e e ol gdeal iy

el o acy allae | L) ) i aliag
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By 35 Tl s L Tyl e ) el i

Ol aSa Can deually arin ,Y) QUSH Ayl e

ol 3l &g 58 aaa (liuiladly siall il F ) el

bﬁ)ﬂ&)&iiﬁ)&@ﬁjw\@\)—y\w\aﬁ

Y e Lapeay Gl yall (o oY) ddad i

Oois Al das cals 8 ol Jls 5 (50055

Al 5l Aliall s 58 )l 2l o agfie sl alay

9WSL

e 358 Jlee)sale) paisay LS jlie Ay gaidl (e

O shaal) Gandall dpuad ) sty 43 gmaalls o pemaal) g L gl el jall Gy

sac Al audatil Aali Ak ge e Ads Ao i) (3) jall ae

Aalall et 3l el il 8 Amal s Ol ) (A (5 g 90 g

336 (e il gy )l gy da sliall A8Me Alaal) 4o gSal) i

] pe AL lalaall J88 s (g gd) il iy,

el dm Lea ) sam dlaad o (il ALl Ly )5S 20

T al) LS sla] e s (i eyl i iy
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L;JA\ZJAﬂ\u):cAL@J\)\P@LLJJA\M\W

. B

Ol Jals Cudaill ) sea (e 4K jaY) g laall 3 ) 35 Rl

Gl pa QIS L Ol saall Gt A3l gall Ailiad) daSaal) g

0 o le S plasid Ll L se 5 o

Glaly il 5033 (8 Ll s (S 581 ) 8 5

Calall J5 33 O Aadlall bl e 4518 & 53 T8

EBAS ja e 185 B 7 sn (SoeY) Cgmadd) il

eimd) ol pall i) ilalaial saiiall Lea g Sl Wliadll Guadtd

10WSL

el B LU S L) <l jaiand Calgy yal sl Gaal) Haay

s e Basasall JBY) pran BTy pean (M g s el e

e o Jal ) gl adidiall e Y1 Sladial Wl oo

Loy sms 5 Banvial) LY gl BB 50 e sl 2y

Slloans pall o 23all 3 LY e i gl s i) g Uil ey
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Lah gl alladl Caagy aall ae ) 6l ) ¢ Uil S5

Alal) AUaill Al Aglay g agibal gay (el ye Uas SIS,

Ll Al e g slSE Al day A3U3Ne ) Gj.u\_).m\]\ Aabiad) iSa sy

Somlen asas (e gains (5l shall Al a5l Gadi )y Ol

da gl 8 4 ) dadll U s Cliane 4y jeaall HLAY) dina 20,

eIl A LAY 8 1aaae 3l AEUAN A gal) QIS )1 (363

slaall Ao o grazall ) 55 (e Baaiall aaDU dpan 5 58 H3ay

32 8 U Clilee (o 81 puY) Ghanll 2l 5

o) alladl jaaliia e el Cald 11 Jas ) &l geal) e
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Appendix Four (4): Experiment B (Segments including a three-operation edit)

TM Input

O ko sl 038 (S (3

Jaall s yite dllise Jay Flusiny),

Cralisal) 308 Jasay U LU,

Oty ylay Alal) s2a Ga8aT:

Jaalls yfte e Flusiin¥),

Oalusall 328 Jaay LI,

RETRANEFAIRIOU T ICHT SR,

Janlls e Allise Fluiia) Jlay 5 53,

Crpalusall 38 Jaysy LU s (5 53,

s s S 038 (35 3

Janll s e e Fluiin¥) Cona,

Cralisall 308 oy LU (53 58,

Ol Y & S 4 i 4o 5 L8 ) e
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Aty jlaall aia ol Hhaa a8 518

AT Sl jalae (ol () shaans OV adl,

O ¥ Ay S 4y juda 4 5 J3) e

Al Gl alae (gl () s agil,

Andi jlasll aia ol a8 I8

OlY A Sae 4 i daa i J) sl L dlaa

Al Sl jalae gl () fains il OV (Sa,

JJ;J\ JJS\ AJ.»A\JAAJA.\AM QUY)M ‘;L‘- 4.}_)5.».«::

Ol Y A S 4 i das 5 il (32 8¢

AT &l jalae (gl () shannns agil Jlay

_)J;J\ JJS\ de\y\ 3aaiall Q\.\‘}f}j‘ d.k.}

3Ll daalay ( Jsall 23le B S e ()5S A,

iliall (pe 2 3l 4a 58 5an gal) Alaad) Fya il

(‘AM\ ‘f . .”J !S\ i :.n cﬂ S. :...~.

5l Gaalay Jgall aMe S S e i
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Glall (e 2y dall An) 55 8as gall Apandal),

?M\@M\M‘C‘MWJLJM

5 M Rl L pall We D S e A & sSin (31

Cilall (o 2 el Al 53 Bas gall dpadall) dlaal) () S,

WOl b iadaddl) Gl e Jinii Alec,

5l el sl e S e e,

Cliall (e 2y jall 4 5 50a gall dpadall 4 Sie

Jal se 433 e adal) Adpise Cliad) ading alai;

Taaa ey cf“}éj‘ 4 gl ta.}\ G el Cheadtind s,

elua a.u.ﬂ.u]\_, WLlua a_).&u\ aclll O (aﬁu '5_)\.}_}5\.

s e 233 4508 0S5 LU Jamg S,

Jal s 233 o g8l Zss i) ols;

Aliie Tyl 3 ) 4,5 S 5 U S,

e IS (A sell dan il Lial ol gl o3,

Jal s 3330 o gdall Rsun lBUal ol daing Cinar

Uie Alae i i) 4803 adlS 5 g Ul S Jay (33 5,
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e IS ) sl 1) Lol 0l gl 228 Chendin ()5S,

Jalse 4330 e bl Aswen U] LS Jaal;

Alkhe Ffae 53 ) 2,5 S p U Sy

e U Al sel) dan 5l Lol @l ugaill o3a i g,

L le 14l ol 300 o2 ¢A88) jusedd dians ldadll,

Sl el 8 @ 5 pe 2T Ae s Ao Jazy s i KU,

=199 Call Flae Aasa (parn ) 2 b5l s S e

e IS Al Lyl Apladl) collali) 5 A3l W) padins i,

sla Ll o LS ¢ sty b sl il gl elime ] o jallt

=Y Gl dlas Alans e denll = 55l S

i < A0 Loayl duladd) cullalll) g 33e ) culiua,

ks Lail LS (sl el il 5l

i < Al Loayf duladl) collalldl) g 25l ) el A (3 8,

I sla Lol an LS ¢ sllay ol jaal) b gl oall slime ) sSaul
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e (<5 3K Taayf ddadl) cllalidl 5 25le ) il 3y Sue,

sl Lol o LS ¢ sy el (ke gl ol & oS
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Appendix five (5): Experiment C (Segments including an inflection verb affix)

TM Input

3WSL (word-sentence-length)

3a[—]

L Sl ) ey,

S A sy,

3b with

Ol el Gy,

Sl ) Gl

3c no

s e QY A,

=¥l e,

3d []

I3kl syl T,
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%Jm'&d,pd\c_)ﬁ.

| Ssa a5,

3e[¢\_
ol AL i,

350 sally s ) an 4,

4WSL

4a [ =]

JPALEN{ UGNy YR PKTY

gkl il el sy,

Al L =Sl e,

4b with

i gl aal e Ol Sy,

S s a8

bJ\SﬁL_\ ‘)3.1"‘93 Q;L} fLu;

4c no
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ol (Al s,

Dtaall el yglan e,

Al a3,

ad [—]

belen 25 dnanll oo,

Aliaa Aa ) A3 a5,

SRUERREECST e}

4de[——]

NS TGRS

ALl sakal) slial) cuy

ALy ka5l Al gall ctal,

Al L g3l da gl b,

SWSL

5a[—]

b 7 el culall Jalall o iy,

| e oaly I all ) ki
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o e Ol s (asdy,

5b with

4835 501 Sl (3l G,

Adlall e ) da ) Sl

Az dgih u\.;j\ Dl Ca e,

5c no

3l Alle. o calldal) (S,

5d [—]

aaadl (s S e Baall (ulas,

ELA;;Y\ PR o 3 yall jasi

O _raiall Jsany 400 Y1 AaSaall e,

Se[—]

Al 8 il 5 sl U pall e

A0S 5 a ) ) 3 jaliv cands,

Uil 18 5 5k 580l Cn,
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6WSL

6a [ =]

pndadll i 53 e Ja S

elaiy ualh ool JS1A08IS0  paall (8 yuay

Aol iy pall G ) s a3y,

6b with

aizall (e jLiiall 28 ) (I Canss,

Adalus sl & grae Alilia (pa yaiall a5 G,

6Cc no

0 S gl 5 03800 el 33,

Aaciall Lya gy Canal) Gpunall Zill 8,

6d [—]

Baaaie Sl ol sall oy o jall Caaas,

4alisal \Q\j\iﬂ\w&)ﬂ\ T ye s,

Al acall (el e 5 ) 5l G,

6e[—]
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b s ) A<l QYY) e,

1y Wl U 555 ]} Laleal) Cam 5

el a Yl Adiasnl (e |y 55 Ailanall Cuedi,

TWSL

7a[—]

3 ) dadll Jlae & liiall ko gll 28 1) yuany,

&uﬂ\jM\jum\QwumAJ)ﬁéuM

g Ly oam el im0l g Uil 2gy

7b with

Omdall e Ay jall A8 Al ol G ) auad,

3883 55 yeaiie dlal il J) e 2041 O,

A Hal¥) pe a0l Glaal Ll

7cno

Crrmriall (e 4 3l A8l (gadil) s ) acad,

Aa g5 paid :‘_’\A\ oy g J) g Ay gl

A sial) pe eal) ol laall Ll
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7d [—]

daal) o gy 3l Ay j3 3 a3 jilusall jaad

aniall (g il EY) atas JAY) dasSall 3as,

Sl 3l (g Baa) sl il iy s,

re[—]

adl 1ae s Liles Lea &adl & jaa,

dpadll G pdmy  calaall LaasSl 5 ) Cidas,

b ol SaBY) 8 Ll B g hell Alaad) s,
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Appendix Six (6): Experiment D (Segments with Hamza marker omission)

TM Input

3WSL (word-sentence-length)

Removing a Hamza of Alif in an initial-word position

Uridio Jasil) la,

Removing a Hamza of Alif in a mid-word position

B yalealls dulle il

Q\E:ﬂaﬂ\ K] c\JY\_

8 guall 20 ALY,

Removing a Hamza of Alif in a word-final position

ol 5 i),

glogaY) g gl
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L 3 e hal ol

4WSL

Removing a Hamza of Alif in an initial-word position

35l sl ¢, Al

e Y oYY,

Removing a Hamza of Alif in a mid-word position

el ApBluY) Amg Ll s,

Gl ity ol ),

Al mnd e sSall LYY,

Removing a Hamza of Alif in a word-final position

A glaal 1S ey Uadl)

3l egli o) 5,

Gl o Ay yadl il sl

5 word-SL
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Removing a Hamza of Alif in an initial-word position

Jas AalSa il chnll 3 s,

é\‘) ‘5.‘.@\...3) C.ALJ‘)J e Sl elaal,

Removing a Hamza of Alif in a mid-word position

's,u\ JS\ (G a3l kL,

Bl Jead) e ALY @Al

Removing a Hamza of Alif in a word-final position

sl U] xie cady Lakall,

ol & slall 1oy alusall L 53y,

Bedll 5 ysdiall cala xidy

Barall (e el sedl 3 yha gdal),

6WSL

Removing a Hamza of Alif in an initial-word position

eliadll T | e Ailcad)) dasal) cisllal,
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48 uall Sl 4l g2y agiall i yie ],

ey 5 3la Y saxall Clbac| il jel,

Removing a Hamza of Alif in a mid-word position

il 3yl elaialis oy Ll (3llia,

Ll e (o LSO (S 0,

pladall jalias e ol ey U,

Removing a Hamza of Alif in a word-final position

¥ el e agd geand (g aiall WIS,

Al U..)SJUIS\ DJYJ (e x_f!\ J oy,

laa Jize G seay (plaal) e ald,,

el ) 53 ol il pia sl

TWSL

Removing a Hamza of Alif in an initial-word position

Al e dadia Y el 4y il dmanl) cgis),

> ;‘_;m Sl AR Ja8 3 el gl

Ll U8 gy oaiy ¥ JakY) e,
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Removing a Hamza of Alif in a mid-word position

hiiall o el Aled aa lEaY el Jaile,

Ol g Cas el 2 Ol Al il 8 Ay,

IMally AL Ll A 53 3y 53 AadlSa 5] yal,

Removing a Hamza of Alif in a word-final position

slaise (3aaal il ghad Leayi (;3 3 glady |ty

Sl Caas Gl 5 Y (Gilall biay,

TalaBY) e Y delia 5 Jlaidl ) sl

A Bl s g 3l Blad) ladle aaf as ),
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Appendix Seven (7): Experiment E (Segments used in a TM test translated
using a MT system)

MT Input

3WSL (word-sentence-length)

b g3y iy J sl

Olan ) 4a) 51 (5 55S slu

Jisballs 51 ya) iy

[BYECPE pupe

[EEPRVEEN

4WSL

Al ) e Y1 () sSh

c"&).'ano;ﬁohé:d\.u)

las Sha o g 5l

e Uysw Hsndse

8mS Ll 4l g i)
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o SEh s sy Sy

SWSL

(Jaall s yite e pluiia) Jhy

UL*AA)&JLT’)A’J\“—‘Q}SU\);’}

\JJ}SSJY\ )Lﬁﬁ\ o giaY cﬂ);lj (JL:J\

Lo s balle aal iy cpail)

o 538 g5 L )85 )l Cagliany

A5l A 5l S Sl 2 ) )

g ) ALY a6 oI

Cnaliaall 3018 Jasss LWL ilda’

i G s ey s SY (s

) Gial el RISy (sl

6WSL

S5 e 58 Jies 81 e

e o Ll sl aldy Wl |
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3008) Bl ) e Sl S5 (S5 e

2aall UJ:\\)M\;“ Caaill dagal axind (3=

Jsasl) Lo padd JS )

&IV a5l o sma aa g sl S

AT A el) L

el iy e 55 A sl A

Ol (3 sba (39 gali dddlal) A 3Y)

Aaliaal) Bl Hedai g glaill ~

TWSL

Ol bl Conl) e Janii a b

8¢ g ladl dll) lae Lusall Adis ya yiad J10) sl

Pl & o) B Cplandd s jean Jiiag el

838 Gl sa e (558 20 23 Sl

T yad) 4880 Aaale (il JliaY) Hland Jil yu

A Gy el T ladle B (5 g

aall VUa e T jlas aa) 68 400 sl 5l
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Gl ) g Al ) il aatin (g pal) ae

i I 1 s 3Ll (3L sl il ) 3l

dic) @l e sl e yiad Ay el G Sall

iliiall e 2y ) da 5 53 gall Lundil) Alaal)

8 3 (om el Blin 23y (AL Sl Ll g Uadsl

S g0 B iyl 5 L) o) (il

8WSL

iadandil) 2l ) ALl g ne 5500 1 jal) (pand Sy i

Al Y LAY A aSsall ) 4] sy 6 g 5

passall JUlaY) Cads b Cuadld aded Guall

el 3 a8 Al Hlpall o gagn 205 (ales

LSS Gl s s sl e Lkl g Caa (UL

Obiaa ) (A Ao a8l Gaaluall ey e geall )

Gl el Gl b B aali dalisa 31 )

A V) ) 3 g sas sa o aaiy dlad saeal
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bl 2 sy allee | Aty LYY s jaise

B3 38 Al b T 2t ol A ALl

Ol a8a iy Fadeally s Gania JY1 LS dday

) 3ei ) 558 maa ) a3 Gliudladly il < g8

L (5 A1 3 0 25a3 el sangall el ,Y) Aall)

eI (se Ly ziad (3 el (e ool ddad

syl s (500K s Gl Jls

Al sal) Aflall ani by 58513 w3l yas agia J sl

9WSL

H‘_ga_).c ‘)LA.GJBJLGJ _}AJ_}AJ\.Q_\SJLLAL)MLAM\

O shaal) Gandall dpuad ) sty 43 smaally (y pamaall gl gl iy el )

sac i) aaiil Lali e se e 43 e ) ae 3y Gl al)

Aalal) et 8l sall ¢l 8 Anal sar Ol (B gy (5 m 50

336 (pa cuiillal &y ) gacay da liall ABMe 5 ALY A Sl

() e AL Clalaall 8 s sy (5 gl G M)

Gl a3 ) sm Alead s (s g Aglledll ) S
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Ty al) RS sla] ol (2 s el e

A1 e dll i ae Ll ) sa dpeiad Ay 5l ASladll

Osand) Jahy (] ) g (g0 CRESTAS) Y g a5 )

G ail s QS L Ol gl () agi 4] gal) Alial) daSadl)

058 6l e S alaaial et Liladly Qb se

Gl oally Rimlia s )5 (o8 5 Laby sl (S 5a1 (ot

caalall Jg 3 J8 Aaslal) 1,8 Adidl eV A gl & jy

cBAS ja e g i Jiie ) sa (So e G saadl)

i) bl sall Elis) lalaia) (el siiall Lea jlay il Lloaill

10WSL

el B LU B L) <l jaiand Calgy yal sl jaan Gl

s e B sl JBY) paea 3555 pean I (e g sl

o e ol ) agd 4l e SY) Sladia) Gaon L

Lysme 3 Bl UL sl Bl 2yl e shad 2y
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il 3all (o 2al) b LY e i gl ey i Y g Unil

b g ) allall gy ) e o S5 gl g Wi

D Uil Al Ay ag dsidal sas IS (al s Sl

L A0 (e (5 5SS apdi aay A8e ) Comany Ll Y sl CiiSa

Sotlax asad e saiys cs )l shll Al Glay U o] ) Gy

Aa gl 8 gy jal) Al J g ilidars 385 3 el HLAY) dimia

eIl I LAY B laaaa (385 3, A8LAI A ol S )

slaall e Jagraall 0yl 35 (pe Hdag saaiall 4Dl dan

z;z:gdzﬂ\aum, e Al "@p\y‘ghm,_ \auﬁ:‘;ﬁ

o) alladl ualia (pe apadl ciled Gl 31 Jia < seal
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Appendix Eight (8): Reference translation extracted from LDC (Linguistic Data
Consortium) corpus “Arabic-English corpus LDC2004T18”

Source Arabi

Reference English translations (LDC corpus)

Q1 ssie) Gilal s | R1 | He added ‘I believe relations have reached an unprecedented
A ol level of truth and openness with the Democratic Korean officials
& Slas we have met with over the past four days.’
ol (6 sia
(woxdi | R2 | He added ‘I believe that the relationship reached an
Guall G unprecedented level of trust and frankness with the Democratic
&edal pall Korean officials we met during the past four days.’
Gx0sS | R3 | He added ‘I believe that the relationship has reached an
Bt cpel s unprecedented level of honesty and candor with the Democratic
A OO agne Korean officials we met with during the past four days.’
dualall dayyY)

R4 | He went on to say, ‘the relationship, I think, has reached the
level that we’ve not seen in terms of candor and openness with
the Democratic Korean officials we met over the past four days.’

Q2 | ' z==asls | R1 | This discovery reveals that some large-sized mammals which
pan ) SLaEsy) lived in that era may have been carnivorous and brave enough
dpall il gl to compete with dinosaurs for food and living space.

S aaall 5

& «dle | R2 | The discovery revealed that some large-size mammals that lived
AT (S50 jucanll in that era may have been carnivorous, and brave enough to
Lezals psall compete with dinosaurs for food and living space.

PREIIN|] Al

dadlia R3 | This discovery revealed that some large mammals living during
e Gl salial that era could have been carnivorous and may have had enough
OlSas ¢)azll courage to compete with the dinosaurs over food and shelter.
YIRAPON|
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R4

This discovery revealed that some large size mammals living in
that era could have been carnivorous and brave enough to
compete with dinosaurs for food and living space.

Q3

R1

He said Uganda cannot negotiate. We are too small to negotiate

... you cannot be weak and negotiate.

¥ o<l adan | R2 | He said Uganda cannot negotiate. We are too small to
OS5 ol ki negotiate... you cannot be weak and negotiate.
sl g lraia
R3 | He said Uganda cannot negotiate. We are too small to negotiate.
You cannot be weak and negotiate.
R4 | He said Uganda cannot negotiate. We are too small to
negotiate... you cannot be weak and negotiate.
slle J3l ) Sy | R1 | It is noteworthy the last tragedy which resulted in a huge
Al e Gl Swedish death toll was in 1994 when a boat sank in the Baltic

Cand g Gy gl
Lexic 1994 ole
S e 32
SRV AR I
3 Al sl sl
petn Lad i 892

L s 551

Sea, killing 892 people among them 551 Swedes.

R2

The last tragedy that caused large scale casualties among the
Swedes took place in 1994 when a ship sank in the Baltic Sea,
which led to the drowning of 892 people, of whom were 551

Swedes.

R3

The last tragedy causing mass casualties of Swedes happened in
1994, when a ferry sank in the Baltic Sea and 892 people
drowned, including 551 Swedes.

R4

The last tragedy which resulted in enormous losses in Swedish

ranks happened in 1994, when a ship sank in the Baltic Sea,
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Swedes.

leading to the drowning of 892 people, among them 551

Source- English

Reference Arabic translations (LDC corpus)

Q5

De Villepin also said that
the number of practising
Muslims in France is in
about the same range as
for other religions, in
other words less than
10% out of five million

people.

R1

L g (s laa) (bl 2o () Liagl Ll 90 JU
9% 10 (e 8 6 AN JLal) ool Aag Al Ly 58

Q6

Orejuela seemed quite
calm as he was being led
to the American plane
that would take him to

Miami in Florida.

R1

A Haa¥) 3 pilall ) o) Ladie Liala S g ) g

sl 5 ol () i,

Q7

The statement said that
the Arab taking a
position,’* especially its
intellectuals and thinkers,
IS a historical
responsibility whose
surrender is a surrender

of the right to expression

R1

agaifia Aali 5 all U (e i ga 3T o Gl e
el e oW e JOW IS Aan )l A g e aga Sda g

1 Although this is not grammatically correct English, we cannot intervene in the corpus sentence.
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and a betrayal of every
message and  value,

spiritually and culturally.

Q8

Kenteris (31 years old)
and Thanou (29 years
old) missed a drug test on
August 12 on the eve of
the Olympic Games in
Athens, saying they had
been in a motorcycle

traffic accident.

R1

g sl o) Lile 29( 5 5) Lale 31 ( L i€ alas 3
mﬁ l . \/‘._I‘ 12 gé ‘ﬁ_ﬂ’ e “ Q; - :.S!X 'x
Lol s Ll (8 caadl ) dnal W) CladY1 5 ) 90 (331

A0 o s dualal s e Legily
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