Social Bots and the Spread of Disinformation in Social Media: The Challenges of Artificial Intelligence

Abstract

Artificial intelligence (AI) is creating a revolution in business and society at large as well as challenges for organisations. AI-powered social bots can sense, think, and act on social media platforms in ways similar to humans. The challenge is that social bots can perform many harmful actions, such as providing wrong information to people, escalating arguments, perpetrating scams, and exploiting the stock market. As such, an understanding of different kinds of social bots and their authors' intentions is vital from the management perspectives. Drawing from the actor-network theory (ANT), this study investigates human and non-human actors' role in social media, particularly Twitter. We use text mining and machine learning techniques, and after applying different pre-processing techniques, we applied the bag of words model to a dataset of 30,000 English-language tweets. The present research is among the few studies to use a theory-based focus to look, through experimental research, at the role of social bots and the spread of disinformation in social media. Firms can use our tool for the early detection of harmful social bots before they can spread misinformation on social media about their organisations.
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1. Introduction

Existing studies emphasise the value of social networks for firms and people (Leonardi, 2017; Candi et al., 2018; Mangold and Faulds, 2009; Sigfusson and Chetty, 2013; Williams et al., 2020). Product reviews through social media, for example, are becoming a rich source of consumer information (Moon and Kamakura, 2017). However, other research highlights social media's potentially harmful consequences for public discourse (Miranda et al., 2016). Information produced by individuals on social networking sites (SNSs), for example, has ethical consequences for business, such as spreading misinformation and compromising privacy, security, and trust (Nadeem et al., 2019; Wang et al., 2019). With new AI advancements, particularly the emergence of deep machine learning, we face new challenges; despite the opportunities AI presents for firms (Ross et al., 2019). Social bots within SNSs are autonomous actors driven by algorithms and software that post content on these platforms. Malicious bots are developed with the intention to harm. Research shows these types of bots deceive and manipulate the stock market and also influence social media dialogues with fake news and misinformation (Kudugunta and Ferrara, 2018; Shi, Zhang, and Choo, 2019).

Twitter has about 23 million social bots, accounting for 8.5% of total users (Lima Salge and Berente, 2017). In addition, over two-thirds of tweets come from social bots. A 2018 Pew research study examined 1.2 million English-language tweets over a period of 47 days. The result showed that 66% of the tweets are through suspected bots (Pew Research Center, 2018). These days, Twitter has become a vector for spreading misinformation (Oh et al., 2013).

The above indicates that a variety of AI agents are classified by unique functions (Russell and Norvig, 2016). The social actor, who enters the problem situation in interaction with others (networked actors) and with events themselves, works to set goals and find procedures that can
achieve the desired endpoint (Cantor and Kihlstrom, 2000). AI appears in different applications: information recovery, text mining, expert systems, machine learning, computational intelligence, computer vision, optimisation, decision support, and automation actions via robots or intelligent agents (Russell and Norvig, 2016). The latter is the focus of this study. These are the positive side of AI robots. However, we need to look at the other side as well. Social bots play vital roles in society; they can also be altered to perform a wide range of malicious activities targeting business enterprises, government agencies, NGOs, political parties and SNSs. Information and data manipulation is an example of the dark side of social robots. For example, as Kudugunta and Ferrara (2018) mentioned during the 2010 U.S. midterm elections, malicious social bots employed to support some candidates with fake news. Also, the debate on information manipulation has intensified today with bots in social media and increased cyber-attacks associated with the 2016 US presidential election. The allegations that Russia' meddled in all big social media to harm the US election and increase political or social discord in the US highlight that networked actors (humans, robots or machines) play important roles in framing situations for political gain.

Another example is Russian-linked groups, reported by the European Commission that tried to undermine the credibility of the 2019 EU elections by disseminating false information through SNSs to influence votes (Satariano, 2019). Another study argues some SNSs provide incentives for content contribution (Tange et al., 2012), persuading people to create content for peers. Social bots are also available to purchase.

There are firms active on the Net that sell fake followers to generate false popularity of a tweet account. As noted by Yang et al. (2019), people can buy fake followers at a very low price. The majority of celebrities are among those who purchased fake followers on Twitter (Yang et al., 2019:49). Figure 1 below shows a snapshot of a tweet in XML format. Our dataset's detected bot
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has tweeted 100 times, encouraging people to buy followers by offering them different sites to visit.

Figure 1: A hyperlink to buy followers

The examples mentioned above reveal the challenging side of social bots through the spread of misinformation via social media, highlighting the dark side of recent technological advancements. It is important to note that humans are also behind many cases of spreading infodemic or fake news.

To look at the challenging side of social bots, we use actor-network theory to support our argument describing how malicious social bots manipulate social media (Shao et al., 2017) and influence their audience. As such, it is essential to investigate how social bots impact people by triggering actors' actions in this context. We use ANT as a "toolbox to study meaning production, going from abstract structure - actants - to concrete ones – actors (Latour, 1996:373)." In this context, ANT allows us to understand better the relationship between actors, meaning production, or discourse, or text (Latour, 1996) generated by the socially intelligent actors through the machine and deep learning approaches. In particular, we are interested in investigating the role of agents (humans and bots) in spreading false information about various socio-political and economic events to influence public opinion on the Twitter platform.

Czarniawska (2006) noted that the notion of social had been extended from 'humans only' to 'all actants that can be associated' (p.65). The latter is the core concept of ANT, as articulated by Latour (2005). In this context, SNSs as a platform for social networking and knowledge sharing fits well within the framework of ANT. Couldry (2012) mentions, the new media whose history
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has been so important to modernity's shared world is a platform for transforming what was formerly called 'mass' media into the interface between person-to-person, person-to-object, and object-to-object (e.g., bots retweet other bots). Moreover, this interaction within the context of an interweaved network of objects and humans makes ANT a useful tool to study social bots as entities aimed to generate content and "interact with humans to emulate and possibly alter their behaviour" (Ferrara et al., 2016:96). Social bots are able to explore information to fill their profiles (Ferrara et al., 2016:99). In this context, using the ANT theory, we examine the role of social bots through the following research questions:

RQ1: What is the role of social bots in shaping public opinion on social networking sites?

RQ2: What mechanism can be used to accurately determine if the author of a given Tweet is a bot or a human?

We developed the paper by reviewing the related studies. In section three, we discuss the research method, followed by section four, to analyse the data analysis using the machine learning approach to detect malicious social bots. Finally, section five concludes our study with a discussion as well as limitations and recommendations for future work.

2. Review of Related works

Bots or software robots appear in different realities and arrangements, including social media bots, chatbots, and conversational AI. Bots play important roles in human life today. Different AI applications have been developed for industrial manufacturing, healthcare, transportation, aviation, financial institutes, and governmental and public initiatives such as smart cities. In fact, the emergence of new technologies as enablers and multipliers is the backbone of today's AI applications in that the Internet has made it possible to connect massively parallel AI systems to
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support these businesses. As mentioned earlier, malicious bots are explicitly designed with the purpose to harm.

2.1 Actor-Network Theory (ANT)

In recent years ANT has been applied in a wide range of scholarly research from Information Systems (Walsham, 1997; Mwenya and Brown, 2019) to Healthcare (Iyamu and Mgudlwa, 2018; Lutz and Tamò, 2016) business (Sarker et al., 2006; Effah, 2012; David and Halbert, 2014; Murdock and Varnes, 2018) and education (Fenwick and Edwards 2010) among others. Mwenya and Brown (2019) argue that a "Key tenet of ANT is generalised symmetry, which advocates that human and material actors be viewed on the same analytic plane" (p. 1). Their empirical study covering 36 recent scholarly publications in the IS domain shows that a wide range of IS studies has adopted ANT in several different ways. These studies highlight human and non-human actors' vital role in information management research. Iyamu and Mgudlwa (2018) reviewed big healthcare data from the lens of ANT. Using ANT, Lutz et al. (2016) investigate social and healthcare robots' role as a threat to patients' privacy within the healthcare systems. They emphasised that ANT is a descriptive, constructivist approach that considers the agency of objects, concepts, ideas, and the rationality of technology and society (p.2).

Latour (1996) mentioned that earlier studies of social networks, no matter how interesting, concern themselves with the social relations of individual human actors - their frequency, distribution, homogeneity, and proximity. But to do so, it does not limit itself to the individual human actor; it extends the word actor - or actant - to non-human, non-individual entities. It does not wish to add social networks to social theory but to rebuild social theory out of networks (p. 369).
As effective multipurpose communication platforms, SNSs such as Twitter, Facebook, Instagram, LinkedIn, Myspace, and others play important roles in our daily lives. Christakis and Fowler (2009) view SNS as "a kind of human superorganism. They grow and evolve. All sorts of things flow and move within them. This superorganism has its structure and function, and we became obsessed with understanding both. Seeing ourselves as part of a superorganism allows us to understand our actions, choices, and experiences in a new light" (p. xii). In this study, we view SNSs or social media in general as a collection of human, non-human objects as detailed by Actor-Network-Theory. This view supports us in understanding the role of social bots in spreading misinformation, rumours, and fake news within these sites and employing mechanisms to detect them promptly. This study debates that AI are integral parts of ANT. The integration will help us understand better human and non-human behaviour when they use technology-mediated social settings (Kling et al., 2003).

ANT also extends semiotics, which investigates how meaning is created and how meaning is communicated. Actor-network theory is a disparate family of material-semiotic tools, sensibilities, and methods of analysis that treat everything in the social and natural worlds as a continuously generated effect of the webs of relations within which they are located. Nevertheless, actor-networks do connect, and by connecting with one another, it provides an explanation of themselves, the only one there is for ANT (Latour, 1996). In this context, ANT extends the study of how signs and symbols (visual and linguistic) create meaning but linking semiotics to things instead of limiting them to meaning (Latour, 1996). Law (2008) argues that the ingredients of ANT include "semiotic relationality (it's a network whose elements define and shape one another), heterogeneity (there are different kinds of actors, human and otherwise), and materiality not just "the social" (p. 146). In this context, an actor is always a network of elements that the social and
technical elements are embedded in (Law, 2008). This means that it simply isn't possible to explore the social without at the same time studying the “hows” of relationships (p. 147); if all the world is relational, then so too are texts (Law, 2008). The Actor network's material semiotics explore the "hows" to articulate new intellectual tools, sensibilities, and questions (p.148).

Semiotics is an integral part of the current study. As noted by Mattozzi, 2019), an icon or likeness (i.e., a resemblance, as with a figurative image); an index (i.e., physical or causal relations); a symbol like a hashtag, an object or referent; a representation (i.e., the actual sign which represents the object), provides a common ground for the exchange between ANT and semiotics (Law 2009). In this context, semiotics as a "method" allows describing the "interdefinition of actors and the chains of translations" (Latour1988: 11). Or as precisely mentioned by Mol (2010:257) "In semiotics, words do not point directly to a referent, but form part of a network of words. They acquire their meaning relationally, through their similarities with and differences from other words. In ANT this semiotic understanding of relatedness has been shifted on from language to the rest of reality. Thus it is not simply the term, but the very phenomenon of its relations" (cf. Mattozzi, 2019:90). Finally, as mentioned by Mattozzi, the main task of the empirical level of ANT is the material study of objects at the language level (Mattozzi, 2019).

2.2 AI-powered Social Bots

Digital technologies such as AI are progressively becoming key to reaching a competitive advantage in business. However, simultaneously, firms are threatened with a range of challenges of these technologies in the market. One of these challenges is malicious social bots. These bots are a new form of bots that use social media to create content (Boshmaf et al., 2011; Lee, Eoff & Caverlee, 2011; Russell & Norvig, 2016; Woolley, 2016; Varol et al., 2017). However, Twitter is often used for research because it is open and easy to use (Ross et al., 2019). User-generated
content on social media influences organisations (Sheng et al., 2019), making social media an essential part of strategic management. As part of the realm of social intelligence (Russell & Norvig, 2016), social bots are important in this context. As Chu et al. (2012) and Ferrara et al. (2016) have mentioned, their proliferation has had both bad and good outcomes. In the case of the COVID-19 crisis, they can provide information useful for protecting society. Automated bots can also be useful for combining data from multiple sources for further analysis. However, malicious bots are sources of disinformation\(^1\). For example, spammers and rogue agents (e.g., hackers) can manipulate bots to appeal to current profiles (Ferrara et al., 2016; Ghosh et al., 2012; Hu et al., 2013).

Furthermore, hackers can use malicious bots to produce more severe effects, such as generating anxiety and panic in emergencies like COVID-19 (Chakraborty et al., 2020; Shi et al., 2020), harming a company's status, swaying political opinions (Chu et al., 2012; Wang, 2010), and/or spreading rumours and fake news. According to MIT researchers, robots have successfully faster the spread of both news true and false in social media: in fact, the latter spread more easily because robots are more likely to be behind them (MIT Media Lab, 2018). Research shows social bots play the spread of fake news online (Shao et al., 2017). Moreover, the fact that "relatively few accounts are responsible for a large share of the traffic that carries misinformation" (p.11). Therefore, this article uncovers how offensive malicious social bots pose a threat by evaluating them using detection techniques and suggesting possible future study paths.

2.3 Our ANT Approach

\(^1\) According to the Merriam-Webster dictionary, disinformation is defined as "false information deliberately and often covertly spread (as by the planting of rumors) in order to influence public opinion or obscure the truth."
The four main components of ANT relevant to this study are actors, network interactions (e.g., social media networks), meanings, and action. The strength of ANT lies in its emphasis on humans and objects as participants in generating meanings (deliberation or manipulation) in the course of actions (Latour, 2005). ANT does not alter or transform meanings; it aims to reveal the meanings without any alteration. As Latour (2005) emphasised that the "black box" notion of ANT is acting as an intermediary role in which it aims to transport meaning without transformation (Latour, 2005). The volume of information exchange that various agents generate is an interesting phenomenon of consideration, as they may directly or indirectly be associated with the characteristics of agents (e.g., agents' risk aversion or risk-seeking behaviour, the agent's responsive behaviour, self-interest, and so on).

We aim to analyse tweeter posts as they are without altering, transforming, distorting, or modifying the meaning. In addition, there are two broad categories of meanings (content) disseminated in social media by actors, deliberation (information) and manipulation (disinformation), which in turn trigger actions. The latter is caused by bad actors (humans or malicious social bots) to distort communication discourse.

In the context of social media, the actors are integrated within the network platform. As such, ANT helps us separate AI-powered bots from the pool of existing actors active in social media such as Twitter. This allows us to investigate further the malicious activities of social bots in spreading misinformation.

Broadly speaking, fake news has been studied based on multiple theoretical perspectives, including the style of the content (Zuckerman, DePaulo and Rosenthal, 1981), distribution patterns, and attributes of the user in creating fake news (Zhou and Zafarani, 2018). Some of the approaches to tackle these issues have been fact-checking with experts, a machine learning
algorithm, information comparisons, etc. Unique emotional patterns and signals between fake news and real news also study as manipulation requires emotional language cues (Ghanem, Rosso and Rangel, 2020).

3. Research Method

Figure 2 outlines distinct phases of our approach to investigate our research questions.

As mentioned by Adams (2017), the rapidly advancing machine learning areas and artificial intelligence contributed to powerful AI-enabled multi-modal social bots. The proposal developed below builds upon the multi-perspective framework for analysing agents' behaviour in a networked environment and particularly Twitter, where we aim to generate a new understanding of social bots' accelerated activities in spreading both real and false news through social media. The latter is of distinct interest to this study. The problem at hand strongly generalises this setting. As Figure 2 shows, our goal is to formulate a methodological and technically supported model that includes text mining and machine-learning-based classification of agents in Twitter and social bots' role in this context.

As Zeng et al. (2010) have mentioned, social media analytics develops tools and techniques for collecting, analysing, and visualising social media data, motivated by the target application's specific requirements. We extend this definition by emphasising the importance of sharing the results with other stakeholders and the community at large.

3.1 Data

The PAN-20 evaluation lab provided data for this empirical study to detect fake news (PAN, 2020). Each set of data was shipped with the related labelled meta-file as depicted in figures 3 and 4. Our
dataset was mixed with fake news generated by malicious social bots, humans, and true stories. In addition, we had two sets of data in English and Spanish languages; we selected the English-based tweets.

4. Data Analysis: Detecting AI-enabled Social bot on Twitter

For detecting social bots and the spread of fake news, we received a dataset of 30,000 tweets in the English language from the PAN-20 project (Dataset, 2020). These tweets were provided in the form of XML files. Each file represented one user and contained 100 tweets for that user. Separate files were provided that contained meta-data for the XML files.

The first challenge we faced was related to the XML format shipped files (see Figure 3) not suitable for natural language processing (NLP). As such, we processed data formatting to generate data frames\(^2\) suitable for our analysis. We split data randomly into two subsets comprising 80% of data or 24,000 tweets for training. For testing, we use the remaining 20% (6,000 tweets) to validating the data set.

We performed three sets of algorithms in order to mine the tweet text and do the classification of content (RQ2) and finally, analyse the classified data. For this section, we apply different machine learning algorithms to determine the best accuracy rates in response to our RQ2, as described below.

Text Mining

We use text mining in this research. This methodology discovers patterns and relationships in the text (Sheng et al., 2019; Batistič & van der Laken, 2019; Thorpe et al., 2018). Mostafa (2013) argues that natural language processing (NLP) applications made text mining possible. NLP is performed on text collections composed of Tweets, known as a corpus. The corpus inherits many

\(^2\) The pandas library was used for generating DataFrame from XML files.
hidden patterns in which further analysis is needed to confirm their relevance to decision-making factors. Text mining uses machine-learning techniques to gain knowledge from a large dataset that can then be used in decision making. Using SNSs data, text mining processes offer scholars understanding about the opinions in the text collection (Sharda et al., 2013).

*Machine Learning*

Machine learning is one popular methodology for studying user-generated content (Larsen et al., 2019; Lukyanenko et al., 2017; Ptaszynski et al., 2019). Research shows that this method can support companies to recognise applicable content generated by social media (Vermeer et al., 2019). In machine learning, information processors sort, assemble, simulate and classify information.

*Classification*

Classification is a process in which objects are divided into conceptually meaningful groups. The decision tree is among common classification techniques. Decision tree algorithms come from the family of supervised machine learning algorithms, where data is continuously split based on a parameter. There are generally two types of decision trees: classification trees and regression trees. For our problem, we used classification trees.

To solve our research problems outlined earlier in RQ2, we used various text pre-processing techniques and applied multiple machine learning as well as deep learning algorithms. We fed twitter data as inputs into our machine learning systems for the file reading and processing to achieve accuracy, as described below.
As mentioned in the literature, fake news needs to preserve stylistic features in the tweet to record information that can add value in evaluation. Hence, we used the pre-processing of content (Baziotis et al., 2017) in order to tokenise the content into unique tags before passing it into our machine learning models. In this phase, we go through these steps:

- Removing stop words using natural language toolkit,
- Removing repeated words,
- Covering emojis to text (e.g., a Happy face emoji was converted to <HAPPY>),
- Removing punctuating marks,
- Removing HTML tags,
- Removing the numbers, kept only alphabets,
- Replacing user mentions @username with <USERMENTION>,
- Performing stemming by using snowball stemmer,
- Converting the content into a long string,
- Lowercasing the text.
This is an important feature because humans tend to have more diverse writing styles than bots, and bots tend to retweet more than humans. Despite the fact that both human and malicious social bots are behind the spread of fake news, however, there are differences between the two when it comes to the use of language and symbols. As mentioned by Varol et al. (2017) mentioned bots tend to retweet each other, meaning that simple bots frequently mention sophisticated bots and sophisticated bots retweet but do not mention humans due to their inabilities to involve in expressive discourse with individuals. Also, individuals may retweet bots, but those humans do it by posting interesting content. As observed by Gilani et al. (2017), malicious social bots tend to share URLs and upload media content more frequently than humans, and humans use more hashtags than bots. As such, indicators such as the average number of sentences, the average number of words, the average number of # symbols, @ symbol, frequency of unique words and are important indicators for distinguishing humans from malicious social bots (Gilani et al., 2017).

4.1 Results

After cleaning data for detecting fake news spread via malicious social bots, we deployed a text analytic technique called n-gram composed of an n-character share of a longer text (Cavnar and Trenkle, 1994). To obtain the highest accuracy rates (RQ2), we conducted six different machine learning and classification approaches, along with two deep learning methods according to the literature. The machine learning and classification approaches include Multinomial naïve Bayes (Su, Shirab, & Matwin, 2011), Logistic Regression (Dreiseitl & Ohno-Machado, 2002), Support Vector Machine (Tong & Koller 2001), Decision Tree (Kohavi & Quinlan, 2002), Multilayer Perceptron Neural Network (Pham et al., 2019), and K-Nearest Neighbor (Maillo et al., 2017). The deep learning approach includes Long Short-Term Memory (LSTM) (Liu, Mi, & Li, 2018) and
Bi-directional Long Short-Term Memory (Bi-LSTM) with the self-attention option (Zhou et al., 2016).

In standard machine learning, multinomial naïve Bayes returned the best result in its category, while Bi-LSTM (with self-attention) returned the best deep learning results. In the following sections, we explain the deep learning approaches.

**Deep Learning Approaches**

It is possible to generate output that mimics human behaviour or the so-called AI-powered (enabled) social bots with companion generative networks (Foysal et al., 2019). LSTM is an artificial Recurrent Neural Networks (RNNs) architecture classified as a deep feedforward neural network for classification of sound and signal categories (Le et al., 2019; Sak, Senior & Beaufays 2014), handwriting recognition (Graves et al., 2009), speech tagging (Xu & Yu, 2015) and key phrase extraction as part of natural language processing (Alzaidy, Caragea, & Giles, 2019). LSTM has a memory structure with self-connection links that store the network's temporal state at each time step. The bi-directional LSTM (Bi-LSTM) networks operate on the input sequence in forwarding and backward directions to decide the local context. The attention-based Bi-LSTM is designed to collect the most important semantic information in a sentence (Zhou et al., 2016).

**Measuring Accuracy Rates**

Accuracy is a measure of performance and is calculated as the percentage of correct predictions as the ratio of the correct predictions by the number of total predictions. As depicted in Figure 5, a single case problem has two classifications: positive and negative, in which the true positive (TP) and true negative (TN) are desired.
Figure 5: A single classification model

<table>
<thead>
<tr>
<th>True</th>
<th>False</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>True Positive</td>
</tr>
<tr>
<td>Negative</td>
<td>True Negative</td>
</tr>
</tbody>
</table>

However, a false positive (FP) happens when the outcome is incorrectly predicted as positive but it is negative. And a false negative (FN) occurs when the outcome is incorrectly predicted as negative, but it is positive (Schwenke & Schering, 2007; Lin & Chen, 2009; Yin et al., 2017). As a measure of performance, formula (1) calculates the accuracy rate as the proportion of correctly predicted (TP and TN) on the total values of all predictions.

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \quad (1)
\]

4.2 Findings and Discussion

The above-mentioned developed algorithms were run on the training and test sets and achieved accuracies for the tasks as reported in Table 1. As indicated, the machine learning methods using popular classifiers, including Logistic Regression and Multinomial naïve Bayes still perform well for the text mining studies described above. However, using a proper method such as Bi-LSTM with the deep machine learning with self-attention option offers the best possible results within a reasonable time frame. As mentioned by Xu and Yu (2015), within the context of bidirectional LSTM architecture, data in this system is using back-propagation through time (BPTT) which leads to the improved organisation, search, retrieval, and recommendation of various documents (Alzaidy, Caragea, & Giles, 2019).
Our attention-based Bi-LSTM model was trained with eight epochs; the hidden layers were set to size 50, dropout was set to 0.2, and "AdagradTrainer" was selected. The Python AdagradTrainer function is essentially an optimiser that performs stochastic gradient descent procedure for deep neural networks.

Table 1: Accuracy rates for different classification methods

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (Validation set)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multilayer perceptron NN</td>
<td>68</td>
</tr>
<tr>
<td>SVM</td>
<td>72.2</td>
</tr>
<tr>
<td>LSTM</td>
<td>74.2</td>
</tr>
<tr>
<td>KNN</td>
<td>74.7</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>76.7</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>78.2</td>
</tr>
<tr>
<td>Multinominal NB</td>
<td>79.1</td>
</tr>
<tr>
<td>Bi-LSTM with Self-Attention</td>
<td>79.7</td>
</tr>
</tbody>
</table>

The empirical studies show that the deep learning Bi-LSTM model outperforms different algorithms designed for text classification and analysis, in particular when it comes to larger datasets (Jang et al., 2016; Minaee, Azimi, & Abdolrashidi, 2019; AlKhwiter & Al-Twairesh, 2020; Shaid, Zammer, & Muneeb, 2020).

As indicated by ANT, social bots and humans are integrated with a web of relationships. Each actor plays an important role in farming situations to impact public opinion and policy-making processes regarding social, economic or political matters. However, as mentioned earlier, many bots are created solely to spread misinformation, rumours, and spams. One of the key aspects used as an indicator is social context (Zhou & Zafarani, 2018) and the distribution pattern of real and fake news. We are using a text segmentation algorithm such as n-gram to effectively classify the text writing styles for the classification of social bots and humans (RQ2). Our findings answer our research question RQ2 in identifying fake news written by humans versus bots with an
accuracy rate of 79.7% due to the use of a more efficient predictive analysis algorithm. This forms one of our key findings that the algorithm could filter out almost 80% of malicious social-bot-generated tweets intended to harm the public trust and/or spread misinformation.

To highlight this, Figure 6 shows a snapshot of a malicious social bot that we detected in our dataset. It is important to note that the timing of our collected data set was linked to the 2020 US presidential election; as such, many of the tweet messages were related to this event. The following figure shows an example of these messages.

Figure 6: A Malicious social bot

We traced the True Trumpers in Tweeter. As shown in Figure 6, the account was created in August 2017, with no followers but 4,423 tweets. It does not have a human profile picture either.
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Figure 7: A typical social bot account
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Figure 8: A sample of posts by True Trumpers
Source: Buzzfeed

Figure 7 shows completely false stories tweeted collections by True Trumpers. In fact, this malicious social bot operated from an Eastern European country, according to Buzzfeed (2017).

While much research emphasises the value of social media for people and organisations (Leonardi, 2017; Candi et al., 2018; Mangold and Faulds, 2009; Sigfusson and Chetty, 2013; Williams et al., 2020), other research highlights unavoidably malicious counterparts to the benefits of social media that bring about harmful consequences in community discourse (Miranda et al., 2016). Emerging technologies such as artificial intelligence empower bots on social media platforms, causing them to develop into social bots. The proliferation of bots has both bad and good outcomes. Our research provides an algorithm to differentiate tweets written by a human from those bots with an accuracy rate of 79.7% due to the use of a more efficient predictive analysis algorithm. Public and private organisations, as well as individuals, can apply this algorithm to filter out almost 80% of tweets generated by social bots aimed to harm public trust and/or spread disinformation otherwise harmful to the public opinion about a brand, political organisations, political actors, celebrities or commercial enterprises.

As mentioned by Latour (1996), we used ANT as a "toolbox" to investigate our research question RQ1 in order "to study meaning production… going from abstract structure - actants - to concrete ones – actors, in which an actant can be anything provided; it is granted to be the action source" (Latour 1996:373) (see Figure 1). We deployed ANT to critically investigate the fact that SNS and social media is not just "a kind of human superorganism" (Christakis & Fowler, 2009), and/or the networking aspects of SNS "emphasises relationship initiation, often between strangers" (Boyd & Ellision, 2008:211). In response to RQ2, we empirically investigated the role of social bots
in SNS. We showed that the bots exist, but they are also primary sources of disseminating fake news, rumours, and disinformation. We also empirically tested a range of popular algorithms using 30,000 tweets to determine the most effective algorithm that provides us with the mechanism to detect the social bots (RQ2) with a high accuracy rate.

Within the context of ANT, automated bots have more power in the network as they are active 24/7 a week for tweeting and retweeting subjects that they are programmed to do. They can be the source of disinformation. Research shows (Ross et al., 2019) that when social bots encourage a definite view on social media, they might create a situation that gives the false impression that the "bot opinion" is shared by more individuals than in reality. Accordingly, individuals who agree with that information get confidence to express the matter in interactions with other network peers, whereas individuals who disagree keep soundless of fear of being socially isolated (Ross et al., 2019). The bottom line is the fact that social bots are one of the emerging issues in management. They are widely used to blackmail a wide range of objects and actors.

4.3 Theoretical and Practical Implications

Theoretical Implications

Plenty of studies have been undertaken to investigate the use of social bots in different fields (e.g., Abokhodair et al., 2015; Forelle et al., 2015). This research examines to what extent social bots affect an individual's opinion formation. It also contributes to the growing research in artificial intelligence, such as social bots, particularly how social bots spread a given online opinion over social media platforms, leading to the misconception that other humans share the 'bot opinion.' It explains an admissible mechanism of opinion manipulation based on the theory of opinion formation. Numerous studies have investigated different aspects of social bots, described
different techniques to recognise social bots (e.g., Subrahmanian et al., 2016) or explained their behaviour (e.g., Hegelich and Janetzko, 2016).

This research integrates AI and Actor-Network Theory to understand better human and non-human behaviour in the use of social media as a platform for communication discourse. Recent studies related to social bots in social media were mainly focused on the technological and software engineering aspects of that (Wang, 2010; Jang et al., 2016; Zhou et al., 2016; Minaee, Azimi, & Abdolrashidi, 2019; Ross et al., 2019; Shaid, Zammer, & Muneeb, 2020). Our research is among the few to utilise a theory-based focus to look at the role of malicious social bots and the spread of disinformation in social media through experimental research. Therefore, this research, with an interdisciplinary approach, brows Actor-Network Theory from information systems to investigate the role of artificial intelligence in management.

As Walsham (1997) mentioned, ANT looks at the actors who are linked by associations of heterogeneous networks of aligned interests. A vital feature of ANT is that performers include humans and non-human actors such as technological objects (Walsham, 1997). They are part of hybrid networks such as SNSs. Besides, ANT is both a "theory and methodology combined" (Walsham, 1997: 469). ANT not only provides theoretical concepts to view the fundamentals of the world. It also suggests that it is precisely these fundamentals that need to be outlined in empirical work (Walsham, 1997), as this study had its main focus, and this is, "of course, no small task for a complex network" (Walsham, 1997:470) such as the social media networks.

**Practical Implications**

As mentioned above, malicious social bots have generated millions of social media pages containing false, unreliable and misleading information aimed to harm brands. Early detection of
these malicious bots, some of which can change their behaviour and characteristics, is an important task for trust-building, whether related to a business or particular brand and/or socio-political matters. From a managerial perspective, users, social actors and organisations can use our deep learning tool for early detection of harmful social bots before they can spread misinformation on social media. We obtained almost 80% accuracy in our deep learning classification approach (human or bot) using an attention-based Bi-LSTM. Therefore, this tool is a useful tool for managing their information and disinformation on social networking sites.

Besides, the results of our study highlight the fact that extra security measures such as a two-factor identification (e.g., a combination of password and anti-bot measures such as smart captcha or token) should be in place to limit or block unwanted bots from spreading disinformation in SNSs including Twitter.

5. Conclusion, Limitations and the Future Work

This study extends the ANT theory to the Deep Learning model of text mining from the perspectives of the semiotics paradigm. We have also contributed to ANT by demonstrating the interrelationship between actors (human, bots) and a web of words, symbols, signs, tokens, icons, etc., to actors on the ANT network. As noted by Mattozzi (2019), ANT offers a "methodological middle ground in between the theoretical-conceptual and the empirical ones" (p.97), as provided by this study. In addition, as Mattozzi highlighted, the main task of the empirical level of ANT is the material study of objects at the language level (Mattozzi, 2019). In this context, RQ1 and RQ2 integrate to understand better the content of tweets generated by actors and, in particular, the malicious bots in shaping public opinions on social networking sites.

Our experimental research is set up to examine the role of artificial intelligence and social bots in spreading disinformation. Social bots can harm a company's status by spreading rumours and
fake news about a particular brand. Social bots have successfully accelerated the spread of both true and false news in social media; in fact, the latter spread more because robots are more likely behind it. These days, thoughts expressed in social networking sites play a key role in influencing actors across all domains, including business. Therefore, this article reveals the probable threats of offensive social bots by evaluating them using detection techniques. Overall, the findings indicate the theoretical potential for using automated robot accounts to form an online opinion. The result shows that willingness to express an opinion and form an online opinion is affected by social bots on SNSs. It has been discussed that although bots are considered less credible than humans, they still have a significant impact on online public opinion. This research emphasises that the propagation of disinformation increases social bots' activity aimed at spreading unverified information. Drawing from Actor-Network Theory, this research examines human and non-human actors' role in SNSs, particularly Twitter, to understand better social bots' role in spreading spam and false information.

This research has limitations like other studies. The lack of meta-data is one of them. As depicted in Figure 4, the meta-data was masked out and replaced with a code to anonymise the tweet author's actual name. The meta-data contains valuable information about the author's information like the authors' name, profile picture, ID number, physical location, followers, and the time stamp of posts or retweets, among others. If the meta-data and the content feed into our deep learning machine, the accuracy will be increased drastically due to more information provided to the system. Particularly meta-data provides valuable information for the purpose of authors’ classification. As mentioned by Stieglitz et al. (2017a,b) many bots lack basic account information like name or profile pictures. While regular users get access from front-end websites, bots obtain access through a site's application programming interface (API). As the API of Twitter
is especially accessible, many social bots focus on this platform (Stieglitz et al., 2017a) because it offers a wide range of resources and a faster communication platform (Crains and Shetty, 2020).

We used only English-language tweets, and this is another limitation of our research. As mentioned in section 3.1, we had two sets of Twitter data, in English and Spanish; we had the option to select one of the possible languages or both. We selected only the English language. Our focus on this study was text-based communication, while our model is also designed to perform well with non-text communication such as voice (speech), image, and video classification, as the deep learning Bi-LSTM method is chartered to do so. In the future, new research may consider embedding TF-IDF weighting (Rangel and Rosso, 2019) and studying document embedding (Daelemans et al., 2019). Using syntactic n-grams is another option for future research direction (Potthast et al., 2019).
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