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Abstract—Fault tolerance is a critical requirement for robust motion control of redundant robotic manipulators. This task aims to endow the redundant manipulator with the capability to achieve the required path of end-effector in the condition that one or some of its joints’ motion fail. Although many fault-tolerant control algorithms of redundant manipulator have been proposed in recent years. However, few of them are on the basis of the condition that the robotic model is unknown. The complexity of the calculation model limits the efficiency and portability of these algorithms. For the first time, we proposed a discrete model-free fault tolerant tracking control (DMFFTC) scheme of redundant manipulator, which takes into account the fault tolerance in the control system of redundant manipulator by formulating it into a quadratic programming (QP) framework. The core of the proposed scheme consists of a discrete kinematic estimator and a discrete QP solver, powered by which the fault-tolerant control problem is transformed into a unified computing problem relaxing the need of knowing the redundant manipulator’s kinematic model. A discrete joint space observer is proposed for detection of the happening of faulty states. Extensive simulations and experiments based on a redundant manipulator are performed and analyzed to support the verification of the efficiency and effectiveness of the proposed scheme.

Index Terms—Fault tolerance, model-free, zeroing neural network, tracking control, redundant manipulator.

I. INTRODUCTION

REDUNDANT manipulators are playing an important part in modern manufacturing nowadays. They perfectly replace humans in some repetitive, laborious, and dangerous tasks, such as welding, ironing and painting [1]. Except for accomplishing versatile tasks, the redundant manipulator possesses additional capabilities such as fault tolerance [2], obstacle avoidance [3], joint-limit avoidance [4]. That is because the degrees of freedom (DOF) of the redundant manipulator are more than the required ones when performing the given task. Thus redundant manipulator have higher flexibility than non-redundant manipulators. It is also common that the fault of a certain or even a few joints of the redundant manipulator occurs. On the one hand, if we force the fault joint to continue working, the manipulator may fail to complete the prescribed path-tracking task, and it may cause serious injury [5]. On the other hand, repair or replacement is expensive, unnecessary or even impossible for redundant manipulators with this problem. Because the remaining intact joints of the manipulator may still be able to complete the existing tasks well. It makes sense that if the desired control task can be accomplished well by only adjusting some parameters instead of reconsidering a new control strategy. Thus, it is very important to plan the redundant manipulators to complete the tasks even in the condition that some joints fault (or are locked) to function properly. The set of techniques to achieve this function is called fault tolerant control.

So far, a lot of fault-tolerant control techniques of redundant manipulator have been developed. In general, the existing fault-tolerance methods can be divided into passive fault-tolerant methods and active fault-tolerant methods [6]. The passive method designs and fixes the corresponding controllers to make it robust to fault, and does not require fault detection or controller reconfiguration. However, this method has limited capabilities for fault-tolerant control. The active method actively responds to system failures by constantly reconfiguring control actions to maintain the stability of the entire system [7]. However, most of the active methods assume that the robot manipulator’s model are known a priori.

The correctness and accuracy of the solution obtained by these methods will be directly affected by the correctness and accuracy of the models which are equivalent to the Jacobian matrices in kinematic cases. Hence, corresponding parameters in the fault-tolerant algorithm need to be modified according to different manipulators used. In addition, the Jacobian matrix derived from the forward kinematics model might be different from the actual Jacobian matrix due to calculation errors. Moreover, for robotic manipulators with elastic elements (e.g., those composed of active rigid joints and deformable links [8]) or flexible-bodied manipulators (e.g., soft and continuum robots [9], [10]), calculating their accurate models would be extremely complicated and inaccurate. Even for the traditional rigid-link robotic manipulators, obtaining an exact model of the system is often laborious and time-consuming through a calibration and parameter identification process, or even impossible in practical processes [11], [12]. This may cause issues in the application and deteriorate the accuracy of the solution. Thus, algorithms mentioned above
are not well transplanted to various redundant manipulators. The joints of the manipulator may also degenerate and cannot perfectly execute the input instructions. However, the model-free feature allows manipulator to ignore the changes in the kinematic model caused by the degeneration of the joints, so that the manipulator can still complete the task.

In view of the motivation and inspiration mentioned above, here we propose a discrete model-free fault tolerant tracking control (DMFFTC) scheme of redundant manipulator. We simulated the situation of loosing one or two joints’ actuation of the manipulator. Experiments are also carried out to verify our scheme using a lightweight redundant manipulator called "Kinova Jaco2". It needs to be emphasized that the proposed scheme is based on zeroing neural networks, so its computing power can be really used after making hardware circuits. The main contributions of this paper are summarized as follows.

- For the first time, the model-free fault tolerant control of redundant manipulators is proposed through formulating the fault tolerant control as a QP problem. This QP problem is transformed into a linear variational inequality which can be solved by a projection-operator-based neural network (POBNN).
- Different from the state-of-the-art methods, a data-driven kinematic-model estimator is designed and integrated into the fault tolerant control scheme. Based on zeroing neural networks, a neurodynamic system is developed to approximate the the Jacobian matrix of the redundant manipulator.
- Furthermore, two main equations of the proposed scheme are optimized discretely and two discrete solvers are proposed. The theoretical analysis of the two solvers are provided. By combining the two discrete solvers, a DMFFTC scheme is proposed.
- A discrete joint space observer is proposed for detection of the happening of faulty states.
- Simulations and experiments with locking one joint and two joints are presented respectively to demonstrate the efficiency and superior performance of the DMFFTC scheme.

The rest of the paper is organized as follows: we firstly review other related work on fault tolerant control of robot manipulators in Section II. The continuous QP scheme and the discrete QP solver are presented in Section III. Section IV presents the discrete kinematic estimator used in the fault tolerant scheme. A discrete joint state observer is presented in Section V. Section VI and VII give simulation and experiment results on the performance verification of the DMFFTC scheme. Finally we make a conclusion on the achievement and point out future direction in Section VIII.

II. RELATED WORK

Due to the difficulty to find and generalize an analytical solution at the joint level, the current methods directly deal with the strong coupling nonlinear problems in the kinematics modeling by using the pseudoinverse of the Jacobian matrix of the manipulator [13], [14]. In order to leverage the improved computing power of real-time implementation to motion control and to realize the secondary performance indicators, many methods are proposed to achieve multifarious goals. For example, joint motion limits, rectification joint angular drift, and limit mechanical energy consumption. On the basis of ensuring accurate motion control, the effects of the parallel processing method based on constraint optimization on different performance indexes are studied [4]. Chen and Zhang [15] proposed a robust zeroing neural-dynamics approach as well as its associated model for solving the inverse kinematics problem of mobile robot manipulators. Jin et al. [16] designed a time-varying QP with inherent tolerance to noises scheme. Guo and Zhang [17] developed and investigated a weighted velocity and acceleration minimization scheme to prevent the occurrence of high joint velocity and joint acceleration in redundant robot manipulators. With help of these techniques, inverse kinematics problems of redundant manipulators have been successfully and efficiently resolved, which give us a good foundation for the study of fault-tolerant control.

Most of works on fault-tolerant control of robot manipulators are based on pseudoinverse-type methods [5], [18], [19] as well. However, pseudoinverse-type methods cannot efficiently overcome Jacobian-matrix singularities when the manipulator joint fail [18]. Li and Zhang [2] considered a fault-tolerant constraint in the optimization criteria for motion planning for redundant manipulators. In order to facilitate the solution, this fault-tolerant constraint is transformed to a QP problem. Zhang et al. [20] also proposed a fault-tolerant scheme for redundant manipulator based on QP problem. The main focus of their work is on solving the problem at the acceleration level. In order to reduce initial position error of the end-effector, Li et al. [21] developed a fault-tolerant motion planning scheme which can diminish the initial position error arising in the manipulator state adjustment. Li et al. [22] designed and implemented a fault-tolerant motion planning scheme which can adaptively localize which joints run away from the normal state to be fault. A recurrent neural network (VP-RNN) with varying parameters was developed to resolve the fault-tolerant motion planning problem, which can make the remaining healthy joints to remedy the whole system which is effected by faulty joints and complete the expected end-effector path [23]. By taking both the robot kinematics and robot dynamics into account, a different-level simultaneous minimization scheme is proposed to solve fault-tolerant motion planning of redundant manipulator using a recurrent neural network [24]. However, all these schemes deal with fault-tolerant problem of redundant manipulators in the condition that manipulators’ models are known a priori. As far as authors’ knowledge, no related work is available on model-free fault tolerant tracking control problem of redundant manipulators.

In response to the challenge of unknown or uncertain kinematic models, there have been numerous works proposed in the past decades. For examples, Cheah et al. proposed an approximate Jacobian adaptive controller for trajectory tracking of robot with uncertain kinematics, dynamics and actuator model [25]. Ahmadiipur et al. provided an adaptive task-space controller for rigid-link robots with uncertain kinematics and dynamics [26]. Xiao et al. established a theoretical framework for designing an observer-based controller to achieve exponen-
we use $J$ instead of $J(\theta)$ below. $\dot{\theta}$ is the derivative of $\theta$, which represents the joint angular velocity of the redundant manipulator. $\dot{r}_e$ is the derivative of $r_e$, which represents the velocity of the end-effector at time $t$ along the actual path. Our goal is to control the redundant manipulator to move along the desired path $r_d$. As introduced in [31], to solve this problem, a QP method (QP1) is used to solve the inverse kinematics problem of the manipulator:

$$\text{minimize } \Phi(t) = \frac{1}{2} \dot{\theta}^T W \dot{\theta} + q^T \dot{\theta}$$

subject to $J \dot{\theta} = \dot{r}_d$ (3)

where superscript $T$ denotes the transpose of a matrix or vector; $\dot{r}_d$ is the derivative of $r_d$. $W$ and $q$ are defined specifically according to different control schemes. In this paper, as the fault-tolerant performance is mainly concerned, the coefficient matrix $W$ is simply set as identity matrix $I$, and coefficient vector $q = 0$ [32].

As we introduced before, without fault-tolerant control, joint failures may cause serious consequences. Therefore, fault tolerant need to be considered in QP1. If there are $m_f$ joints faulty (e.g., the $i$th, $j$th, and $k$th joints, $i, j, k \in [1, 2, \ldots, n]$), the corresponding joint-velocity variables should be forced set to zeros (e.g., $\dot{\theta}_i = 0, \ldots, \dot{\theta}_j = 0$). Thus, the following equations need to be guaranteed:

$$0 \dot{\theta}_1 + \cdots + 0 \dot{\theta}_j + \cdots + 0 \dot{\theta}_n = 0, \quad \text{for } i \neq j$$

The above equations can be rewritten as matrix form below:

$$A \dot{\theta} = 0, \quad (5)$$

where

$$A = \begin{bmatrix} 0 & \cdots & 1 & \cdots & 0 \end{bmatrix} \in \mathbb{R}^{m_f \times n}, \quad (7)$$

$$\dot{\theta} = \begin{bmatrix} \dot{\theta}_1, \cdots, \dot{\theta}_i, \cdots, \dot{\theta}_j, \cdots, \dot{\theta}_n \end{bmatrix}^T = 0. \quad (8)$$

Moreover, equation (4) is not very accurate due to the error between $r_d$ and $r_e$. Thus a vector-valued error function is defined as follows:

$$\epsilon = r_d - r_e. \quad (9)$$

In order to make each element of the error function converges to zero, by utilizing zeroing neural network design formula

$$\dot{\epsilon} = -\mu_\epsilon \epsilon \quad (10)$$

where $\mu_\epsilon \in \mathbb{R}^+$ is a positive parameter to adjust the convergence rate, and $\dot{\epsilon}$ is the derivative of $\epsilon$ with respect to $t$. By substituting (9) into (10), we can get:

$$J \dot{\theta} = \dot{r}_d + \mu_1 (r_d - r_e). \quad (11)$$

By using (6) and (11), the fault-tolerant control equation constraints can be easily incorporated into QP1. The equation
(6) thus can be combined together with joint physical constraints and joint velocity constraints into the QP1.

\[
\begin{align*}
\text{minimize} & & \Phi(t) = \frac{1}{2}\hat{\theta}^T \hat{\theta} \\
\text{subject to} & & \mathbf{J}\hat{\theta} = \hat{\mathbf{r}}_d + \mu_1 (\mathbf{r}_d - \mathbf{r}_e) \\
& & \mathbf{A}\hat{\theta} = \mathbf{0} \\
& & \xi^- \leq \hat{\theta} \leq \xi^+. 
\end{align*}
\]

(12)

where \(\xi^-\) and \(\xi^+\) are both \(n\) dimensional vectors, representing the lower and upper physical joint limits of the manipulator respectively. Assuming that the joints of the manipulator have speed limits and angle limits below:

\[
\begin{align*}
\theta^- & \leq \theta \leq \theta^+ \\
\hat{\theta}^- & \leq \hat{\theta} \leq \hat{\theta}^+.
\end{align*}
\]

(16)

The specific definition of \(\xi^-\) and \(\xi^+\) are as follows:

\[
\begin{align*}
\xi^- &= \max(\beta(\theta^+ - \theta), \hat{\theta}^-) \\
\xi^+ &= \min(\beta(\theta^- - \theta), \hat{\theta}^+). 
\end{align*}
\]

(17)

Here, \(\beta\) is a parameter used to adjust the size of the feasible region after the joint limit conversion. Now the time-varying fault-tolerance control problem of the redundant manipulator is transformed into a new QP problem. It can be rewritten as the following QP problem (QP2):

\[
\begin{align*}
\text{minimize} & & \Phi(t) = \frac{1}{2}\hat{\theta}^T \hat{\theta} \\
\text{subject to} & & \mathbf{C}\hat{\theta} = \mathbf{d} \\
& & \xi^- \leq \hat{\theta} \leq \xi^+. 
\end{align*}
\]

(19)

(20)

where matrix \(\mathbf{C}\) is defined as \(\mathbf{C} = [\mathbf{J}^T, \mathbf{A}^T]^T \in \mathbb{R}^{(m+1) \times n}\) and vector \(\mathbf{d}\) is defined as \(\mathbf{d} = [(\hat{\mathbf{r}}_d + \mu_1 (\mathbf{r}_d - \mathbf{r}_e))^T, \mathbf{0}^T]^T \in \mathbb{R}^{m+1}\).

By using dual decision variables, QP2 can be firstly transformed into a set of linear variational inequalities [32]. A primal-dual equilibrium vector \(\mathbf{y}^* \in \mathbb{R}^n \setminus \{0\} \subseteq \mathbb{R}^n\) can be obtained, and it has to be obtained that, \(\forall \mathbf{y} \in \mathbb{R}^n\),

\[
(y - y^*)^T (Qy^* + z) \geq 0. 
\]

(21)

where the primal-dual vector \(\mathbf{y}\), its upper bounds and lower bounds are defined as below:

\[
\begin{align*}
\mathbf{y} &= [\hat{\theta}, \hat{\mathbf{u}}], \mathbf{y}^- = [\xi^-, -\infty], \mathbf{y}^+ = [\xi^+, \infty]. 
\end{align*}
\]

(22)

where \(\mathbf{u}\) is an auxiliary variable whose initial value is set as \(0\) in this paper. The matrix \(Q\) and vector \(z\) are defined as below:

\[
\begin{align*}
Q &= \begin{bmatrix} I & -\mathbf{C}^T \\ \mathbf{C} & 0 \end{bmatrix}, z &= \begin{bmatrix} 0 \\ -\mathbf{d} \end{bmatrix}. 
\end{align*}
\]

(23)

According to [32], we can transform the QP2 problem into an equation:

\[
P(y - (Qy + z)) - y = 0. 
\]

(24)

The parameter of the projection function \(P(\cdot)\) is a vector. This projection function restricts the lower and upper limits of each element of the input vector \(y_{i \times 1}\). Without using this function, the manipulator may be damaged due to that the input values are beyond the joint limits. The specific values of the lower and upper limits of the \(i\)-th element are determined by \(y^-_i\) and \(y^+_i\) respectively.

\[
P(y_{i \times 1}) = \begin{bmatrix} g(y_1) \\ \vdots \\ g(y_i) \end{bmatrix}, g(y_i) = \begin{cases} y^-_i & y_i \leq y^-_i \\ y^+_i & y_i \leq y^+_i \\ y_i & \text{otherwise} \end{cases} 
\]

(25)

B. Discrete QP Solver

In this subsection, we propose a discrete QP solver to solve the above QP2 problem. According to [21], [33], the error function of (24) can be defined as:

\[
e(y) = y - P(y - (Qy + z)). 
\]

(26)

Here \(\doteq\) denotes the computational assignment operator. Moreover, the following vector can be defined as the search direction to find the zero point of piecewise-linear projection equation (24):

\[
g(y) = Q^T e(y) + (Qy + z). 
\]

(27)

With the iteration index \(k = 0, 1, 2, \cdots\), if \(y^k \notin \Omega\), the following recursive formula can be obtained for the solution of (24):

\[
y^{k+1} = P(y^k - \rho(y^k)g(y^k)), 
\]

(28)

where,

\[
\rho(y) = \frac{\| e(y) \|_2^2}{\| (Q^T + I) e(y) \|_2^2} \geq \frac{\| e(y) \|_2^2}{\| (Q^T + I) \|_F^2 \| e(y) \|_2^2} = \frac{1}{\| (Q^T + I) \|_F^2} > 0. 
\]

(29)

Here, \(\| \cdot \|_2\) denotes the two norm of a vector argument. Above is the solver of the linear variational inequalities [33]. The flowchart of the discrete fault tolerance QP solver is shown in Fig. 1. Therefore, solving this equation is equivalent to solving the above QP2 problem. The fault-tolerance control problem of the redundant manipulator can be solved.

For a control task of duration \(T\), its sampling gap is \(\tau\). For each gap, we can set the Eq. (26)-(29) to iterate \(m\) times. \(m \geq 1\), the larger the \(m\), the higher the accuracy of the result. Therefore, the value of \(m\) can be appropriately increased under the premise of ensuring real-time calculation. Thus, the computational complexity of our scheme is \(O(Tm/\tau)\).

In the revised manuscript, the discussion on computational complexity has been added.

C. Theoretical Analysis of QP Solver

In this part, we analyze the feasibility of the discrete QP solver.
1) Convergence Analysis: It can be proved that the QP solver of a redundant manipulator is convergent. That means the solution of \( y^{k+1} \) generated by the proposed solver is convergent to the actual solution \( y^* \).

Starting with any initial state \( y^0 \), generated by the QP solver above, the solution sequence \( y^k, k = 0, 1, 2, \ldots \), satisfies:

\[
\|y^{k+1} - y^*\|_2^2 \leq \|y^k - y^*\|_2^2 - \rho(y^k)\|e(y^k)\|_2^2 \quad \forall y^* \in \Omega^*,
\]

where \( \Omega^* \) denotes the set of actual solutions. As shown in (29), \( \rho > 0 \) guarantees the effective solution of piecewise-linear equation (24). That is the sequence \( y^k \) converges globally linearly to an optimal solution \( y^* \). The proof can be generalized from [33].

2) Stability Analysis: Here we prove the QP solver of a redundant manipulator is stable.

A Lyapunov function candidate is defined as:

\[
v_1 = \frac{\|y^k - y^*\|_2^2}{2}.
\]

According to [32], the time-derivative of \( y \) is:

\[
\dot{y}^k = -(Q^T + I)e(y^k)
\]

Obviously, the Lyapunov function candidate (31) is positive-definite. Then, the time-derivative of \( v_1 \) can be obtained as follow:

\[
v_1 = \frac{dv}{dt} = -(y^k - y^*)^T(Q^T + I)e(y^k)
\]

\[
\leq -\|e(y^k)\|_2^2 \leq 0.
\]

Thus \( v_1 \) is positive-definite and \( v_1 \) is negative-definite. According to the Lyapunov theory, the model-free scheme is stable.

Following the design principle of zeroing neural networks, we can get the formula below:

\[
\dot{\varepsilon} = -\mu_2 \varepsilon
\]

where \( \mu_2 \in \mathbb{R}^+ \) is a positive parameter to adjust the convergence rate, and \( \dot{\varepsilon} \) is the derivative of \( \varepsilon \) with respect to \( t \). By substituting (34) into (35), we can get:

\[
\dot{\varepsilon} = \mu_2(\dot{\varepsilon} - J\dot{\theta})
\]

where \( J \) represents the derivative of \( J \) with respect to \( t \). \( \dot{\varepsilon} \) is the derivative of \( \dot{x} \), which represents the actual acceleration at the redundant manipulator’s end-effector. \( \dot{\theta} \) is the derivative of \( \theta \), which represents the acceleration of each joint of the redundant manipulator. This equation can be rewritten as the following form:

\[
J = (\dot{\varepsilon} - J\dot{\theta} + \mu_2(\dot{\varepsilon} - J\dot{\theta}))\dot{\theta}^{-1}
\]

where \( \dot{\theta}^{-1} \) here represents the pseudo-inverse of the \( \dot{\theta} \) according to the value of \( m \) and \( n \). In this equation, \( \dot{\varepsilon}, \dot{x} \) can be measured by sensors or vision instruments. \( \dot{\theta} \) can be obtained by the QP solver in next section.

B. Discrete Kinematic Estimator

In this subsection, we propose a discrete model-free solver based on the continuous model-free scheme derived above.

\[
x_k = \frac{x_{k+1} - x_k}{\phi} + O(\phi),
\]

\[
x_k = \frac{x_k - x_{k-1}}{\phi} + O(\phi).
\]

Equations (38) is used to discretize the model-free scheme. Here we define \( \kappa = \mu_2 \phi \). Thus, the following discrete solver DS-1 is obtained:

\[
\dot{\theta}_k = \frac{\dot{\theta}_k - \theta_{k-1}}{\phi},
\]

\[
\dot{J}_k = \dot{J}_k + \phi(\dot{J}_k - J_k \dot{\theta}_k)\dot{\theta}_k^{-1},
\]

\[
\theta_{k+1} = \theta_k + \phi \dot{\theta}_k,
\]

\[
J_{k+1} = J_k + \phi \dot{J}_k.
\]
Similarly, by using Taylor-Zhang discretization formula [35] and the 3-instant backward finite difference formula, we have:

\[
\dot{x}_k = \frac{2x_{k+1} - 3x_k + 2x_{k-1} - x_{k-2}}{2\phi} + O(\phi^2),
\]

\[
\dot{x}_k = \frac{3x_k - 4x_{k-1} + x_{k-2}}{2\phi} + O(\phi^2).
\] (43)

Equations (38) is used to discretize the first two steps of the model-free scheme, and (43) to discretize the rest. Thus, the discrete solver DS-II can be derived as follows:

\[
\hat{\theta}_k = \frac{3\theta_k - 4\theta_{k-1} + \theta_{k-2}}{2\phi}, \quad (k > 2),
\]

\[
\dot{\theta}_k = \frac{3\theta_k - 4\theta_{k-1} + \theta_{k-2}}{2\phi}, \quad (k < 2),
\]

\[
J_{k+1} = \frac{3}{2}J_k - \theta_{k-1} + \frac{1}{2}\dot{\theta}_{k-2} + \phi\hat{\theta}_{k} \quad (k < 2),
\]

\[
J_{k+1} = J_k + \phi\hat{\theta}_k \quad (k > 2).
\] (50)

where \(\hat{\theta}\) used in this solver is obtained from \(y\) in QP solver. For the initial values of the above solver, \(\theta_0\) is the initial value of the inputs, such as the initial angle of the manipulators’ joints. \(\theta_0\) and \(\hat{\theta}_0\) are set to \(\hat{\theta} \in \mathbb{R}^n\). As for \(\theta_0\), its value is determined via motor babbling. That is, independently altering the state of the \(i\)th input by a small value \(\Delta\theta_i\), the corresponding displacement of the end-effector \(\Delta r_e\) is measured. Then, the \(i\)th column of \(J_0\) can be initialized as \(J_0 = [\Delta r_{e1}, \Delta r_{e2}, \ldots, \Delta r_{en}]\). As shown in Fig. 2, by combining the discrete QP solver and kinematic estimator, the DMFFTC scheme can be synthesized for handling the QP2 in Section III.

C. Theoretical Analysis

In this part, we analyze the theoretical analysis of the proposed model-free solver.

1) Convergence Analysis: It can be proved that the discrete model-free solver DS-I and DS-II of a redundant manipulator is convergent.

Similar to [36], we can obtain that DS-I model is convergent with \(O(\gamma^2)\), i.e., \(J_k = J^*_k + O(\gamma^2)\), where \(J^*_k\) is the theoretical solution. Thus we have:

\[
\|J_k - J^*_k\|_2 = \|J^*_k + O(\gamma^2) - J^*_k\|_2 = \|O(\gamma^2)\|_2.
\] (51)

Analogously, simulation error \(\|J_k - J^*_k\|_2\) of DS-II scheme is convergent with \(O(\gamma^2)\), the proof is complete.

2) Stability Analysis: Here we prove the discrete model-free solver DS-II of a redundant manipulator is stable. A Lyapunov function candidate is defined:

\[
v_2 = \frac{\|e\|_2^2}{2} = \frac{e^T e}{2} = \frac{\sum_{i=1}^{m} \sum_{j=1}^{m} e_{ij}^2}{2} > 0.
\] (52)

Obviously, the Lyapunov function (52) is positive-definite. Then, the time-derivative of \(v_2\) is derived as follow:

\[
v_2 = \frac{d^2 v_2}{dt^2} = e^T \frac{de}{dt} = -\mu e^T e \leq 0.
\] (53)

According to the Lyapunov theory, the DS-I and DS-II scheme are stable.

V. DISCRETE JOINT STATE OBSERVER

As introduced in (7), matrix \(A\) is required to represent the running state of the joints. However, in reality, we can not know in advance when and which joints will fail. Thus, estimating the running state of joints is a necessary task. To do that, we proposed a discrete joint state observer in this section.

At the beginning, we set \(m_f = n\) and \(A = \text{zeros}(n,n)\), assuming that all joints are in good condition. By using a primal-dual neural network [32], we can obtain:

\[
y_f = \mu_3(I + Q^T)\{P[y_f - (Qy_f + z)] - y_f\}
\] (54)

where \(y_f\) is the dual variable of \(\theta\); \(\theta\) is the joint vector of redundant manipulator measured by sensors; \(\mu_3 \in \mathbb{R}^+\) is a positive parameter to adjust the convergence rate.

Then, we use the differential equation (54) to construct the joint state observer. Firstly, considering some joints of the redundant manipulators may fail, we define a diagonal matrix \(\Lambda\) for estimation:

\[
\begin{bmatrix}
\dot{y}_1 \\
\dot{y}_2 \\
\vdots \\
\dot{y}_{n+m}
\end{bmatrix} = \Lambda
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_{n+m}
\end{bmatrix}
\] (55)

\[
\Lambda = \begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\ddots \\
\sigma_{n+m}
\end{bmatrix} \in \mathbb{R}^{(n+m) \times (n+m)}.
\] (56)

Similar to matrix \(A\), \(\Lambda\) can indicate the joint states of the redundant manipulator. The difference is that, when the \(i\)th joint \((i \leq n)\) joint fails after a time instant, \(\sigma_i\) will become zero; when the \(i\)th joint works properly, the \(\sigma_i\) holds. After integrating matrix \(\Lambda\), (54) can be rewritten as:

\[
\dot{y}_r = \mu_3\Lambda(I + Q^T)\{P[y_r - (Qy_r + z)] - y_r\}.
\] (57)

Through evaluating the value of \(\sigma_i\), we can detect which or when the joint is failed during the tracking control task. Thus
the dynamic observer can be conducted by using differential equations system below for the redundancy resolution:

\[
\begin{align*}
\dot{y}_r &= \Lambda y_r - k_1 (y_r - \hat{y}_r) \\
\dot{\hat{A}} &= k_2 y_r (y_r - \hat{y}_r)^T
\end{align*}
\]  

(58)

where \(k_1 > 0\) and \(k_2 > 0\) are the convergence scaling parameters, and \(y_r - \hat{y}_r\) denotes the error-correction term.

Next, in order to evaluate the convergence properties for the estimated \(\dot{y}_r\), we define the following distance variables:

\[
\begin{align*}
\tilde{y}_r &= y_r - \hat{y}_r \\
\tilde{\Lambda} &= \Lambda - \hat{\Lambda}
\end{align*}
\]

(59)

Combining (54)-(58), we have the following distance systems for evaluating convergence of distance variables:

\[
\begin{align*}
\dot{\tilde{y}}_r &= -\tilde{\Lambda} \tilde{y}_r - k_1 \tilde{y}_r \\
\dot{\tilde{\Lambda}} &= k_2 \tilde{y}_r (\tilde{y}_r)^T
\end{align*}
\]

(60)

Considering our scheme is discrete, we also discretize the observer system following the same discretization method introduced in Section IV-B:

\[
\begin{align*}
\tilde{y}_{r,k} &= \tilde{y}_{r,k-1} + k_1 \tilde{y}_{r,k-1} \\
\tilde{\Lambda}_{k} &= \frac{3}{2} \tilde{y}_{r,k} \tilde{y}_{r,k}^T + \tilde{\Lambda}_{k-1}, \quad (k \leq 2) \\
\tilde{\Lambda}_{k+1} &= \frac{3}{2} \tilde{\Lambda}_{k} - \tilde{\Lambda}_{k-1} + \frac{1}{2} \tilde{\Lambda}_{k-2} + \phi \tilde{\Lambda}_{k}, \quad (k > 2)
\end{align*}
\]

(61)-(66)

The estimated variables \(\tilde{y}_r\) and \(\tilde{\Lambda}\) should converge to zero as time evolves. Generally speaking, the judgment condition is that, while \(\tilde{y}_r\) converges to zero, if \(\tilde{\sigma}_i\) of distance matrix \(\tilde{\Lambda}\) does not keep at zero, then the \(i-th\) joint is detected to be fault. Thus, based on the discrete joint space observer introduced above, the working state of joint can be detected automatically.

VI. SIMULATIONS

In this section, we implement the DMFFTC scheme derived above through simulations.
where $r$ is used to adjust the size of trajectory and in this case 0.03 m. It is worth noting that although our method can achieve joint fault tolerance, joint faults will narrow the working space of the redundant manipulator due to loss of degrees of freedom.

For given desired trajectories, the redundant manipulator can easily complete the control task in the condition that all the joints work normally, as shown in Fig. 3(a). The root mean squared error (RMSE) is 0.0001 mm, which is a negligible error in a majority of applications. From Fig. 4(a), we can see that all six joints are involved in fulfilling the task, but the changes of joints $\theta_5$ and $\theta_6$ are not significant due to redundancy.

**B. One Faulty Joint**

The situation that the third joint ($\theta_3$) of the redundant manipulator is considered to be faulty here. As shown in Fig. 3(b), the third joint $\theta_3$ (the joint connecting the red bar and the cyan bar), does not generate any rotation. By using the DMFFTC scheme, the redundant manipulator is able to complete the tracking task with a RMSE of 0.0002 mm as shown in Fig. 5(a), which is quite a negligible error. From Fig. 4(b) we can clearly illustrate that, $\theta_3$ did not rotate at all during the task. To compensate the missing DOF, the rotations of other joints (especially $\theta_4$ and $\theta_5$) have increased slightly.

**C. Two Faulty Joints**

Then, in the case when both the third and the fifth joints of the redundant manipulator fault at the same time, it may not be able to see a obvious difference, but we can still see the control task is well performed from Fig. 3(c). The achieved RMSE is 0.0003 mm as illustrated in Fig. 6(a). As shown in Fig. 4(c), $\theta_3$ and $\theta_5$ does not rotate at all during the task, and the rotations of the remaining normal joints are increased to remedy the missing DOF.

**D. Comparison**

As far as we know, our scheme is the only model-free scheme for fault tolerant tracking control of redundant manipulators based on recurrent neural networks. Therefore, we compared it with a model-based fault tolerant algorithm in [2] with simulated model errors. Without loss of generality, the DH parameters of the model are added with small biases, i.e., $\alpha_4 = 1.047 + \Delta \alpha$ and $d_6 = -0.1729 + \Delta d$ where $\Delta \alpha = 0.008$.

As shown in Fig. 5, when $\theta_3$ faults, the root mean squared error (RMSE) of using our method is 0.0002 mm. However, considering the model error, the RMSE of using model-based method is 0.0984 mm, which is much larger than that using our method. Similar results also occur when both $\theta_3$ and $\theta_5$ fault, as shown in Fig. 6. Modeling errors are usually unavoidable for model-based methods, however, thanks to its model-free nature, the DMFFTC scheme can bypass the uncertainties caused by the modeling errors.

**E. Normal-Faulty Transition**

To show smoothness of the DMFFTC scheme when coping with the joint-state shifting from normal to fault mode, we carry out an additional simulation to show the tracking performance during this normal-faulty transition. The goal trajectories $r_d = \{dx, dy, dz\}^T$ are set as:

\[
\begin{align*}
    dx &= 2r \sin(6\pi (\sin(0.5\pi t/T_d))^2) - r \sin(4\pi (\sin(0.5\pi t/T_d))^2) - 4r + \text{initPos}(x), \\
    dy &= -2r \cos(6\pi (\sin(0.5\pi t/T_d))^2) - r \cos(4\pi (\sin(0.5\pi t/T_d))^2) + \text{initPos}(y), \\
    dz &= 2/3r \cos(4\pi (\sin(0.5\pi t/T_d))^2) - r + \text{initPos}(z)
\end{align*}
\]

where $r = 0.03$. In this case, the positive parameters $\mu_1$ and $\mu_2$ are set as 200. The duration of the control task is $T_d = 30$ s, when $0 \leq t < 10$ s, no joint is considered to be failed; when $10 \leq t < 20$ s, $\theta_3$ faults; when $20 \leq t < 30$ s, $\theta_4$ and $\theta_5$ fault.

As shown in Figs. 7(a) and 7(b), the actual trajectory is basically along with the desired path that RMSE is only 0.0001 mm. Most amount of the errors are concentrated at the transition points. From Fig. 7(c), we can see that $\theta_3$ fails from $t = 10$ s to $t = 20$ s, $\theta_4$ and $\theta_5$ fault after $t = 20$ s. Fig. 7(d) shows the transformation of the third columns of estimated $\hat{J}$ and actual $J$ during the simulation. When $0 \leq t < 10$ s, estimated $\hat{J}$ basically coincides with actual $J$. However,
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controlled by the DMFFTC scheme, the estimated $\hat{J}$ keeps unchanged during $10 \leq t < 20$ s. When $20 \leq t \leq 30$ s, the estimated $\hat{J}$ is very different from the actual $J$ due to other joints’ faults.

F. Joint Speed Limit

The simulation above discusses the condition that the joint is completely failed. However, in practice, the joint typically have a degradation over time which ends in a failure at the end. Thus, our scheme also support to constrain the velocity of specified joints to avoid more serious failures. By adjusting the value of $\xi^+$ and $\xi^-$ in (17), the velocity limits of failed joints can be adjusted.

First, all joints are set to work normally, just as the settings in section VI-A. No velocity limit is set that the joint is far away from the rest state. Then we set $\theta_3$’s velocity is the largest one, reaching 0.2 rad at time $t = 10$ s.

Then, we consider that $\theta_3$ slightly fails at the beginning and completely fails after $t = 15$ s. As shown in Fig. 8(b), $\theta_3$’s velocity is maintained at 10 rad around $t = 10$ s, and finally keeps at 0 rad after $t = 15$ s. Meanwhile, in order to make up for the limited $\theta_3$, $\theta_1$ and $\theta_4$’s velocities increase significantly and accordingly. The RMSE of the simulation is 0.0002 mm, and the most errors are concentrated at $t = 15$ instant.

G. Transition Far Away From Rest State

In this simulation, the transition happens at a value which is far away from the joint rest state. The simulation settings are the same as Section VI-E. In order to conduct the condition that the joint is far away from the rest state, we firstly set $\theta_3$ fail during the time $8 < t < 12$. During this period, in order to remedy the missing DOF, $\theta_4$ has done a large movement, away from joint reset state. Then we set $\theta_3$ normal, $\theta_4$ fail. As shown in Fig. 9, the transition cause a big error in an instant, but it will not have a big impact on the overall control.

H. Fault Detection by Observer

The effectiveness of the discrete joint space observer proposed in Section V is verified in this simulation. The desired trajectories are set as (67) with $r = 0.02$ m. We set all joints of manipulator well at the beginning of simulation, afterwards $\theta_3$ fails at time $t = 12$ s. The parameter $\mu_3$, $k_1$ and $k_2$ are set as 100, 200 and 100 respectively. At the beginning of the simulation, all joints of manipulator are set to be working well, then $\theta_3$ is set to fail at time $t = 12$ s. As shown in Fig. 10, at time 0-12 s, $\hat{y}_r$ constantly converge to zero. When the value of $\hat{\Lambda}$ keeps at zero (indicating that no joint fails), $\hat{y}_r$ will be set randomly and the observer continues to keep detecting until the fault happens. After the $\theta_3$ fails at time $t = 12$, $\sigma_3$ of $\hat{\Lambda}$ does not keep at zero, and until $\hat{y}_r$ converges to zero again, the failure is detected. In this simulation, the large abnormality can be detected within 0.023 seconds. The RMSE of the simulation is 0.0004 mm.

G. Transition Far Away From Rest State

In this simulation, the transition happens at a value which is far away from the joint rest state. The simulation settings are the same as Section VI-E. In order to conduct the condition that the joint is far away from the rest state, we firstly set $\theta_3$ fail during the time $8 < t < 12$. During this period, in order to remedy the missing DOF, $\theta_4$ has done a large movement, away from joint reset state. Then we set $\theta_3$ normal, $\theta_4$ fail. As shown in Fig. 9, the transition cause a big error in an instant, but it will not have a big impact on the overall control.

H. Fault Detection by Observer

The effectiveness of the discrete joint space observer proposed in Section V is verified in this simulation. The desired trajectories are set as (67) with $r = 0.02$ m. We set all joints of manipulator well at the beginning of simulation, afterwards $\theta_3$ fails at time $t = 12$ s. The parameter $\mu_3$, $k_1$ and $k_2$ are set as 100, 200 and 100 respectively. At the beginning of the simulation, all joints of manipulator are set to be working well, then $\theta_3$ is set to fail at time $t = 12$ s. As shown in Fig. 10, at time 0-12 s, $\hat{y}_r$ constantly converge to zero. When the value of $\hat{\Lambda}$ keeps at zero (indicating that no joint fails), $\hat{y}_r$ will be set randomly and the observer continues to keep detecting until the fault happens. After the $\theta_3$ fails at time $t = 12$, $\sigma_3$ of $\hat{\Lambda}$ does not keep at zero, and until $\hat{y}_r$ converges to zero again, the failure is detected. In this simulation, the large abnormality can be detected within 0.023 seconds. The RMSE of the simulation is 0.0004 mm.

VII. EXPERIMENTS

In this section, we implement the discrete model-free fault-tolerant control scheme on a physical platform of the redundant manipulator “Kinova Jaco2” to verify its correctness and efficiency.
A. Drawing Task

1) Settings: The first experiment is controlling the redundant manipulator to perform the drawing task where the manipulator is holding a pen to draw desired figures. The duration of the control task is set as $T_d = 20$ s and the sampling gap $\phi$ as 0.001 s. The initial input of the manipulator is set as $\theta(0) = \begin{bmatrix} -1.596, 4.612, 1.474, -2.498, 2.011, -0.801 \end{bmatrix}^T$. The positive parameters $\mu_1$ and $\mu_2$ are set as 100. The desired trajectories $r_d = [dx, dy, dz]^T$ are set as (67). Trajectory scale $r$ is also set to 0.03 m.

The experiment without faulty joints is firstly performed. As shown in Fig. 11(a) to Fig. 11(d), the manipulator complete the task successfully and the corresponding states of the joints are given in Fig. 13(a).

2) One Faulty Joint: To verify the fault tolerance capability, a single joint of $\theta_3$ is set to be not working. As we can see, the drawing task is well performed. To show clearer the results, local close-up snapshots of $\theta_3$ joint are presented in Fig. 12. As shown from Figs. 12(a) to 12(d), the rotation of $\theta_3$ is very obvious under normal condition. On the other hand, governed by the DMFFTC scheme, $\theta_3$ does not generate any rotation as shown from Figs. 12(e) to 12(h). The joint-angle curves are shown in Fig. 13(b) where we can recognize that $\theta_3$ does not rotate at all during the task. In the meantime, rotation amplitudes of $\theta_4$, $\theta_5$ and $\theta_6$ changed evidently.

3) Two Faulty Joints: In this case, the $\theta_3$ and $\theta_5$ are set to fault. Despite the fact that two joints have faulted, the drawing task is completed as shown in Fig. 14(a) to Fig. 14(d), with $\theta_3$ and $\theta_5$ are marked. In Fig. 13(c), we can see that there is no any movement generated in $\theta_3$ and $\theta_5$ during the whole process. In the same time frame, rotation amplitude of $\theta_4$ varied constantly.

B. Accuracy Evaluation

1) Settings: In this section, a visual device is used to evaluate the real-time fault-tolerant tracking performance. The duration and sampling gap $\phi$ of the control task are set as $T_d = 300$ s and 0.1 s respectively. The initial input of the manipulator is set as $\theta(0) = \begin{bmatrix} 4.9467, 3.6651, 1.3740, 4.1542, 1.5102, -1.7237 \end{bmatrix}^T$. Joint $\theta_4$ is set to the fault mode when $t \geq 100$ s, and $\theta_5$ is set to be faulty when $t \geq 200$ s. The desired trajectories $r_d = [dx, dy, dz]^T$ are set as (68). Trajectory scale $r$ is set to 0.025 m.

2) Normal-Faulty Transition: As shown in Figs. 14 and 15(a), under the field of view of the visual device, manipulator successfully complete the tracking task while normal-faulty transition happens. Fig. 15(b) shows that the RMSE of the experiment is 0.9 mm which is an acceptable level for many applications. The state transitions of joint $\theta_4$ and $\theta_5$ are also illustrated in Fig. 15(c).

VIII. CONCLUSIONS

In this paper, we propose a discrete model-free fault tolerant tracking control scheme for redundant manipulators. The DMFFTC scheme allows us to solve the redundant manipulator’s control problem in the condition that some joints are faulty. This scheme is independent with the kinematic model and can achieve highly accurate tracking control when fault happens in one or more joints. The detailed derivation of the scheme and theoretical analysis are presented. The performances in the cases with one and two faulty joints are
verified with simulation and experiments. Comparative studies with the model-based fault tolerant method verified that, in the condition of existing modeling uncertainties, the DMFFTC scheme achieved higher tracking accuracies. In addition, the tracking performance during transition from normal state to faulty state of the joints is verified as well. Lastly, the RMSE of trajectory tracking quantified by the visual device is 0.9 mm. Based on these results, we can definitely conclude that the DMFFTC scheme is competent to realise fault tolerant tracking control without any knowledge about the kinematic model, which brings portability and flexibility for applying the fault tolerant scheme generally.
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