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Abstract

A reaction-diffusion equation is studied in a time-dependent interval whose length varies with time. The
reaction term is either linear or of KPP type. On a fixed interval, it is well-known that if the length is less
than a certain critical value then the solution tends to zero. When the domain length may vary with time,
we prove conditions under which the solution does and does not converge to zero in long time. We show
that, even with the length always strictly less than the ‘critical length’, either outcome may occur. Examples
are given. The proof is based on upper and lower estimates for the solution, which are derived in this paper
for a general time-dependent interval.

1 Introduction

We consider the reaction-diffusion problem:

oy 0%

i DW + f(¥) in A(t) <z < A(t) + L(t) (1)
P(x,t) =0 at x = A(t) and = = A(t) + L(t) (2)
where ¢» > 0, D > 0, L(t) > 0 for all ¢ > 0, and the reaction term f is assumed to be either linear:
f@)=f0),  f(0)>0, (3)
or a Lipschitz continuous function, differentiable at 0, and satisfying the following conditions:
o , L
f(0)=f(1) =0, f(0) >0, , on-increasing on k> 0. (4)

Note that these assumptions on f imply that f(k) < f/(0)k and so the solution to the linear problem is a
supersolution to the nonlinear equation. This type of nonlinearity is often referred to as being of the KPP
type (named after the initials of the authors of [7]).

Both the start of the interval, A(t), and the length of the interval, L(t), are prescribed functions of time
(0 <t < 00), and are assumed to be twice continuously differentiable, and L(¢) > 0 for all ¢ > 0.

It is straightforward to show that, for a fixed domain 0 < x < L, the solution to the linear problem tends
exponentially to either zero or infinity, depending on whether f/(0) — DL’§2 < 0 or > 0 respectively. This
yields the ‘critical length’

D
Lerit = . 5
T ®)
Note that if f/(0) — DL’f =0 (i.e. L = L¢yt) then the solution converges to a multiple of the principal

eigenfunction, sin (’%) (Namely, it converges to the first term in the Fourier sine series for the initial
conditions.) The purpose of the present paper is to present some refinements of the notion of the ‘critical



length’ to cases when the domain length is no longer a constant but is able to vary with time. We first
treat the linear growth term, and then also extend the results to the nonlinear KPP term. We find that
certain conditions on L(t) guarantee that the solution ¢ converges to zero as t — oo, while other conditions

guarantee that ¥ (x,t) > Bsin (%) for some B > 0. Even if L(t) is strictly less than L..;; for all ¢, then

either outcome may occur. In particular, if L(¢) tends to L. from below as some inverse power of ¢, then
the outcome depends on this power.

The above reaction-diffusion equation has applications to population dynamics, and the domain with
moving boundaries is relevant for a model in which the size and location of the habitat may change over
time. This could be due to factors such as flooding, loss of snow cover, habitat destruction, forest fire, or
the extension of range boundaries when previously unsuitable regions become suitable. With respect to this
application, the results of the current paper signify that even if the habitat is maintained below the ‘critical’
size, population extinction is not guaranteed — the solution may have a non-trivial lower bound. This is
not so on a fixed domain, but is a possibility here because of the time-dependence of the domain boundaries.
Our work is also relevant for any other application whose mathematical model is a diffusion equation within
a spatial domain whose boundary moves under some external influence.

We emphasise that this is not the same as a free boundary problem, in which the moving boundary would
be determined as part of the solution. A number of authors, beginning with Du and Lin [4], have studied a
free boundary problem with a KPP nonlinearity. They consider problems of the type

(A 2U
% = d% + u(a — bu) in g(t) <z < h(t) (6)
ulg(0),0) = u(h(), 1) = 0 ™
§0) = —nog0),0)  H(0) = o (h(t). 1) 0

where d, a, b, and p are given positive constants. In their model, g(¢) and h(t) are determined as part of
the solution via Eq. (8), and the domain length h(t) — g(¢) is monotonically increasing in time. See [4], [5],
and [3], where Du, Lin, Bunting and Krakowski prove a spreading/vanishing dichotomy: either g(t) — —oo,
h(t) — +oo and u spreads at an asymptotically constant speed in both directions, or else g(t) — goo,
h(t) = hoo With hoo — goo < m4/d/a and there is ‘vanishing’, i.e. w — 0. In the vanishing case, we note that
the domain is always enclosed by a stationary interval of the critical length, m4/d/a. In [6], Du and Lou
extend the spreading/vanishing results to other monostable reaction terms f(u), showing that the results
hold quite generally and are not specific to the special case f(u) = u(a —bu). (In particular, and in contrast
to section 4 of our work, [6] does not need to deal separately with the cases where f is or is not linear near
the origin.)

It is important to be aware that the ‘vanishing’ property proven in the free boundary papers [4], [6] is
a consequence of the Stefan boundary conditions (8) in their model, and not simply a consequence of the
domain length being less than the critical length. In particular, these boundary conditions imply that if h'(¥)
and ¢'(t) tend to zero then so does the gradient g—g at the boundary, and so the solution cannot be bounded

ey

below by any positive multiple of sin (ﬁ . This is in contrast to our current paper (which is not a free

boundary problem and does not impose the Stefan conditions (8), but rather prescribes the movement of the
domain boundaries). We demonstrate cases in which the domain length satisfies L(t) < L for all ¢ > 0,

L(t) — Lepit as t — oo, L(t) — 0, and the solution is bounded below by a positive multiple of sin (%)

Many subsequent papers on the free boundary problem (6), (7), (8) have investigated the case of spreading
in great detail, but much less attention has been given to the case of vanishing. Indeed, to our knowledge,
aside from [4], [6] who considered the nonlinear free boundary problem and proved vanishing, there have
been no other publications looking at a reaction-diffusion equation on a time-dependent domain of less than
the critical length.

The recent paper [1] by the current author considers Eq. (1), (2) on a time-dependent interval, and
presents several exact solutions for the linear case. These involve domains where L(t) has the form L(t) =



Vat? + 2bt + LE. The other result of [1] concerns the profile of the solution near the boundaries, when the
length of the interval tends to infinity with its endpoints at +(24/Df'(0)t — alog(t + 1) — n(t)) with a > 0
and 7(t) = O(1). The approach in [1] is based upon changes of variables (both of the spatial variable x and
the independent variable ¢) which allows exact solutions, subsolutions and supersolutions to be constructed
for the transformed equation. This is the method which will also be employed in the current study, but here
we use different upper and lower bounds on the transformed equation to derive a new sub- and supersolution
pair.

The main result of this paper is contained in Theorem 2.1, which yields sub- and supersolutions for the
linear equation with general A(t) and L(t). The results in Section 3 are then the applications of Theorem
2.1 to specific cases of interest. In particular, Corollary 3.1 gives conditions on L(¢) under which the solution
does not converge to zero in long time, and Corollary 3.2 gives conditions on L(t) for which the solution
does converge to zero. Examples of both are given. In Example 3.2 we consider L(t) tending towards L.,
from below as some inverse power of ¢, and find that the outcome is determined by the power of ¢. Thus
we provide both a set of conditions on L(t), and a family of examples, such that L(t) is always strictly less

than the ‘critical length’ and yet the lower bound (x,t) > Bsin (%) is valid for some constant B > 0.

We finish the paper by considering the nonlinear equation, in Section 4.

2 Derivation of sub- and supersolutions

We consider the linear equation and begin as in [1] by transforming onto a fixed spatial domain and making

a change of variables. Let £ = (xfégt)> Ly (for some Lo > 0) and 9 (x,t) = u(§,t) to get

+ f(0)u in0<é&< Ly (9)

ou_ o L3 du (A(t)LO+§L(t)> A
ot L(t)? €2

N L(t) 3

u(&,t) =0 at £ =0 and £ = L. (10)
Then let

1/2 b
wig, 1) =ult,?) (LL(Z)> exp —f’(0>t+/A4(g d¢
0

X exp

<52L<t>L<t> . SA(t)L(t)>
4DI} 2D L

and, as in [1], find that w satisfies

ow L 9*w (LML) | EAR)L(®) ,
o PTuroe T < I3 " 2DL, ) v mb<g<lo (12)
w(&,t) =0 at £ =0 and £ = L. (13)

Now define the non-negative functions Q(t) and Q(t) as follows:

0<n<1 2

Q(t) = max (?72L(75)L(t) + nA(t)L(t)) , (14)

Q(t) = — min

0<n<1

<’72L<2L(t> + nA'(t)L(t)) . (15)



Theorem 2.1. Let ¢(x,t) satisfy the linear problem on A(t) < x < A(t) + L(t), and let u(&,t) and w(E,t)
be as above. Suppose that bsin (”§> <w(&,0) < asin ( ) for some 0 < b < a. Then for allt > 0 we have

e =vsin (75) (70%) e <f’(0)t - t A;g%c)

con [ (25 99) - 200 _ehtotn) »
and
e o (2) (22 ) oo (i [ 4
o[ (-2 BQ) - €010 _ciontr) .
Proof. By the definitions of Q(t) and Q(t), and the equation (12) satisfied by w(¢,) > 0, we have
Q() w(€,t) < %7: D fz)zg; _@2%) (6,t)  in0<¢< L. (18)

By applying the parabolic comparison principle on [0, Lo] X [0, ¢], this then leads to the sub- and supersolutions

t
bsin (ﬁ) exp (/0 <£2)2 — Q(C)) dC) <w(g,t), (19)
(€ Y(_Dr* Q)
w(é,t) < asin (Lo> exp (/o < L0)? :t Sp dC) (20)
Changing variables back using Eq. (11) gives the claimed bounds for u(¢, ). O

3 Non-convergence to zero and convergence to zero

In this section we continue to consider the linear reaction term, and we prove conditions on L(¢) under which
the solution does not, or does, tend to zero as ¢ — co. For any function F(t), denote its positive and negative
parts by [F(t)]T >0 and [F(t)]~ >0, so that F(t) = [F(t)]* — [F(t)]~.

Corollary 3.1. Non-convergence to zero.
Let (x,t) satisfy the linear problem on 0 < x < L(t), and assume that the following conditions hold:

L(t) and L(t)L(t) are bounded above, (21)
/t< ! ! )dC bounded ab (22)
— is bounded above,

0 L(C)2 L?mt

/ L()[L(t)] " dt < oo. (23)
0
Then for (z,0) > 0, and not identically zero, ¥(x,t) does not converge to zero as t — oco. In particular
o 92 L(t)

hgéglf 0 /. Y(z,t) sin (L( )> dx | > 0. (24)



Proof. We may assume without loss of generality that

u(§,0) > bsin (2?) exp <_6€1<DO)LL3(O)> (25)

for some b > 0, since by the strong parabolic maximum principle and Hopf’s Lemma such an inequality will
be true at each time tg > 0. It follows from Theorem 2.1 that

u(€, 1) >bsin (Z‘f) (LL@))/ exp (/(0)1)
xexp(/ot <_£Z;_Ci(é))dg—w> (26)

for all £ > 0, where Q(t) = M Substitute f/(0) = L%—“Q, and use the assumptions in Eq. (21), to get
that for some b’ > 0

;. (T t [ Dr? Dr? LO[L(O]
u(§,t) > b'sin (Li) exp (/0 <L2 N GEE (C)LD(C)] ) dC>. (27)

crit

Now the assumptions in Eq. (22) and (23) give that this exponential factor is bounded below by a positive
value: there exists B > 0 such that

u(§,t) > Bsin (f) for all ¢t > 0. (28)
0
So the first Fourier sine coefficient is bounded below as
2 L@ ( T ) 2 Lo (7r§>
— r,t)sin | — | de = — u(&,t)sin| — | d¢ > B 29
f ), vens(gg)e=g, [ weosn (T ) (29)
and thus we reach the conclusion. O

Corollary 3.2. Convergence to zero.
Let (x,t) satisfy the linear problem on 0 < x < L(t), and assume that the following conditions hold:

L(t)L(t) is bounded below, (30)
T ( Dr?  Dr? L@)[LW)]T L)
/0 <L(t)2_Lgm_ 1D +2L(t)>dt%oo as T — oo. (31)

Then ¥(x,t) converges uniformly to zero as t — oo.

Proof. We may assume without loss of generality that

U(é-y()) < asin (2?) exp <_§€;(DO)LI(;)(O)> (32)

for some a > 0. It follows from Theorem 2.1 that

u(€,1) < asin (f) (LL((;))wexp (/'(0)%)

t( o Dr? Q) EL(H)L(t)
e </ (-7 +55) dc‘@Lﬁ) %




for all t+ > 0, where Q(t) = M Substitute f/(0) = D7” and use the assumption in Eq. (30), to get

L2
that for some a’ > 0

s (7€ "(Dr*  Dr* LI LK)
u(§7t)<asm<LO>exp (/0 <L2 _L(C)2+ 1D _2L(C)>d<>' (34)

crit
Thus, under the assumption in Eq. (31), there is uniform convergence to zero. O
Example 3.1. Consider an interval (0, L(t)) where L(t) < L tends exponentially towards L,

L(t) = Leris(1 — ge™t) (35)
for some 0 < ¢ < 1 and @ > 0. The conditions of Corollary 3.1 are satisfied and so we deduce that
Y(z,t) > Bsin (%) for some B > 0. In fact this example generalises to

L(t) = Lerit(1 = h(t)) (36)
whenever 0 < h(t) < 1 is integrable with A(t) bounded and A(t) > 0.
Example 3.2. Consider the interval (0, L(t)) where L(t) < L4 is given by

L(t) = Lerit(1 —e(t +1)7%) (37)

for some 0 < e < 1and k > 0. If £ > 1, then the conditions of Corollary 3.1 are satisfied and thus in this

case Y(z,t) > Bsin (%) for some B > 0. On the other hand, if 0 < k < 1, the conditions of Corollary 3.2

are satisfied and so ¥(x,t) — 0 uniformly in z as t — oo.

The analogies of Corollaries 3.1 and 3.2 also hold in the case of an interval (A + ct, Ag + ct+ L(t)) where
¢ is a constant with |¢| < 24/Df’(0). In this case we define

D
Lerit(c) =7 m. (38)

and, exactly as above but with this new definition of L..;;, we obtain the following corollaries of Theorem
2.1.

Corollary 3.3. Let ¢(z,t) satisfy the linear problem on (Ao + ct, Ao+ ct + L(t)), with |c| < 24/Df'(0), and
assume that the following conditions hold:

L(t), L(t)L(t) and cL(t) are bounded above, (39)
t 1 1 .
/0 (L(OQ - Lcrit(c)2> d( is bounded above, (40)
| stk <. w)
0

Then for (xz,0) > 0, and not identically zero, ¥(x,t) does not converge to zero as t — co.

Corollary 3.4. Let ¢(x,t) satisfy the linear problem on (Ag+ ct, Ao+ ct + L(t)), with |c| < 24/Df'(0), and
assume that the following conditions hold:

L(t)L(t) and cL(t) are bounded below, (42)
" [ Dr? Dr2  L@[L®)T L)
/0 <L(t)2 - Lcm‘t(C)Z B 4D T 2L(t)> dt — oo as T' — oo. (43)

Then (x,t) converges uniformly to zero as t — oo.



We may also be interested in results of this type for more general forms of A(t). If A(t) > 2,/Df'(0)
— including cases with acceleration as well as those where A(t) is constant — there is no ‘critical length’.
Instead v(x, t) converges to zero for any L(t). This can be seen by using the solution on R as a supersolution.
Likewise, t(z,t) converges to zero for cases where A(t) < —2,/Df’(0) and L(t) is bounded.

A more interesting case is one with A(t) oc (t 4 ;)™ for some 0 < m < 1. In this case A(t) — 0 as
t — oo, and we again define L..;; as in Eq. (5). If 0 < m < 3 and if L(¢) satisfies the conditions (21), (22),
(23), then as in Corollary 3.1 we have non-convergence to zero and a non-trivial lower bound. As before,
this is proved by an application of Theorem 2.1, and by noting that A(t)L(t) is bounded above and that
A(t)? and L(t)[A(t)]” are integrable. For 3 <m < 1, however, the term fg L%)Q
and a different set of conditions is needed to ensure non-convergence to zero.

In a similar way, Theorem 2.1 leads to results about convergence and non-convergence to zero for a range
of forms of A(t) which may be relevant to applications.

d(¢ is no longer order one

4 Nonlinear reaction terms of KPP type

Consider the nonlinear version of Eq. (1), where f is a function of KPP type. Note that the linear solution is
now a supersolution. Consequently, Corollary 3.2 immediately extends to the nonlinear case, and we obtain
the following.

Corollary 4.1. Convergence to zero.
Let i(xz,t) satisfy the nonlinear problem on 0 < x < L(t), where f satisfies (4). Assume that (30) and (31)
hold. Then ¥ (x,t) converges uniformly to zero as t — oo.

The results concerning the lower bound now depend on whether or not f is linear near the origin.

Proposition 4.1. Non-convergence to zero.
Let ¥(x,t) satisfy the nonlinear problem on 0 < x < L(t), where f satisfies (4), and where there is some
ko > 0 such that

f(k) = f(0)k for 0 <k < ko. (44)

Assume that there exist finite constants my, mo, M, I, Is such that for all t > 0

0<m < L(t) < mso (45)
L)L) < M, (46)

[ (e ) = )
/0 L) dC < I, (48)

Then for ¥(x,0) > 0, and not identically zero, ¥ (x,t) does not converge to zero as t — oco. In particular,
Eq. (24) holds.

Proof. Choose b > 0 small enough such that both

- 21,(0)L(0
u(§,0) > bsin (Z) exp <_§4<D)Lg()> (49)
and D
b <:101> exp (Il + i\é) < kg. (50)



By Theorem 2.1, the function

e,y =bsin (75 (1) R

t7 Dr?2 o Q) E2L(t)L(t)
< exp </ (‘L<<>2 - 2D) - 4DL> (51

is a subsolution for the linear equation, where Q(t) = M By choice of b, we have 0 < (&, t) < ko
for all 0 <t < oo, and hence @ is also a subsolution for the nonlinear equation. Therefore

Lo\ Y? I, M
wen zatc.0 2 (22) e (- 15— 1) sn (1) (52)

for all ¢ > 0 and the conclusion follows. O

Remark 4.1. The lower bound for u(¢,t) in Eq. (52) depends on the parameter ko > 0 via Eq. (50). As
ko — 0, b = O(ko) and so the lower bound in Eq. (52) is also O(ko) as ko — 0. The next result treats
functions f which are not linear on [0,kq) for any ko > 0, and shows that no such lower bound on the
solution exists as L(t) — L.

Proposition 4.2. Convergence to zero.
Let (x,t) satisfy the nonlinear problem on 0 < x < L(t), where f satisfies (4), and where there is some
ko > 0 such that

F(k) < f(0)k for 0 < k < ko. (53)

If limsup,_, . L(t) < Lepi then (x,t) converges uniformly to zero as t — oo.

Proof. For each ¢ > 0, let L. = L..;t(1 + ¢) and consider the solution . (z,t) to the nonlinear parabolic
equation on the fixed interval (0, L.). Standard arguments show that as ¢ — oo, 1. converges uniformly to
a non-negative solution of the elliptic equation

DU!(z)+ f(U(z))=0 in0<z< L. (54)

U:(0) = U:(Le) = 0. (55)

Since L. > Lerit, and f satisfies (4), a positive solution U, to Eq. (54), (55) is unique (see Theorem 1 and
Remark 1 of [2]). Now for ¢ large enough, L(t) < L. and ). (x,t) is a supersolution for ¢ (z,t). Therefore it
must hold that
lim sup (sup ¥(z, t)) <|Uel|oo for each € > 0. (56)
t—o0 T
But as € — 0 the functions U, converge uniformly to a non-negative solution U of Eq. (54), (55) on the
interval of length Ly = L..;+. This limit U therefore satisfies

Lerit Lerit Lerit
"x)2dx = — 2\U" (2)dx = x z)dx
/0 DU (2)?dx = / DU (@)U (2)d / fU @)U (@)

Lerit
< / £ (O)U (x)?dz, (57)

where the inequality follows from f(k) < f’(0)k. Now, since f(k) < f'(0)k on (0, k), and since U(z) = 0

at the endpoints, the inequality in (57) would be strict unless U = 0. But f/(0) = LDQ”_Z , and so a strict

it

inequality would contradict Poincaré’s inequality. Therefore we deduce that indeed U (Lx) = 0 on [0, Lerit)-
S0, [|Ue|loo = ||U]|oo = 0 as € = 0, and it follows from (56) that lim; . (sup, ¥(z,t)) = 0. O
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