
Journal Pre-proof

People watching: Abstractions and orthodoxies of monitoring

Victoria Wang, John V. Tucker

PII: S0160-791X(22)00319-0

DOI: https://doi.org/10.1016/j.techsoc.2022.102178

Reference: TIS 102178

To appear in: Technology in Society

Received Date: 16 July 2022

Revised Date: 18 November 2022

Accepted Date: 19 November 2022

Please cite this article as: Wang V, Tucker JV, People watching: Abstractions and orthodoxies of
monitoring, Technology in Society (2022), doi: https://doi.org/10.1016/j.techsoc.2022.102178.

This is a PDF file of an article that has undergone enhancements after acceptance, such as the addition
of a cover page and metadata, and formatting for readability, but it is not yet the definitive version of
record. This version will undergo additional copyediting, typesetting and review before it is published
in its final form, but we are providing this version to give early visibility of the article. Please note that,
during the production process, errors may be discovered which could affect the content, and all legal
disclaimers that apply to the journal pertain.

© 2022 Published by Elsevier Ltd.

https://doi.org/10.1016/j.techsoc.2022.102178
https://doi.org/10.1016/j.techsoc.2022.102178


People watching:  

abstractions and orthodoxies of monitoring 
 

 

 

1. Victoria Wang  

 

Corresponding Author  

victoria.wang@port.ac.uk 

 

School of Criminology and Criminal Justice, St George's Building, 141 High Street, 

Portsmouth, PO1 2HY, UK 

 

 

2. John V. Tucker 

 

Co-author  

j.v.tucker@swansea.ac.uk  

 

Department of Computer Science, Computational Foundry, Swansea University, Swansea, 

SA1 8EN, UK 

 

Jo
urn

al 
Pre-

pro
of

mailto:victoria.wang@port.ac.uk
mailto:j.v.tucker@swansea.ac.uk


People watching:  

abstractions and orthodoxies of monitoring 
 

 

 

1. Victoria Wang  

 

Corresponding Author  

victoria.wang@port.ac.uk 

 

School of Criminology and Criminal Justice, St George's Building, 141 High Street, 

Portsmouth, PO1 2HY, UK 

 

 

2. John V. Tucker 

 

Co-author  

j.v.tucker@swansea.ac.uk  

 

Department of Computer Science, Computational Foundry, Swansea University, Swansea, 

SA1 8EN, UK 

 

Jo
urn

al 
Pre-

pro
of

mailto:victoria.wang@port.ac.uk
mailto:j.v.tucker@swansea.ac.uk


 

 
1 

 

People watching:  

abstractions and orthodoxies of monitoring 

 
 

 
Abstract 

 

 

 

Our society has an insatiable appetite for data. Much of the data is collected to 

monitor the activities of people, e.g., for discovering the purchasing behaviour of 

customers, observing the users of apps, managing the performance of personnel, 

and conforming to regulations and laws, etc. Although monitoring practices are 

ubiquitous, monitoring as a general concept has received little analytical attention. 

We explore: (i) the nature of monitoring facilitated by software; (ii) the structure 

of monitoring processes; and (iii) the classification of monitoring systems. We 

propose an abstract definition of monitoring as a theoretical tool to analyse, 

document, and compare disparate monitoring applications. For us, monitoring is 

simply the systematic collection of data about the behaviour of people and objects. 

We then extend this concept with mechanisms for detecting events that require 

interventions and changes in behaviour, and describe five types of monitoring.  

We argue for the development of a general theory of monitoring. 

 

Keywords: monitoring, interventions, software, data, surveillance 
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1. Introduction 

 

Developments in data collection, computation, and communication are making possible a 

comprehensive monitoring of everyday life – as individuals, or as members of social and 

economic groups, or of organisations and companies. Certainly, we have become accustomed 

to being monitored, much of which is supposed to be good for us. In both the physical and 

virtual world, the general activities and professional performance of people and organisations 

are being captured by various monitoring technologies and reduced to digital data. These 

monitoring technologies have helped create large commercial sectors serving security, 

retailing, logistics, accreditation and regulation, and social interaction.  

 

Digital data can be collected, processed, stored, sorted, searched, shared, combined, altered, 

stolen and destroyed, all relatively easily, remotely and at scale. Data has been re-invented as 

a new multidisciplinary field of research, symbolised by the coinage of the term ‘big data’ by 

Douglas Laney [1]. Monitoring has enabled the development of big data and stimulated a 

hunger for more data and more monitoring. These effects have become prominent in the past 

two decades, in terms of the volume of data created, as well as its diversity and commercial 

value, e.g., [2]. Indeed, big data is central to a new economic logic, named surveillance 

capitalism [3, 4, 5]. It is based on the trading of access to digital data generated by individuals’ 

daily routines in order to directly influence and modify their behaviour for profit [6]. These 

changes are made possible by the theories and methods in computer science coming to practical 

maturity (e.g., in databases, machine learning, visual computing).  

 

Our curiosity about monitoring began with our observation of its presence in our everyday lives 

and in its implicit role in debates in surveillance studies – a multidisciplinary subject studying 

both theories and empirical practices of surveillance in society.  Surveillance studies is a 

blanket term encompassing a wide range of contexts and practices of a social, economic, legal 

and political kind. It also depends upon classic philosophical and sociological abstractions, 

such as trust, privacy, identity, and security. To these abstractions we propose to add 

monitoring. 

 

In this paper, we report on our initial theoretical exploration of the concept of monitoring. We 

aim to establish it as an independent subject for investigation and discussion. Thus, our two 

research questions are:  
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(i) Can monitoring be abstracted from its countless manifestations and practices, and 

subsequently be constituted as an independent topic of study? 

(ii) What basic concepts are involved in monitoring, and can they be used to build a 

general theory to study monitoring and its effects?   

 

We begin our exploration by discussing some of the practices that motivate and shape our study 

of monitoring. We then propose abstract definitions to make precise questions and frame 

answers about any monitoring process: 

1. What are the objects or people that are monitored?  

2. What are the behaviours of the objects or people to be examined, and how are they 

represented as digital data?  

3. What properties of the behavioural data are to be observed and recorded?  

4. What is done with the data in these records? 

 

The purpose of monitoring is to collect and store data. Records of observations can be checked 

for points of interest, or for what is unusual, and enable historical search and investigation if 

the need arises. Typically, monitoring is used  

• to see that certain things do or do not happen – conformance monitoring – as in 

management and criminal justice; and  

• to gain insight and information – discovery monitoring – as in the sciences and retail.  

There are centuries old examples of both types of monitoring that do not bring surveillance to 

mind: financial accounting is based on conformance monitoring; and astronomy, meteorology, 

and natural history are based on discovery monitoring.  

 

In our conceptual framework, we make a distinction between the collection of data and any 

actual use that is made of it. Thus, we propose two definitions to theorise monitoring:  

i) a passive one that only observes and records, and  

ii) an active one with interventions that may notify or change behaviour.  

Our abstract definitions are intended to establish a conception of monitoring for digital data 

that can deployed in theory and practice, e.g., through ontologies to help discover and 

document answers to the previous four questions in whatever domains they are raised. 
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Our exploration of monitoring as an independent subject area builds on established research in 

surveillance studies. According to David Lyon, surveillance refers to “the focused, systematic 

and routine attention to personal details for purposes of influence, management, protection or 

detection” [7: 14]. It has three abstract purposes: (i) control, (ii) social sorting, and (iii) mutual 

monitoring [8].  

 

No matter the purpose, the monitoring of everyday life rests at the heart of contemporary 

surveillance studies and practices. In fact, this is stated in the title of Lyon’s seminal book – 

Surveillance society: Monitoring everyday life [9]. Now, as everyday life is enabled and 

sustained by software and data, we should take a deep interest in computer systems. Indeed, 

surveillance practices depend on digital technologies that enable the monitoring of everyday 

life. As monitoring is record keeping, it is fundamental to surveillance.  

 

Monitoring looks at and measures the ‘health’ of all forms of computer systems; it generates 

logs that are designed to reveal what and when events took place, and who or what caused 

them. And there are many kinds of logs lying beneath the surface of the software that brings 

the world’s users together. Of course, monitoring is not only about infrastructure, devices and 

data collection. Studying monitoring’s influence in human affairs overlaps – some will say 

needlessly trespasses on – surveillance studies. For those interested in a particular domain it 

can be hard to see a value in studying monitoring per se and the technologies of automatic 

record keeping; but for those interested in general theories of society abstract ideas about 

monitoring ought to be most welcome. 

 

Our exploration focuses on three aspects: (i) the nature of monitoring relating to software; (ii) 

the abstract structure of monitoring processes; and (iii) typologies of monitoring processes 

according to purpose or actual use. These are discussed in the following sections of this paper, 

respectively. First, to provide technical arguments for an independent theory, in Section 2, we 

provide a simple initial definition of monitoring, situate our arguments on monitoring by 

computer systems, and by reflecting on the role of monitoring in ‘big data’ and surveillance. 

Surveillance has large, diverse and well-established literatures, in which the effects of 

monitoring play a role but monitoring itself is rarely centre stage.  

 

Secondly, in Section 3, we offer a rigorous abstract definition of monitoring as a process that 

observes people or objects by choosing data to measure or represent their behaviour, testing 
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the data for certain properties, and lastly recording the degree the behaviour data exhibits the 

properties. The definition is designed to apply to a diverse collection of monitoring situations; 

we illustrate the definition with simple examples of monitoring in management, retail, and 

criminal justice. Thirdly, in Section 4, we develop a second abstract definition of monitoring 

in which information recorded by a monitoring system can initiate actions that we call 

interventions. It is the interventions that specify or reveal what the monitoring data is actually 

used for. We illustrate the definition of monitoring with interventions by discussing five 

overlapping abstract types, namely: (i) access control systems; (ii) permission systems; (iii) 

penalty systems; (iv) incentive systems; and (v) recommendation systems. In Section 5, we 

conclude and, encouraged by our initial findings, we call for further investigations to help 

establish monitoring as a subject with many specialisations. 

 

2. Monitoring – Defined and Situated  

After elaborating on our approach to making a theory of monitoring, we address its relationship 

with data science and surveillance studies, and comment on old and new monitoring processes. 

 

2.1 Our approach 

Let us begin with proposing a simple idea of the process of monitoring.  

 

Initial definition. A monitoring technology is a means of observing and recording properties 

of the behaviour of an object or a person in a context. A monitoring technology generates 

records. In fact, the context is best defined by the properties observed by the technology.  

 

Given the diversity of monitoring situations, applying such an informal definition naturally 

leads to other terminologies that are better suited to specific contexts and domains. A context 

may be better served by replacing our term observing by measuring, logging, recognising, 

sensing, or detecting; our term property might be replaced by attribute, feature, symptom, or 

event; and the term behaviour might be replaced by state, mode, trace, history, trajectory, trend, 

and so on.  Our approach to theorising has four features. 

 

First, it seeks abstract concepts, frameworks and formal tools that have considerable generality, 

and can be applied to cases diverse in nature and separated in time. 
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Second, it is concerned only with data. It is not directly concerned with the people and objects 

themselves, but it is concerned with data about their behaviour and data about their identity. 

This data is digital which nowadays includes numbers, texts, sounds, images, videos, haptics 

etc. 

 

Third, in replacing our informal definition, our abstract definitions attempt to identify and make 

precise the essential components of monitoring. This brings benefits: (a) in any situation, they 

are guides to identify and examine what processes monitor what behaviour; and (b) they allow 

us to further abstract, model and reason using algebra and logic and to relate formally to the 

monitoring activities of apps and platforms.  

 

Fourth, we view the acquisition of data as independent of its subsequent use. By focussing on 

sources of data, it also helps detect commonalities and distinctions relevant to real-world 

practices in diverse domains. The commonalities of data gathering are simpler to uncover and 

understand than the diversities of the use of monitoring data. This separation of concerns 

enables us to identify intentional versus unintentional uses of monitoring data. 

 

This approach seeks conceptual structures and ontologies that may be customised to guide 

empirical investigations, such as: 

• Provenance of data sets: Many data sets of value and practical use are created from 

initial data by all sorts of computations involving combinations and linkages with other 

data sets. Monitoring processes are one source of initial data; their provenance and 

characteristics need to be known to judge if the constructed data set is ‘fit-for-purpose’, 

practically or ethically.  

• System guarantees:  To better understand and certify (say) privacy properties for a 

software product or service, a provider might require a rigorous analysis of the data it 

acquires, creates, and destroys in its deployment and practical use. The number and 

complexity of software and data components need mathematical tools to make such 

evaluations. 

• Business intelligence and efficiency: An internal audit of monitoring practices might 

reveal what data is available to an organisation, if and when the data is used, and what 

new value (or risk) might it offer (or reveal).  In our experience, monitoring can be 

casually motivated, naively specified, and crudely expressed in metrics. 
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• Regulation by law or good practice: To satisfy governments, regulators and accrediting 

bodies, organisations will need to authenticate their operations with analytical reports 

based on monitoring records (which may be subject to inspection). 

 

2.2 Big data and monitoring 

Contemporary data science, nicknamed ‘big data’, applies algorithmic methods to construct 

and explore data sets with diverse origins and purposes. Seemingly unrelated data sets can be 

combined with dramatic effects, e.g., on privacy, something that complicates government open 

data initiatives [10, 11]. However, technically, data sets have many common properties. It is 

more than 20 years since Laney’s [1] handy technical description of data sets by volume, 

velocity, and variety (‘3Vs’) and many more characteristics have been noted, e.g., [12].1 A 

survey can be found in [13].  

 

How much of this big data has monitoring as its source?  We think that monitoring is a primary 

source of data about the world and so expect it to be a primary component of big data. This is 

borne out by studies of the origins of data sets commonly in use and their classification, such 

as the three high-level types identified in [14], or the 13 subtypes unpacked in [15: 9].2 In 2015, 

the United Nations Economic Commission for Europe (UNECE) gave a Big Data Source 

Taxonomy that also identified three main sources of data:  

1. Human-sourced information: data produced by social media networks; blogs and posted 

comments; personal documents; pictures; videos; internet searches; text messages; user-

generated maps; and emails.  

2. Process-mediated/transaction data: data produced by public agencies and businesses. 

3. Machine-generated data: data produced by fixed sensors; mobile sensors; satellites; logs 

of computer systems and networks.  

                                                 
1 To Laney’s criteria they add: exhaustivity; resolution; indexicality; relationality; 

extensionality; and scalability to make nine traits of data sets.  

2  These are: (i) directed data; (ii) automated data; (iii) automated surveillance; (iv) digital 

devices; (v) sensed data; (vi) scan data; (vii) interaction data; (viii) volunteered data; (ix) 

transactions; (x) social media; (xi) sousveillance; (xii) crowdsourcing; and (xiii) citizen science. 
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This UNECE classification, with its 24 subcategories, has settled down and become something 

of a standard that is commonly used in statistical circles related to government.3   In cataloguing 

examples of data sets by types, the answer to the question becomes clear: monitoring is a main 

source for the raw material of data science, and for its contemporary controversies, some of 

which morph into surveillance.  

 

Early on, data science was claimed to be establishing a new paradigm of scientific research 

[16] and changing the study of social, political, and economic life [17, 15]. Data science 

promises a new general empirical epistemology with new forms of knowledge and predictive 

tools, underwritten by the authority of measurement. This focusses attention on monitoring, 

attitudes to quantification and data, and their enhanced role in evidence gathering and decision 

making. The hold this general empirical paradigm has on organisations and companies 

increases the need for more monitoring. The paradigm raises some important questions that 

have been concisely surveyed in [18, 19]. 

 

2.3 Surveillance and monitoring 

Next, we situate our concept of monitoring in the context of surveillance studies.  

 

In their critical survey, Galič et al. [2] propose surveillance theories could be structured in three 

chronological/thematic phases: 

i) Bentham and Foucault’s panoptic structures of power inspired by physical 

architecture;  

ii) Deleuze, Haggerty and Ericson, and Zuboff’s networked surveillance relying 

mainly on digital technologies;  

iii) scholarship that conceptualises surveillance through notions, including 

dataveillance, social sorting, and peer-to-peer surveillance.  

Independent of old metaphors and new notions, thanks to the ‘datafication’ of everyday life, 

surveillance practices are becoming relevant to every arena of our daily lives.  

 

                                                 
3 The 2020 version uses popular names for the three high-level categories, namely:  Social 

Networks, Traditional Business Systems, Internet of Things, respectively: 

https://statswiki.unece.org/display/bigdata/Classification+of+Types+of+Big+Data 
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Recall that for us, monitoring highlights infrastructure, made by combining devices and 

software. Thus, our understanding of monitoring resonates with Deleuze’s [20] writing in the 

early 1990s prior to the prevalence of networked technologies. He focused on open spaces and 

paid attention to control at a distance through technologies. Drawing on Deleuze’s work, 

Haggerty and Ericson introduced the idea of ‘data doubles’ in their seminal paper The 

surveillant assemblage [21]. For them, a ‘surveillance assemblage’ is a ‘convergence of 

discrete surveillance systems’, which ‘operates by abstracting human bodies from their 

territorial settings and separating them into a series of discrete flows’ [11: 606]. ‘These flows 

are then reassembled into distinct ‘data doubles’ which can be scrutinized and targeted for 

intervention’ [21]. As a result, the panoptic hierarchy of surveillance is levelled: big brother 

becomes a diaspora of little (and not so little) big brothers [22, 23]; and more individuals and 

groups are being monitored for new purposes, including deterrence, consumption, 

entertainment, health promotion, education, governance, accountability, child-care and 

military success [21, 24]. 

 

Particularly, surveillance today is increasingly used in economic contexts, e.g., to motivate, 

generate and monitor consumption patterns. This use is, nevertheless, not at all new. Karl Marx 

understood surveillance as both an economic and a political concept in his theory of society 

[25]. Capturing its contemporary economic aspect, the notion of surveillance capitalism was 

first used by Bellamy and McChesney [26], and subsequently analysed and made known by 

Zuboff [27, 5, 6] as ‘a wholly new subspecies of capitalism in which profits derive from the 

unilateral surveillance and modification of human behavior’ [6: 1]. Zuboff suggests that 

surveillance capitalism comprises ‘an emergent logic of accumulation’ of digital traces, which 

‘produces its own social relations and with that its conceptions and uses of authority and power’ 

[27: 77]. She further identifies four key features of surveillance capitalism: i) the insatiable 

appetite for data extraction and analysis; ii) the real-time monitoring of contractual 

performance along with real-time, technology-enabled enforcement of contract; iii) 

personalised and customised services; iv) the continual experimentation and intervention into 

users’ lives [6]. Big data and monitoring are the essential features of surveillance capitalism, 

which is based on data collection, predictive logics and their profitability [2].  

 

Propelled by developments in technologies, new terminologies have emerged to describe new 

approaches to surveillance. Here are some examples [28, 29]: 
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• Whilst the term surveillance tends to be associated with the powerful watching the less 

powerful, the term sousveillance is often used to mean the less powerful watching the 

more powerful.  

• Whilst the term panoptic veillance tends to be associated with the few watching the 

many, the term synoptic veillance is often used to mean the many watching the few.  

• Banoptic surveillance describes the exclusion of individuals or social groups via 

surveillance techniques. 

• Participatory veillance describes the voluntary participation as a subject of veillance.  

 

Most of these new terminologies retain the word veillance, which originates in the French word 

veiller – a neutral form of watching, which is suggestive of monitoring. In fact, elements of 

monitoring could be found in almost all current understandings of surveillance. For example, 

Morgan [30] pointed out that discussions of sousveillance [31] had accelerated among 

individuals who develop their own approaches and exercise self-monitoring for their own 

reasons. Subsequently, numerous self-monitoring, tracking and data-gathering technologies 

have been developed, particularly in the health and wellbeing sector [32] and at workplaces 

[33]. For another example, in terms of panoptic surveillance, its contemporary interpretation 

includes the expectation of subjects to better themselves by engaging in self-surveillance, i.e., 

to monitor and manage their own behaviours in accordance with the social norms in their 

contexts [34]. For a third example, participatory surveillance is a form of community-based 

monitoring via a series of intelligence gathering technologies (e.g., ‘track and trace’ apps) and 

techniques (e.g., self-reporting) [35], which is particularly dominant in the public health sector 

(e.g., infection control for Covid-19) [36, 37].  

 

Some new terminologies that reference the technical dimension of surveillance have also 

emerged. Here are some examples [28, 29]: 

 

• The term dataveillance/panspermic veillance means watching that involves the use of 

digital data technologies rather than human senses alone. In the virtual world, the term 

algorithmic veillance means watching using computer algorithms and digital data. 

• The term uberveillance means watching from all directions, particularly with the use of 

tracking devices worn on, or embedded in, the human body.  

• The term social veillance means watching each other via social media.  
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• Liquid surveillance means watching that is dynamic or fluid, moving restlessly from 

site to site and using various types of technologies. 

 

These concepts with their particular emphases may shape our perspectives on surveillance. The 

role of monitoring as we see it is evident in all of them. Our own view of monitoring is closest 

to dataveillance and algorithmic veillance. 

 

Our abstract descriptions of monitoring build on formal studies of surveillance. In Wang and 

Tucker [38, 39], an abstract general notion of surveillance system was defined to cover many 

examples and even allow a mathematical model to be developed that focused on digital 

identity.4 These abstract analyses of surveillance led us to think abstractly about monitoring.  

 

2.4 Types of Monitoring Technologies 

In this light, surveillance thus becomes a concept that depends on many technologies 

networked together. Networking involves systems communicating, which introduces the 

fundamental practical issue of identity: are the systems observing the same entity (person, 

object, or class of such). Large commercial sectors have been created serving security, retailing 

and social interaction. Prominent are technologies for monitoring. 

 

To take a timely example, automated face recognition (AFR) for gaining access is becoming 

common for phones and other gadgets, e.g., vending machines associated with payments via 

Alipay and WeChat in China [40]. To the well-established technologies of monitoring by video 

camera, AFR adds enormous functionality as it offers a solution to problems of identification 

when needed. Of course, traffic cameras of all kinds have solved identification problems for 

vehicles through number plate recognition with profound practical consequences for traffic 

control and general police investigations. AFR promises more profound consequences, 

perhaps.  Together with its technical promise of AFR comes associated ethical and legal 

debates to do with its application, as well as general privacy challenges [41, 42]. In the UK, for 

example, the use of face recognition by South Wales Police since 2017 has been a testcase in 

the courts, e.g., South Wales Police [43, 44] and Court of Appeal [45].  

 

                                                 
4 It observed that since surveillance systems are largely digital then mathematical methods that 

model data, software and hardware can be adapted to analyse surveillance practices.  
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Keeping pace with computing trends, monitoring has already become a service that can be 

outsourced (MaaS) to cloud-based service companies with highly specialised knowledge.5 

Organisations with many employees depend on many devices and applications; the 

performance of these digital tools affects people’s productivity and working experience. The 

performance monitoring of devices and software across a geographically distributed 

organisation can be outsourced.6 At least that’s how MaaS starts: what gets measured about 

people’s activities and reported to management is open-ended. 

 

As processors, software and data become embedded and networked in the physical world, 

creating smart urban and domestic environments, monitoring is necessarily ubiquitous and 

pervasive. Monitoring depends on technologies for collecting data, and it is useful to recall the 

origins of the phase internet of things (IoT): it was coined by Kevin Ashton of Procter & 

Gamble in 1999 to conceptualise a beautiful solution to a stock control problem for lipsticks in 

stores. The solution was to use RFID tags in order to expand the gathering of data that can then 

be processed by monitoring software that would intervene when stocks were low. The general 

computational problem addressed by Ashton’s conception of the IoT is simply data input at 

scale [47: xvi-xviii]. Adding processors expands data gathering and pre-processing.  

 

A most important class of monitoring tool is the non-so humble computer log that records the 

commands and data of software as it executes. Typically, actions are listed in order, classified 

by relevant tags and timestamped; if mobile, the computational actions can be tagged by 

location. Logs are designed as a source of information about the functioning of software for its 

technical performance, business value and user experience. For example, a company ought to 

be interested in the performance of its webpages. Browsers can collect relevant information. 

The WC3, the consortium that guide web development, has a specification for browsers to 

collect data that measures timings; it contains 21 basic measurements, and from these further 

timing metrics may be computed and statistics generated [48: 69-71]. In addition to 

computational performance for users, companies can use web analytics, like the widely used 

                                                 
5 MaaS follows the movement towards ‘computing as a service’ that outsources software 

(SaaS), platforms (PaaS), and infrastructure (IaaS). 

6  Compare the monitoring of employees of what are currently called Digitial Employee 

Experience (DEX) tools [46].  
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Google Analytics, a service launched by Google in 2005 after acquiring Urchin. Tagging users 

via their devices, geographically or virtually, is a basic source of machine-generated data.  

 

The intimate relationship between computers, logs and monitoring is abstracted by the concept 

of logject for objects employing software that log their own use [49, 50]. The records can be 

stored, transmitted and analysed anywhere. The smart phone is an advanced example – it 

manages itself, is location aware, adapts to the environment, recognises its owner’s biometrics 

(fingerprints, face, voice), creates metrics and logs, and is highly programmable by millions of 

apps, many of which update automatically. It synchronises and shares data with other objects 

such as car entertainment systems (e.g., to enable hands-free calling and audio playback). It 

can track and be tracked by similar mobile devices in real-time. Its sociological importance is 

assured because it contains mountains of personal information.  It is, for example, an invaluable 

source for profiling and evidence in police investigations. Further, from these logs are derived 

data for metrics, statistics, alerts, diagnostics, post-mortems, etc. Although there are standards 

and tools for logs, they are commonly customised to the software component they monitor 

[48].  

 

Computer monitoring yields insights into the technicalities, working methods, culture and 

governance of monitoring as general phenomenon. This is because our lives are held together 

by software and data.  

 

3. An Abstract Definition of Monitoring  

 

The general working principle for our study is:  

 

Monitoring is the collection, evaluation, recording and storing of data obtained 

from observing the behaviour of entities in a context. Behaviour is described by 

data and what is observed are properties of data. The outputs of monitoring are 

records containing judgements about these properties of data.  

 

Thus, we assume that monitoring is only concerned with data, and so our theory begins as a 

theory of data. Further, by data we have in mind information that can be represented digitally.  
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With a wide range of contexts and examples in mind, we begin to identify the essential 

components of monitoring:  

 

Definition. Abstractly, a monitoring process or system consists of the following components: 

 

1. Entity. Entities are people, or physical or virtual objects, that possess behaviour in space 

and time.  

2. Identity. Methods for generating data that can identify entities and situate them in space 

and time.  

3. Measurable behaviour. Methods for generating data that represent the actual behaviour 

of entities in space and time. 

4. Attributes. Methods for describing, recognising and judging properties of measurable 

behaviour data. 

5. Processing. Methods for analysing properties of the behaviour data and generating new 

data such as summaries and comparisons. 

6. Recording and reviewing. Methods for storing and displaying data, properties and 

judgements for subsequent review and interpretation.  

 

Each case of monitoring has a context that we define explicitly by the following: 

 

7. Context. The collection of the chosen entities and behaviours, their data 

representations, and attributes of the data to be observed and judged, constitute a 

context. 

 

The context takes shape through the choice of behaviours of interest, and the choice of what 

data represents them; in turn, the choice of data is shaped by the means to obtain it. The 

measurable data abstract a few features of the behaviour of the entity, and becomes a proxy 

that replaces the actual behaviour. In our model, we leave open the human procedures and 

technological infrastructure by which the data comes into existence.7 

 

                                                 
7 The process of choosing data is outside our analysis, belonging to measurement theory, 

broadly conceived. 
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The act of observation in monitoring is the checking, or evaluating, or judging of some 

attributes of the data. So, what is actually monitored are chosen properties of the data chosen 

to represent chosen behaviours. Attributes can be derived from behavioural conditions, such as 

rules, norms, practices, targets and performance indicators, or determined by the technical state 

of the data and its measurement.  Attributes can depend on time and space. Attributes may not 

be clearly present or absent, but their likelihood may be approximated or estimated; the 

attributes can be little more than beliefs about behaviour. The monitoring process records 

observations, nothing more. Our definition aims to reveal and capture a common ‘anatomy’ for 

diverse monitoring processes.  

 

There is no shortage of areas where monitoring is orthodoxy.  For example, accounting and 

auditing are monitoring processes that shape the management of an organisation, by which 

reports must be returned to a regulatory body.  Let us illustrate these components, with simple 

examples in employment, retailing and criminal justice, where monitoring is explicit and 

acceptable.  

 

Example 1: Management Key Performance Indicators. A key performance indicator (KPI) 

is a type of data designed to measure and track the performance of a person, process, service 

or organisation. Managers create systems based on KPIs to monitor and evaluate the success 

of activities, where success may mean conformance to standards, or progress toward objectives 

and targets. In Section 2.4 we mentioned manufacturing, warehousing and services where KPIs 

thrive and possibly rule. To these can be added public services which have long immersed 

themselves in targets and KPIs that are the subject of media attention and political disputes, 

e.g., in health and education.   

 

Choosing KPIs defines a monitoring process for specific managerial objectives, which may be 

directed at the short-term behaviour of people or processes, or at long-term corporate goals. 

KPIs can have a hypnotic effect and in many situations the KPIs completely define, implicitly 

or explicitly, performance. Typically, a dashboard refers to a user-interface for the data that is 

current, concise and easy to interpret. The data displayed define indicators that are intended to 

allow instantaneous appreciation of current situation and progress. The balanced scorecard 

card is a popular form of dashboard [51].  
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For a simple example to illustrate the components, university key performance indicators for 

teaching might include: 

1. Entity. Teacher. 

2. Identity. Staff name, number and unit.  

3. Measurable behaviour. For each module taught: number of students enrolled; marks 

awarded; attendance and engagement; student opinions; student response. 

4. Attributes. For each module taught: classifications of data and profiles.  

5. Processing. Judgements of student performance against module averages, passes and 

fails, subject benchmarks, and management targets for progression.  

6. Recording and reviewing. Data for staff professional development review.  

This can be extended to include staff research performance (e.g., papers published, grants 

applied for, research students supervised, esteem, external engagement, etc). 

 

Example 2: Recommendation Systems. A retailer’s recommendation system makes 

suggestions to customers about what they might be interested in buying, based on their history 

of purchases, patterns surrounding their products, and what might be inferred from this data. 

Familiar examples are supermarket recommendation systems based on loyalty cards. Retailers’ 

data gathering for recommendations have been at the forefront of commercial monitoring 

applications and big data [52]. 

 

For online retailers, the monitoring opportunities are vastly improved with much more data 

easy to collect.  Suggestions to account holders can be based on casual browsing as well 

purchase data. Amazon is the pioneer with its spectacularly influential recommendation 

algorithms, which are now more than 25 years old and widely deployed [53]. In the case of 

online retailing, the components of our definition may be illustrated as follows: 

 

1. Entity. Customer accounts.  

2. Identity. User names and passwords.  

3. Measurable behaviour. Purchasing profile: histories of purchases, product searches, 

page visits, responses to invitations. 

4. Attributes. Products purchased or considered as classified by tagging systems.  

5. Processing. Analysis of attributes, and generation of related and popular products.  

6. Recording and reviewing. Methods for storing the updated purchasing profile for 

subsequent recommendations and special offers.  
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Recommender systems are deployed in various media, sometimes with harmful consequences 

(e.g., in the death of Molly Rose Russell, aged 14 years old [54]).   

Example 3: Electronic Monitoring: Penal Sanction. Currently, various forms of electronic 

monitoring (EM) are used to supervise offenders in the criminal justice process, e.g., at the pre-

trial (bail), community penalty, and post-release stages. An EM-curfew seeks in some degree 

to prompt responsible, law-abiding behaviour at least for the duration of the curfew; it can also 

provide victim protection. For the purpose of restriction to places and times, EM takes a form 

of location monitoring, which uses sensors to secure compliance with a required routine 

sustained over a set period of time – in this instance, the curfew and its associated rules. For 

example, EM has remotely monitored chemical properties, such as alcohol and drug levels 

[55]; a curfew and restriction for drink driving consists of: 

1. Entity. Offenders. 

2. Identity. Names and numbers.   

3. Measurable behaviour. Data about offender location and alcohol consumption. 

4. Attributes. Presence and required actions at locations and times.  

5. Processing. Analysis of time entering and leaving a fixed location; results of skin tests 

for blood alcohol levels.  

6. Recording and reviewing. Data for offender review and management. 

 

4. A General Definition of Monitoring with Interventions 

 

A monitoring system produces data, but what is done with this data can vary enormously. In 

simple terms, the records contain judgements on the degree that attributes are present in the 

data.  Monitoring designed to only record data is common – typical examples are polls and 

surveys. The data and statistics obtained may be private, or made public and end up in league 

tables. 

 

However, the judgements can trigger processes or consequences that we call interventions. 

Interventions might aim to flag certain behaviours, or to notify and change behaviours of 

entities. For example, suppose the purpose of a monitoring system is to establish and sustain 

performance. When the data is reviewed, and if performance is found to be unsatisfactory, 

appropriate actions may to try to change behaviour and restore or improve performance. Such 
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actions define use of monitoring. Interventions connect monitoring with purpose, which is 

fundamental in David Lyon’s definition of surveillance. 

 

Definition. Abstractly, a monitoring process or system with interventions is a monitoring 

system (as defined in Section 3) to whose components is added: 

 

8. Intervention. Methods for reviewing and interpreting judgements and taking actions 

that are designed to notify or change the behaviour of the entities being monitored.  

 

The interventions may take place at a place and time far from the monitoring process. To 

support security, cameras have long been installed in buildings to register movements; they 

need not trigger interventions. But, if something was wrong (e.g., unauthorized access or 

stealing), images stored may be used much later on as evidence that trigger action.  

 

Thus, to passive monitoring, through interventions we add active monitoring, of which there 

will be many types.  The interventions just mentioned for security cameras are examples of 

retrospective interventions. Other interventions are designed to respond to the present, such as 

used by speed cameras monitoring traffic. These we call prospective interventions.  An 

architecture of the process is summarised in Figure 1. 

 

Through interventions, possible or actual, concerns about trust, privacy, identity, etc. rapidly 

surface and lead to a host of questions about monitoring contexts, data and algorithms; it is 

from the contexts to which monitoring belong social concerns derive their meaning [56]. A 

theory of monitoring with interventions can becomes a precision tool for analysing 

surveillance. 

 

Clearly the nature, timing and purpose of the interventions are important parameters in making 

a typology for monitoring. We exemplify our idea of monitoring system with interventions by 

reflecting on five basic types of monitoring for the purposes of: (i) access control; (ii) 

permissions; (iii) penalties; (iv) incentives; and (v) recommendations. A monitoring system 

can belong to more than one type, e.g., access and permission, or penalty and incentive. For 

real-world examples, there are also options to choose where the work of the monitoring system 

ends, and where that of the intervention system begins. 
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  Figure 1: Monitoring with interventions 
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4.1. Access control systems  

 

We conceive of an access control system as consisting of two parts: (i) a monitoring system 

that observes entities by checking their data against conditions that allow them to gain 

immediate access to a set of resources (e.g., a location, an event, a list of services, files, etc.); 

and (ii) an intervention system that uses the information produced by the monitoring system to 

enable or prevent the entity’s access to the resource. The information produced by the 

monitoring system for access is, typically though not exclusively, a binary decision – yes/no, 

in/out, open/close, etc.  

 

Prominent examples of access control systems are electronic lock systems, based on 

programmable plastic cards as keys; plastic ticketing cards (e.g., travel cards such as the Oyster 

card in London and MetroCard in New York); systems with logins and passwords (e.g., ATMs, 

computers, photocopiers, phones, online accounts of all kinds). In each case, systems record 

who has what access and when. Increasingly, access control systems are aided by biometrics 

of the finger, face, voice, etc. [57]. In each case, acceptance or rejection is a result. However, 

the rules of access control, contained in the attributes in a monitoring system, are highly 

contextualised. They can depend on space and time (e.g., traffic congestion charges; entry into 

buildings at set times). They can be hierarchical, like lock systems with master and sub-master 

keys, or operating systems that enable files to be read but not edited. The confidentiality of 

computer files for the defence and security services led to complicated mathematical models 

of hierarchical access, starting in 1973 with Bell-La Padula models [58]. 

 

In the case of passwords there are many login scenarios which need the intervention component. 

For example, a simple password system to an ATM consists of: 

 

1. Entity. People using a specific ATM.  

2. Identity. Account numbers and card codes.  

3. Measurable behaviour. Input of four-digit pin numbers.  

4. Attributes. The registered pin numbers.  

5. Processing. Matching the registered pin numbers; counting failed attempts. 

6. Recording and reviewing. Storing the date, time and decision of the transaction.  

7. Intervention. Invitation or rejection to use the banking services available; blocking 

further attempts if more than (say) five failed attempts. 

Jo
urn

al 
Pre-

pro
of



 

 
21 

 

4.2. Permission Systems  

 

Access to a resource does not always imply permission to use the resource. Consider the ATM: 

as an assess control system, it may (or may not) provide the access to the banking service via 

a card and a pin-number, but access does not give permission to withdraw any sum of money. 

The ATM is a gateway to other ‘backend’ monitoring systems. 

 

We conceive of a permission system as consisting of two parts: (i) a monitoring system that 

observes entities and confirms that their data meet conditions that enables them to possess or 

use a resource (e.g., a service); and (ii) an intervention system that uses the information 

produced by the monitoring system to deliver, modify, or prevent the entity’s possession and 

use of the resource. Clearly, all access control systems are forms of permission systems; indeed, 

many permission systems are guarded by access control systems. 

 

Prominent examples of permission systems can be found in operating systems of computers 

(e.g., Unix families), security management frameworks for organisations (e.g., role-based 

security), and licensing arrangements (e.g., for drivers and motor vehicles). The rules of 

permission, contained in the interventions of a monitoring system, are highly contextualised 

and dependent on time/space.  

 

Central to most computer operating systems is the idea of a file, which to a user typically 

contains texts, sounds or images. Operating systems can specify which users or computer 

programs are granted access to a file, and what operations are allowed on it (e.g., files can 

easily be password ‘protected’ or ‘read-only’).   

 

The security framework role-based access control (RBAC) is widely used by commercial 

organisations. It is general and capable of mathematical description, like its origins in Bell-

LaPadula [58]. Unlike a simple access control system, RBAC associates permission with roles 

within an organisation. A role is a collection of jobs and functions. A member of an organisation 

has (i) a set of authorised roles, which he/she is allowed to fulfil at the same or different times; 

and (ii) a set of active roles, which he/she currently occupies. Roles have an associated set of 

transactions, which are the specific activities that someone in that role is permitted to carry out. 

In RBAC there are three primary roles: (i) role assignment: a person can exercise a permission 
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only if the person has selected, or been assigned, a role; (ii) role authorization: a person’s active 

role must be authorized. Role assignment ensures that people can take on only roles for which 

they are authorized; and (iii) permission authorization: a person can execute a permission only 

if the permission is authorized for the person’s active role. In conjunction with (i) and (ii), this 

rule ensures that users can exercise only permissions for which they are authorized. Additional 

constraints may be applied as well, and roles can be combined in a hierarchy where higher-level 

roles subsume permissions owned by sub-roles. A user may have multiple simultaneous 

sessions with different permissions. 

 

Licensing of cars and their drivers are permission systems. In the UK, each car must be 

registered to a person called the keeper. For the car to be driven legally on public roads, the 

keeper must have a current road fund licence for the car; such a license can last six or 12 months. 

The cost of the road fund licence depends on the car, and it is essentially a tax that supports 

transport (as its name suggests). To purchase the licence for the car, which is the permission 

needed for the car to be driven, the keeper must have two further forms of permission: (i) a 

current certificate of road worthiness (if the car is more than three years old); and (ii) a current 

certificate of insurance for the driver. The licensing of drivers is a process that gives permission 

to individuals to be allowed to drive. It specifies what types of vehicles, medical conditions, 

and a record of motoring offences (points). This latter feature plays a prominent role in 

interventions: as the points mount up the validity of the driving licences declines. Licensing 

pioneered the creation of big data centres in the late 1960s [59]. 

 

Returning to the ATM, some services are available on access (e.g., ways of viewing the balance 

of account); others are governed by further permissions (e.g., availability of funds). To 

illustrate:           

 

1. Entity: People using a specific ATM.  

2. Identity: Account numbers and card identity codes.  

3. Observable behaviour: Four-digit pin numbers and cash withdrawal requests.   

4. Attributes: The registered pin numbers and account balance.   

5. Processing: Matching the registered pin numbers and checking the availability of funds.  

6. Recording and reviewing: Storing the date, time, decision and amount of the 

transaction.  
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7. Intervention: Access to the banking service or not, delivering the cash or not, and 

updating the account or not.  

 

4.3. Penalty System  

 

We conceive of a penalty system as consisting of: (i) a monitoring system that observes entities 

and confirms that their data do or do not conform to some set of norms, rules or laws; and (ii) 

an intervention system that reviews the information produced by the monitoring system to 

possibly issue a penalty for non-conformity.  

 

Simple examples of penalty systems are login scenarios where access is delayed or suspended 

after a fixed number of failed attempts at entering a pin or a password. There are plenty of 

examples of penalty systems to do with cars: parking systems, for which interventions are 

parking fines, and minor driving offences, for which interventions are points added to driving 

licenses. Advanced examples of monitoring with penalties are realised in pilot projects in China, 

such as the use of cameras with facial recognition monitoring the streets. Pedestrians 

disobeying lights at road crossings can be observed and interventions can identify them in 

databases and display their face.   Less minor is electronic tagging of offenders on probation. 

Revisiting example 3 in Section 3, we can simply add the following intervention: 

 

7. Intervention: Warning or return to custody.  

 

4.4. Incentive System  

 

We conceive of an incentive system as consisting of: (i) a monitoring system that observes 

entities and confirms that their data do, or do not, conform to some set of 

expectations/norms/rules; and (ii) an intervention system that uses the information produced 

by the monitoring system to reward or improve performance. Some examples of incentive 

systems are professional development reviews for staff in organisations, guided by 

expectations of their grades, for which the interventions in these cases may be promotions and 

financial bonuses; and, in companies, monitoring sales targets, for which interventions may be 

training or a change of targets. Incentive systems are closely related to penalty systems. In 

certain circumstances, the absence of a penalty is an incentive, and the absence of a reward is 

a penalty.  
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Dramatic examples of monitoring with interventions that are both incentives and penalties are 

pilot projects for the conception of the Chinese social credit system, announced in 2014 [60].  

A wide spectrum of commercial and state monitoring systems delivers personal data that can 

be aggregated and scored to reflect performance as a citizen.  High social credit scores bring 

opportunities for the citizen, low social credit scores remove them [61].  For a useful 

introduction and reflection, see Zuboff [5: 388-394]. 

 

Simply revisiting example 1 in Section 3, we can simply add the following intervention: 

 

7. Intervention: A change of teaching duties.  

 

4.5. Recommendation System 

 

We conceive of a recommendation system as consisting of: (i) a monitoring system that 

observes entities and classifies their data into some pre-defined categories; and (ii) an 

intervention system that uses the information produced by the monitoring system to give a 

recommendation, suggestion, advice, or warning. A simple example would be an electronic 

speed limit sign that displays the actual speed of an approaching motor car, if travelling at more 

than the speed limit. Examples abound in online retailing, where a user’s browsing can lead to 

the retailer sending emails suggesting products sometime after making a purchase or visit.  For 

example, revisiting example 2 in Section 3, we can add the following intervention: 

 

7. Intervention: Making a recommendation or special offer.  

 

 

5. Conclusion 

 

5.1 Reflections 

In conclusion, we have formulated and explored some general foundational questions about the 

nature of monitoring. An objective is to point to the significance and reach of the idea of 

monitoring, and to open up and call for research about monitoring and its influence and effects. 

Our approach is to focus and build on the technical nature of monitoring as it is determined by 

Jo
urn

al 
Pre-

pro
of



 

 
25 

the digital systems that create, manage and use data. Other approaches are to be welcomed 

and will be needed.  

 

Evidently, monitoring is encouraged by powerful forces – established practices in employment; 

commercial data analytics; corporate strategies for data as commodity and as capital; regulation 

and governance; evidence, transparency and accountability in public affairs; situation 

awareness for disaster management and military operations; security threats at large in the 

world. Some of the effects on people raise concerns and controversies, but by no means all. 

The benefits and problems of monitoring are determined by application domains and, indeed, 

whole hierarchies of contexts within those domains [cf. 56] and, of course, the cultural 

attributes of nations [cf. Kao and Sapp 2022]. 

 

However, our focus is a technical force encouraging monitoring: software’s capabilities for 

automatically collecting and sharing data are changing the scope, depth and scale of monitoring 

on a daily basis. In this paper, we have touched on monitoring in the technical worlds of data 

science and digital technology; in the socio-economic world of employment, where monitoring 

is an orthodoxy; and in the open-ended social world of individual life, where surveillance 

thrives. We claim that the nature and roles of monitoring per se are significant, and need study 

and debate. To establish monitoring’s theoretical independence, and to help analyse its many 

manifestations, we have proposed two abstract concepts of monitoring (without or with 

interventions) in which data collection and use are separated, and we have started building a 

set of typologies. 

 

5.2 Future research  

Some recommendations for further research arising from this paper are to: (1) explore 

monitoring’s conceptual role in some existing areas of study and debate; (2) develop general 

abstract theories of monitoring; (3) take on some empirical challenges to develop and test 

theories through their application and customisation.  

 

Mapping its influence. There are many areas to explore and map the role of monitoring. 

Structured social contexts, such as employment, governance, criminal justice, and healthcare, 

have conformance monitoring deeply rooted in their philosophies, culture and operational 

practices. And there are new areas emerging, such as private life where the idea of the 

‘quantified self’ is all about monitoring [63]. Let us comment on employment and governance. 
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Employment and Management. In the world of business, monitoring is an idée fixe.  It has been 

for more than a century since the 20th Century workplace was transformed by the radical 

scientific philosophy and practical methodologies of Frederick W Taylor (1856 –1915) and his 

collaborators and acolytes: Barth, Gant, the Gilbreths, Ford. To these who transformed 

manufacturing productivity must be added the less celebrated Henry William Leffingwell 

(1876-1934), who began the transformation of service industries with studies of office work 

[64]. Taylor’s seminal work, The Principles of Scientific Management remains influential and 

interesting [65, 66]. Metrics and conformance monitoring to control performance and 

productivity is at the heart of Taylorism.  

 

Digital technologies have automated monitoring metrics in the workplace. A seminal study of 

the unique nature of information technology in the workplace of the 1980s is Shoshana 

Zuboff’s  In the Age of the Smart Machine [67]. This exploration is a treasure chest of ideas, 

observations and field work and has the makings of a general theory – as the forensic analysis 

in Burton-Jones [68] demonstrates – one that now needs to accommodate three decades of 

technical change.  Simon Head’s The New Ruthless Economy [69] provides an overview of 

workplace practices of two decades later, also based on fieldwork and grounded historically in 

Taylorism.  Like Zuboff, his focus is the unique role of information technology in (re-)making 

the workplace. To shape and standardise much of the global workplace, companies use 

enterprise resource planning (ERP) software, such as that sold by SAP and IBM. ERP software 

is embedded with monitoring functions, which have become essential to managing companies. 

When Head returns to the subject a decade later in Mindless, the driving role of monitoring is 

more evident [70]. The intensification of monitoring in the workplace calls for a novel theory 

of Digital Taylorism. 

 

Governance. In matters of governance, monitoring is also an idée fixe. It provides evidence, 

transparency and accountability. An important socio-political context is regulation and 

government, where the theoretical and empirical work of Christopher Hood is a modern 

foundation for a study of monitoring. His 1983 analysis of the tools of government owes much 

to technology, as the notions of directors, detectors and effectors come from cybernetics. In 

particular, his detectors are ‘a set of tools for examination, inspection, monitoring, watching 

and detecting, tools which must be applicable to a wide range of objects’ [71, Chapter 6: 91]. 

His later studies of risk regulation also have cybernetic credentials with its standards, 
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monitoring and change. Thus, like Zuboff on employment, Hook on governance is a foundation 

for deeper studies of monitoring with digital technology in focus [cf. 72].  However, these 

themes of policy, governance and regulation also lead to the rise of the empirical epistemology 

mentioned earlier [18, 19]. 

 

Developing theory. Of course, a possible new debate stimulated by our paper is on the value 

of theorising monitoring, on distinctions to made between monitoring and surveillance, and the 

grey areas in between, and on its usefulness. Our position on monitoring is that in order to 

make progress on the well-established study of surveillance and its effects, the world of digital 

data and technology upon which it depends needs to be explicit and to receive deeper analytical 

attention.  

 

Turning to future technical work, monitoring data has a natural hierarchical structure that 

theory needs to capture and analyse. Some obvious levels in the hierarchy include raw data at 

source; new data computed and/or inferred from previous data; categories that interpret, 

classify and tag data; metrics and units with which to calibrate and compare data; and triggers 

for action and change. This research programme could aim at a comprehensive ontology that 

can be used to think about old and new roles for monitoring and their effects. For example, a 

theory of monitoring can shed light on technical issues of privacy. The problem of controlling 

the use of personal data – possibly constructed from ingenious correlations and deductions 

based on aggregations of independent data sets – can be tackled by a system of provenance of 

information. This requires monitoring where data comes from, in order for its use to become 

transparent and accountable with respect to laws and regulations [73]. An attempt at a 

monitoring ontology is best rooted in a particular domain. 

 

To connect with the software that underpins monitoring, a research programme could aim at a 

formal theory of monitoring with mathematical models of monitoring systems and 

interventions, made using algebra and logic. The models could help clarify design decisions in 

system development and be used as a tool for system certification. Our abstract definitions and 

typologies are a basis for such a mathematical development.  

 

Field work. A monitoring theory is tool to examine the origins and processing of data sets, and 

to give a technical insight or perspective on motivations, ethical implications, and active uses 

and misuses.  Our theoretical concepts can be used to design a methodology for studying 
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monitoring ‘in the wild’. Fieldwork would benefit from a conceptually well-founded 

framework, that can 

(i) demand clarification and precision in what data is gathered; 

(ii) develop precise concepts and common terminology;  

(iii) inform the differentiation and classification of data; 

(iv) recognise and compare features in disparate situations;  

(v) discover new characteristics, abstract concepts or problems that may be of wide 

relevance; and  

(vi) map accurately changes in past, present and future practices. 

 

In addition to the areas suggested earlier, other rewarding areas of ‘the wild’ in which to study 

monitoring could be added are our urban and domestic worlds as they are re-shaped into ‘smart’ 

cities and homes [74, 75].   
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People watching:  

abstractions and orthodoxies of monitoring 
 

 

• Monitoring is explored as an independent subject area. 

 

• Monitoring as a process that observes people or objects.  

 

• Information recorded by monitoring can initiate actions named interventions.  

 

• Interventions that specify or reveal what the monitoring data is used for.  
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