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ABSTRACT

Objective: Modelling linear accelerator (linac) photon beams using the Monte Carlo (MC) tech-
nique is presently the most precise technique with which to calculate radiotherapy beam data.
Complicated treatment plans can be achieved by using the Agility multileaf collimator. The focus
of this study is to model a linac, integrated with an Agility head, using EGSnrc MC code and
to investigate its accuracy compared with actual measurements. Methodology: A 10-MV photon
beam from an Agility head installed in an Elekta Synergy linac was simulated using BEAMnrc MC
code. Various incident electron energies were used to generate percentage depth dose curves
for the MC model and were compared with measurements using gamma analysis (y). Conse-
quently, the focal spot with different full width half-maximums (FWHMs) was used to tune dose
profiles. In addition, any differences in dose profiles were further minimized using different angu-
lar divergences. Results: The electron energy of 9.6 MeV was found to represent the best match
with the measurements, where the y pass rate was 100%. For dose profile comparisons, a circu-
lar focal spot with an FWHM of 0.45 cm and an angular divergence of 0.04° produced the best
match with the measurements. Conclusion: The presented MC linac model integrated with an
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Agility head for a 10-MV photon beam can be reliably used for dose calculations.

1. Introduction

Monte Carlo simulations are considered to be the most
accurate method of dose calculation. In MC simulation,
even in a heterogeneous media, all the aspects of elec-
tron and photon transport are taken into account [1,2].
In addition, modelling linear accelerator (linac) photon
beams using the MC technique is presently the most
accurate method with which to calculate radiotherapy
beam data.

In order to accurately model any linac, the compo-
nents’ compositions and the geometry dimension infor-
mation must be known in great detail. Such information
is typically provided by the manufacturer. Occasionally,
some information may be updated or corrected in cer-
tain cases, as reported by Chibani and Ma [3]. Dose cal-
culation uncertainties can be increased due to errors in
component materials and compositions and geometri-
cal errors, as well as by energy selection. However, some
information is not typically provided by the manufac-
turer, such as the incident electron energy on the target
and the production of bremsstrahlung photons. In addi-
tion, this information includes the radial intensity distri-
bution (FWHM, or focal spot size) as well as the angular
divergence of the incident electron beam on the tar-
get. Trial-and-error procedures can, in general, predict
these information. It has been demonstrated by pre-
vious studies that the incident electron energy affects
the percentage depth dose (PDD) matching between

MCmodelling and real-world measurements, while spot
size and the mean angular divergence affect dose pro-
files [4-6].

Many studies have modelled different linac types
with different photon energies using various MC codes
[6-12]. However, different linac manufacturers have
introduced different and well-designed multileaf col-
limators to deliver a fast and accurate radiother-
apy beam, thus achieving optimal dose distribution
[9,13-15]. Such an MLC design allows for the deliv-
ery of spatially high dose conformity and uniformity
to the target volume, while significantly limiting the
dose ultimately delivered to the healthy surround-
ing tissues. This facilitates a complicated delivery such
as volumetric-modulated arc therapy (VMAT) [16]. On
the other hand, this makes the accurate modelling
of the MLC considerably more challenging and more
important.

The manufacturer Elekta (Elekta, Crawley, West Sus-
sex, UK) produced the Agility head with an MLC which
has 160 leaves of 0.5 cm width at the isocentre. Previ-
ous papers have modelled the Agility head, as installed
in different Elekta linacs, by using the EGSnrc MC code,
ensuring the accuracy of the MC model by tuning
the missing parameters (mentioned above) [6,9,11,17].
Gholampourkashi et al. modelled an Elekta Infinity linac
with Agility head, and modified the percentage com-
positions of the leaf provided by the manufacturer to
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match the measurements [6]. Onizuka et al. modelled an
Elekta Synergy linac with an Agility head for a 6 MV pho-
ton beam, which represented the first attempt to model
the Elekta Synergy with an integrated Agility head [9].
Later, Ohira et al. modelled a similar linac with an Agility
head for a 6 MV photon beam [17].

The focus of this study is to model and validate the
Elekta Synergy linac integrated with an Agility head fora
10 MV photon beam, which is demonstrated for the first
time. Firstly, the best incident electron energy match
is investigated by comparing the PDDs, and then com-
paring the dose profiles to find the fine-tuned spot size
and angular divergence. Finally, the output factors com-
parison for different field sizes are made between the
fine-tuned MC model and the measurements.

2. Method and materials
2.1. Linear accelerator

The Elekta Synergy linear accelerator at Singleton Hos-
pital, Swansea, UK (Elekta™, UK) was used in this study.
The linac was constructed for a 10-MV photon beam.
In addition, the linac is equipped with an Agility head
which has an MLC consisting of 160 leaves (80 leaf pairs).
The leaf thickness is 9 cm and the leaf tip is round and
has a radius of 17.0 cm. The MLCis in the X-direction and
there are no backup collimators, which is in contrast to
the previous Elekta MLCi and MLCi2 heads [16,18]. The
comparison of the Agility, MLCi, and MLCi2 heads has
previously been investigated [16,18,19]. The linac con-
sists of the target, primary collimator, flattening filter,
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chamber, backscatter plate, MLC, Y-jaws, and Mylar
sheet (see Figure 1 in the Appendix). For a 10-MV
photon beam, the primary collimator is rotated from
an open port to a filtered port, thus serving as a pri-
mary collimator and an additional flattening filter. Such
a geometry makes the accurate modelling of the linac
considerably more challenging. The composition of the
MLC was modified as suggested by Gholampourkashi
et al. to match the measurements [6]. The MLCE and
MLCQ MC component modules were used to model the
MLC and Y-jaws, respectively. The measurements were
performed on a water tank using a PTW Semiflex 3D ion
chamber of 0.07 cm3 active volume. To measure PDDs,
the chamber was positioned horizontally (chamber axis
parallel to the water surface) and vertically (chamber
axis perpendicular to water surface) for dose profile
measurements.

2.2. Monte Carlo simulation

The BEAMnrc MC (version 2020) code was used to
model the 10 MV photon beam from the linac [20].
Source number 19, in BEAMnrc user code, was used. The
default values for the majority of the simulation param-
eters were accepted. To reduce the simulation time,
different variance reduction techniques (VRTs) were
used. These included range rejection, bremsstrahlung
cross-section enhancement (BCSE), and directional
bremsstrahlung splitting (DBS).

The DOSXYZnrc code was used to model the water
tank phantom [21]. The dimensions of the MC water
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Figure 1. The measured and simulated PDD curves of the 10 MV photon beam using different electron energies (MeV) with the y

test using the 1%/1 mm criteria.
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phantom were 20.25 x 20.25 x 35 cm3. In general,
the voxel dimension was 0.5cm in all directions for
dose profiles. For the PDDs, the voxel size in the
Z-direction was varied in the build-up region, and
was 1 cm initially, which was subsequently changed to
0.6 cm centred at 2.3 cm depth, which is the depth of
the maximum dose. After the build-up region, the voxel
size in the Z-direction was 0.5 cm. For DOSXYZnrc simu-
lation parameters, similar values to those mentioned by
Almatani [22] were used to maximize the efficiency.

2.3. Validation of the linac model

2.3.1. PDD comparison

Based on previous studies, as mentioned earlier, the
PDD curves are highly sensitive to changes in the
incident electron energy. Thus, the PDD comparison
between the measurements and the MC model was per-
formed using various monoenergetic electron energies
(from 9 to 10 MeV). The comparison was made for a
10 x 10cm? field size with a 90 cm source-to-surface
distance (SSD). The dose distributions were normalized
to the dose at a 2.3 cm depth, which is the maximum
dose. A gamma index (y) analysis was used to evaluate
the MC dose distributions by using the measured PDD
as the reference distribution [23]. The acceptance crite-
ria for a dose difference and a distance-to-agreement of
2%/2 mm, respectively, as proposed by the AAPM [24].
In addition, a more accurate set of criteria of 1%/1 mm
was used.

To observe any effect on the MC PDD curves due to
changing the energy of the incident electron, the focal
spot was set to 0 cm in the X- and Y- directions thus col-
lapsing the source to a pencil beam [20]. In this step,
the beam was parallel to the Z-axis with a mean angular
divergence of 0°.

2.3.2. Dose profile comparison

After finding the best electron energy match, the next
step was the determination of the FWHM (Gaussian
distribution in the Z-direction, also called spot size) of
the incident electron beam. In this step, the compari-
son of the dose profiles between the fine-tuned energy
with different FWHM values and the measurements was
made. Such comparison was made due to the fact that,
as mentioned in Section 1, the lateral dose profiles are
highly sensitive to changes in FWHM. However, the
range of FWHM considered was from 0.1 cm to 0.7 cm.
The comparison was made for a 10 x 10 cm? field size
and the SSD was 90 cm. In addition, the y analysis was
made with two different criteria.

Consequently, the dose profiles using different mean
angular divergences were used with the optimal FWHM,
and which were compared to the measurements. Such a
comparison was performed to minimize any differences
in the cross-field profiles of the MC model compared
with the measurements. The range of the mean angular

divergence was from 0.01° to 0.3° in increments of
0.01°.The dose profiles of the fine-tuned MC model with
the same SSD for a 10 x 10 cm? field size at different
depths were compared with the measurements.

2.3.3. Output factor comparison

Finally, the output factors (OF) for different field sizes
of the fine-tuned MC model were calculated and com-
pared with the measurements. These included field
sizesof 2 x 2,3 x 3,5 x 5,15 x 15,20 x 20, 30 x 30,
and 40 x 40 cm? with a constant SSD of 90 cm. The OF
was defined, in this study, as the ratio of the dose at a
10 cm depth in the phantom of a given field size to that
for a reference field size, in this case, 10 x 10cm?. The
SSD of 90 cm was kept constant for all field sizes.

3. Results and discussion

A MacOS with a 2.9-GHz Quad-Core Intel Core i7 with
hyperthreading was used to perform all the simulations.
The amount of RAM available was 16 GB. Each simula-
tion was split into eight parallel jobs. This would speed
up the simulation about 1 to 1.2 times when distributed
over the four cores. The number of histories used was
about 50 million to achieve a statistical uncertainty of
<1.7% in the out-field dose region and <1% in the
in-field dose region.

3.1. Determination of electron energy

The PDD curves of the measurement and MC sim-
ulations were compared as shown in Figure 1, to
predict the initial electron energy that produces the
bremsstrahlung radiation. The first two points, before
the build-up region (< 2.3cm), were excluded from
the y test. All energies passed the y test for the
2%/2 mm criteria set, showing a y index of less than
1. On the other hand, all the calculation points of only
9.6 MeV electron energy passed the y test when using
the 1%/1 mm set, as shown in Table 1. In addition,
85.7% of the calculation points for the 9.6 MeV electron
energy were found to have y values of less than 0.5

Table 1. PDD comparison using a gamma index (Gl) with two
criteria sets, 2%/2 mm and 1%/1 mm, for various monoener-
getic energies (MeV).

2%/2 mm 1%/1 mm
Energy (MeV) Gl < 1(%) Gl <05(%) Gl <1(%) Gl <0.5(%)
9.0 100 73.2 73.2 23.2
9.1 100 87.5 87.5 214
9.2 100 100 100 46.4
9.3 100 100 100 446
9.4 100 96.4 96.4 60.7
9.5 100 98.2 98.2 73.2
9.6 100 100 100 85.7
9.7 100 87.5 87.5 76.7
9.8 100 83.9 83.9 73.2
9.9 100 83.9 83.9 73.2
10 100 83.9 83.9 73.2




for the 1%/1 mm set. In terms of deviations, the largest
difference was found to be —1.4% at a depth of 29 cm.

Yani et al. simulated an Agility head (in an Elekta
Infinity linac) using the BEAMnrc MC code [11]. For a
10-MV photon beam, the best agreement with the mea-
surements was obtained when an electron energy of
9.4 MeV was used. More recently, Almatani modelled
the same energy and similar Elekta Synergy linac but
with a MLCi2 head, finding that the best fit was achieved
when the electron energy was set to 9.8 MeV [12]. These
findings differ from the results presented in this study,
which may be due to differences in either the linac or
the head used.

3.2. Determination of FWHM and angular
divergence values

The dose profiles comparison of a 10 x 10cm? field
size was performed to match the MC simulation with
the measurements, thus predicting the FWHM values.
Consequently, the 9.6 MeV electron energy, as previ-
ously predicted, was used to generate dose profiles with
different FWHMs and parallel to the Z-axis, as shown
in Figure 2. The dose profiles were generated at the
depth of the maximum dose, i.e. 2.3cm, and normal-
ized to the central point dose. The difference in dose
profiles decreased as the FWHMSs increased from 0.35
to 0.4 cm, especially for the horns at the edge of the
field. This can be observed from the y analysis shown
in Table 2. A circular focal spot with a FWHM 0.45 cm
produced a flat profile resulting in a 97.7% and 80% of
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Table 2. Dose profile comparison using gamma index (GI) with
two criteria sets, the 2%/2 mm and 1%/1 mm, using a circular
focal spot with various FWHMs (cm).

2%/2 mm 1%/1 mm

FWHM (cm) Gl <1(%) Gl <05(%) Gl <1(%) Gl <05(%)
0.1 77.77 13.3 13.3 8.8
0.15 77.77 40 40 11.1
0.2 77.77 62.2 62.2 6.6
0.25 7333 55.5 55.5 6.6
0.3 82.22 62.2 62.2 13.3
0.35 97.77 68.8 68.8 40
0.4 95.55 75.5 75.5 57.7
0.45 97.77 80 80 55.5
0.5 95.55 77.7 71.1 77.7
0.55 88.88 733 733 66.6
0.6 84.44 66.6 66.6 57.7

the calculation points passed the y test when using the
2%/2 mm and 1%/1 mm criteria sets, respectively, and
the largest difference was found to be —7.1 (at the high
dose gradient). Beyond this FWHM, the differences in
the lateral dose profiles increased, resulting in the low-
est number points that passed the y test, i.e. 84% with
the 2%/2 mm set for a circular focal spot with a FWHM
of 0.6 cm.

Onizuka et al. simulated an Agility head installed in
an Elekta Synergy linac [9]. For a 6-MV photon beam,
the best agreement between the MC model and mea-
surements was found when 6.2 MeV was used as the
incident electron energy with an elliptical spot size of
0.2cm and 0.1 cm in the X- and Y -directions, respec-
tively. More recently, Ohira et al. modelled similar linac
with an Agility head for a 6 MV photon beam and found
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that a circular focal spot with an FWHM of 0.15cm
resulted in the best agreement between the MC model
and the measurements [17]. This is in agreement with
the current finding in terms of the shape of the focal
spot; however, the differences apparent in the FWHM
values between these studies and the current study may
be due to the operating beam energy.

Consequently, the fine-tuned electron energy, 9.6
MeV, and FWHM, 0.45 cm in both directions, was used
to generate dose profiles using different mean angular
divergences ranging from 0.01° to 0.3° in increments
of 0.01°, as shown in Figure 3. Such a comparison was
made to further minimize the cross-field dose differ-
ences for the 10 x 10cm? field size. From 0.01° to
0.04°, the differences in dose profiles were minimized
and decreased slightly with some fluctuations. Above
0.04°, the differences increased slightly, reaching 75.5%
with the 1%/1 mm set when the mean angular diver-
gence was set to 0.3°; accordingly, the results from 0.11°
to 0.29° are not presented for the sake of brevity. As
a result, the mean angular divergence of 0.04° from
the Z-axis represented the best fit with the measure-
ment, where the y pass rate was 100% when using the
2%/2 mm set criteria, as shown in Table 3. The largest
difference was found to be —6.9% (at the high dose gra-
dient). As a result, the dose profiles at different depths
for a 10 x 10cm? field size of the MC model, with
a circular focal spot with FWHM of 0.45cm, and an
angular divergence of 0.04°, were generated and com-
pared with the measurements with y index using the
2%/2 mm set criteria, as shown in Figure 4.

Table 3. Dose profile comparison using gamma index (Gl) with
two criteria sets, 2%/2 mm and 1%/1 mm, using a circular focal
spot with an FWHM of 0.45 cm with different mean angular
divergences.

2%/2 mm 19%/1 mm
Mean angular
divergence (deg) Gl < 1(%) Gl < 0.5(%) Gl < 1(%) Gl < 0.5(%)
0.01 95.5 82.2 82.2 733
0.02 95.5 77.7 777 68.8
0.03 95.5 82.2 82.2 755
0.04 100 82.2 82.2 733
0.05 95.5 82.2 82.2 733
0.06 95.5 82.2 82.2 68.8
0.07 95.5 82.2 82.2 755
0.08 95.5 82.2 82.2 755
0.09 95.5 82.2 82.2 75.5
0.1 97.7 82.2 82.2 60
0.3 95.7 755 75.5 533

Gholampourkashi et al. simulated an Agility head in
an Elekta Infinity linac. For a 6-MV photon beam, it was
shown that the best fit could be found when the beam
was divergent from the Z-axis by 1.35° [6]. Recently,
Almatani found thata mean angular spread of 0.05° rep-
resented the best fit between the MC model and the
measurements [12]. This is similar to the current find-
ings, and the differences may be due to the differences
in the head geometry used in each study (MLCi2 vs.
Aqility).

3.3. Output factors comparison

Finally, the fine-tuned MC model, where the electron
energy was 9.6 MeV and a circular focal spot with

T T T T T T T T T T T T T
F — Measurement ||
100 - 0.01° i
F - 0.02° 1
S sol 0.03° i
= 807 .« 0.04° ]
2 - 0.05° ]
= 60k - 0.06° L
B0 - 0.07° ]
Z - 0.08° ]
g 40 - - 0.09° H
S : - 0.1° ]
'z I ]
201 3 35 4.5 ]
ol S Lo ‘

-10 -5 0 5 10
Position along X axis (cm)
v 1.5— T T T T T T T T T T T T T T T T T T T T T L
[} L ]
'g 1 C 1 L.‘ ]
— F LY ]
s 7 % A ]
E 0.5 [ /LJ,’ » — _ lf' ‘&L‘.‘ ]
= [ \l\‘(\_\ e N B /;,/ e §
S L eebememar? | VOIRREES T | taemdengees |
5

-10 -5

0 10

Position along X axis (cm)

Figure 3. The measured and simulated dose profiles for a 9.6 MeV energy with an FWHM of 0.45 cm, in both directions, fora 10 x

10 cm? field size using different mean angular divergences.



JOURNAL OF TAIBAH UNIVERSITY FOR SCIENCE . 305

100:

Normalised dose (%)

o[
—2.3 cm Measured||
+ 23 emMC I
—5 cm Measured
* 5emMC
10 cm Measured ||
10 cm MC
—20 cm Measured ||
* 20cm MC

Position along X axis (cm)

1.5 T ‘ T T T T ‘ T T ‘ T T ‘ T T T T ‘ T
®ooL
0}
= \
¢
p— 1 NED L 1y
[ Iy ._\, 1 :._/“1 v
o] [ TR WAt N1 ! Yy ¥ \
E r S8 F AP DBCA
EOS Ll L FHLEFEN
. A T h i/ \ \
[ 1A () ! FEAN
o] r e RrEX o, Y 4 I e A 1
O rritekaiiier AT WORT Ny, e L IIENr
(] S S S S S M V1 Lok A S 2L 2 b SPCIN L BN S B S S S B

Position along X axis (cm)

Figure 4. The measured and simulated dose profiles of the 9.6 MeV with an FWHM of 0.45, in both directions, and mean angular
divergence of 0.04° for a 10 x 10 cm? field size at different depths.

Table 4. Output factor differences between the measurements
and fine-tuned MC model for different field sizes.

Field size (cm?) Measurement MC Difference (%)
2x2 0.801 0.789 —1.50
3x3 0.854 0.856 0.23
5x5 0.915 0.923 0.87
15 x 15 1.049 1.055 0.57
20 x 20 1.079 1.082 0.28
30 x 30 1.114 1.118 0.36
40 x 40 1.121 1.135 1.25

an FWHM of 0.45cm and a mean angular divergence
of 0.04°, was used to calculate the OFs for differ-
ent field sizes and compared with the measurements.
Table 4 shows the differences in OF, which is defined
in Section 2.3.3, of the measurement and MC for differ-
ent field sizes. The smallest difference was about 0.28%
for the 20 x 20 cm? field size while the largest differ-
ence was —1.5% for the 2 x 2 cm? field size. Therefore,
the MC model resulted in a good agreement with the
measurements.

Yani et al. (2020) simulated the Elekta Infinity linac
(with Agility head) and investigated the difference in
the OFs between the MC and the measurements for dif-
ferent field sizes using a PTW Semiflex 3D ion chamber
[11]. For a 10-MV photon beam, the largest difference,
5.29%, was found when using a 2 x 2.cm? field size.

This difference may be due to the fact that charged
particle equilibrium (CPE) is not achieved with such a
combination of high energy and small field size due
to the large range of the secondary charged particles
produced. However, this difference is larger than the
difference in the presented study for the same field size.

4. Conclusion

The MC model of Agility head installed in the Elekta
Synergy linear accelerator presented in this study can
be used for dose calculations. For a 10-MV photon
beam, the electron energy of 9.6 MeV with a circular
focal spot width FWHM of 0.45cm and mean angu-
lar divergence of 0.04° from the Z-axis passed the y
test using the 2%/2 mm criteria set, where the y pass
rate was 100%. In terms of output factor comparison,
the model achieved an accuracy of between 0.28% and
—1.5%. Therefore, as a result, radiotherapy treatment
plans (field size < 10) that can be generated by the
Agility MLC can be reliably simulated using the BEAMnrc
MC code.
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Figure A1. Components of the MC model of the linac head from two different viewpoints.
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