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Abstract
Multiphase flows involving two fluids and a granular material occur in such diverse sce-

narios as mud and debris flows, methane venting from sediments, degassing of volatiles from
magma, and the processing of granular and particulate systems in the food, pharmaceutical,
and chemical industries. The presence of the granular material introduces solid friction as
a governing force in the dynamics, alongside viscosity and capillarity. This multitude of
interacting elements and forces can give rise to instabilities and the emergence of patterns,
making these multiphase frictional flows inherently difficult to predict or control. We refer to
these granular-fluid-mixtures as frictional fluids.

We explore here systematically the competition between frictional, viscous, and capillary
forces in frictional fluid flows. Viscously stable (more viscous invading fluid) and unstable
(more viscous defending fluid) scenarios are investigated, and we study wetting conditions
from drainage (grains wetted by defending fluid), through mixed-wet, to imbibition (grains
wetted by invading fluid). The emerging flow patterns are studied using both experiments and
simulations. Firstly, the effect of viscous stabilization on frictional finger pattern formation
is discovered. When the flow is viscously stable, increasing the viscous force leads to a
striking transition from the growth of one solitary finger to the simultaneous growth of
multiple, wandering fingers to the axisymmetric growth of a radial spoke pattern as the flow
is increasingly viscously stabilised. When the flow is viscously unstable, in contrast, the
invasion patterns transition from frictional fingering to classical viscous fingering as viscous
force increases beyond a critical fluidisation threshold. Later, the effects of parameters such
as plate spacing and its gradient along the cell, and the tilt angle of the cell, on the pattern
formation is studied. Furthermore, viscously unstable fracturing in drainage is studied. A
small change on the volume fraction of granular material which govern the friction stress in
the system, can convert the invasion from bulldozing fractures to pore invasion. At high air
pressure, the fractures form a radially symmetric pattern where the fractures also gradually
widen over time. Finally, viscously stable displacement from imbibition through mixed-wet
to drainage is explored. Here, three types of invasion dynamics happens simultaneously or
sequentially: pore invasion, capillary bulldozing and erosion, and five regimes of invasion
patterns are identified: (I) pure pore invasion, (II) pure capillary bulldozing, (III) capillary
bulldozing followed by pore invasion, (IV) pore invasion followed by erosion and (V)
capillary bulldozing followed by pore invasion and erosion. These are caused by the relative
importance of capillarity, friction and viscous pressures determined by the experimentally
controlled variables.
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Chapter 1

Introduction

The thesis is focused on multiphase flows involving granular media, the effect of viscosity
contrast between the invading and defending fluids, and the wetting between fluids and grains.
Such flows are of great importance for the study of contaminants treatment in soil [1, 2],
CO2 storage [3–5], oil recovery [6, 7], and methane migration in sediments [8–11]. In this
section, we will introduce some of the diverse range of flows and fluid displacement in the
nature, science and engineering, and point out the novelty of the thesis.

1.1 Flows forming patterns

1.1.1 Pattern formation in nature

Flows, macroscopic or microscopic in scale, are ubiquitous in the physical world. The flow
of air generates the wind, the wind shapes the surface of our planet and creates various
landforms such as mushroom rocks, barchan dunes and yardang. The flow of liquid, typically
river flow, shapes the land by erosion and deposition. Apart from their benefits and hazards
to the creatures of this planet, beautiful patterns themselves are worth to be explored for the
insight they give into how the physical world operates.

In the formation of the meanders in rivers, a process regarded as unstable [12, 13], while
a force balance exists in the system, the higher fluid velocity at the outer bank causes higher
shear stress and thereby erosion, and the lower fluid velocity at the inner bank lead to lower
shear stress and thereby deposition [14]. Finally, the meander may become an oxbow lake
along the river side as shown in Figure 1.1 a.

Lava, a mixture of molten rock, crystal particles and gas, forms splendid patterns when it
flows, and these patterns are determined by the physical properties of the lava. Lava flow
has been explained in [15], where a prediction model for flow dimensions was developed. In
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Fig. 1.1 Pattern formed by flow in nature. (a) Oxbow lake [20]. (b) Lava flow [21]. (c)
Igneous intrusions [22]. (d) Beach sand ripples [23].

Figure 1.1c, molten magma can intrude and displace existing country rock to form an igneous
intrusion. The invasion is driven by the buoyancy because of the much smaller density of
magma than its source rock [16].

Ripple marks are commonly seen in nature and a plenty of studies have focused on
the mechanism of pattern formation in various situations, the desert dunes [17], the river
dunes [18], the extraterrestrial dunes [19] and so forth. In Figure 1.1(d), the sand ripples one
can observe on a beach were formed by the shearing of the oscillating waves.

These are but a few examples of pattern formation in the physical world. The patterns are
created spontaneously by the forces involved and the interactions between the fluids, gases
and grains. To understand such flows we must uncover these forces and interactions to enable
us to predict and control natural and industrial processes.

1.1.2 Patterns formed by fluid-fluid displacement

The way in which one fluid displaces another has been of interest to scientists for decades.
One principal tool in this effort has been the Hele-Shaw cell, a pair of parallel glass plates
closely spaced to reduce fluid dynamics to an essentially two-dimensional process. The
plates can be put horizontally [24], vertically [25] or tilted [26]. There are normally two ways
of fluid flow into Hele-Shaw cell: injection [27–29] and withdrawal [24, 26]. The injection
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inlet or withdrawl outlet can be at the center of the cell or close to one side of the plate. And
the displacement of the fluids can be flow-rate controlled or pressure controlled.

Fig. 1.2 Viscous fingering formation after air invading (downwards in the figure) the glycerine
within a Hele-Shaw cell [25]. (a) Early stage of the instability on the air-glycerine interface.
(b) Development of the pressure screening of the fluid falling behind the most advanced
finger. (c) A finger grows ahead of its neighbours because of the instability. The width of
channels are all 12 cm.

Saffman and Taylor in their groundbreaking paper in 1958 pumped air (lower-viscosity
fluid) into a Hele-Shaw cell filled with glycerine (higher-viscosity fluid), and demonstrated
the phenomenon of viscous fingering [25], in which an invading fluid injected into an
immiscible defending fluid produces an instability on the interface as shown in Figure 1.2.
The pressure gradient is located in the high viscosity fluid, and therefore any spontaneous
bulge on the interface will protrude deeper into the high-viscosity fluid and experience a
slightly steeper pressure gradient as a result. The steeper pressure gradient causes the bulge
to accelerate. The positive feedback between deformation and velocity increase is at the
heart of the instability that causes the viscous fingers to develop.

Bertrand et al. revisted Saffman-Taylor experiment by injecting the aqueous solutions
into a Hele-Shaw cell filled with silicon oil [30]. They varied the contact angle of the cell
by coating Norland Optical Adhesives (NOA81) on the surface of both plates. The contact
angle ranged from 120±2◦ to 7±2◦, i.e., the surface of the cell varied from non-wetting
to wetting to the invading fluid (aqueous solutions). With non-wetting surface experiment,
the tip splitting of the viscous fingering similar to Saffman-Taylor pattern was observed.
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Fig. 1.3 Aqueous solution (yellow region) invades silicon oil (black region) within a Hele-
Shaw cell to form different fingering patterns by varying the wetting condition (quantified by
contact angle θ ) of the plates and fluid invasion rate [30]

.

However, with wetting-surface experiment, different patterns were observed as shown in
Figure 1.3. They verified the reason behind was the entrainment of thin liquid films.

1.1.3 Pattern formation in granular systems

By adding granular material into the defending fluid, the patterns formed will vary. Sandnes
et al. in 2007 mixed a water/glycerol solution and glass beads together to form a granular
mixture [24]. They filled the Hele-Shaw cell with the mixture and kept the edges open
to the surrounding air. The fluid was then withdrawn at a slow rate such that the viscous
forces were negligible. A labyrinth pattern was observed as shown in Figure 1.4,where the
characteristic spacing between fingers resulted from the competition between capillary forces
and the frictional stress.

Later in 2011, they performed performed experiments where air contained in a "reservoir"
syringe was injected at different rates into a linear cell containing a grain-liquid mixture [27].
By varying the volume of air in the reservoir and filling fraction of glass beads, frictional
fingers and bubbles were observed at low injection rate. The new pattern – “stick-slip bubbles”
were found to be relevant to both filling fraction and air volume and more likely to appear in
the experiments with high filling fraction and larger air volume. The bubbles appeared when
the system entered an intermittent regime, where high friction caused the front to stop moving.
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Fig. 1.4 Labyrinth pattern after air (black region) invades mixture of glass beads and glycerine
solution (gold region) [24]. Images i–iv show the time evolution of finger growth.

The pressure built in the air reservoir which was being continuously compressed by the piston
of the syringe pump, and the larger the syringe volume, the larger the resulting bubble when
the front finally broke. They also observed a transition from the frictional to the viscous
regime when increasing the air injection rate. In the frictional regime, the pattern formation
was mainly governed by the friction stress because of the negligible viscous forces at low flow
rate. In the viscous regime, a locally fluidized front was formed at moderate injection rate
(from 0.3 to 3mL/min in the paper), a new "coral" structure was discovered. At even higher
injection rate, the viscous forces of the fluid dragged the granular bed along and the mixture
now behaved very much like a suspension. They therefore observed viscous fingering that
was similar to what occurred in pure fluid displacement. The patterns mentioned above is
shown in Figure 1.5

Eriksen et al. tilted the cell to different angles to study the effects of gravitational
potential on pattern formation [26]. A small increase of the tilt angle α , say 1◦, would
change the patterns significantly. In a horizontally placed cell, finger growth was random and
nondirectional, the cell space was partially displaced by the air and other places remained
undisturbed. In a tilted cell, the fingers grew along each other downwards, the air invaded
the whole space of the cell in a compact pattern of aligned fingers. This was because the
gravity provided a hydrostatic stabilization of the height of the interface between the dense
defending fluid and the invading air. They also changed the filling fraction of granular
material and observed a transition from vertical growth to horizontal growth of fingers as
shown in Figure 1.6.
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Fig. 1.5 Phase diagram of patterns formed after air (white region) invades granular material
with different volume fractions (y axis in the figure) at different injection rates (x axis) [27].

Chevalier et al. varied the grain fraction in the granular suspension by density matching
and observed fingering and hydrofracturing-like patterns after injection of air [31]. At grain
fraction φ < 50%, fingering was observed at different finger velocities, although the finger
shape became less uniform and had finger branching occurring at high velocity. At φ > 50%,
fracturing was found to be the reason of rearrangement of the local grains around the fracture
body when the packing was just below the jamming point.

This fracturing was later observed in many studies [32–35]. Holtzman et al. described a
transition from capillary fingering to viscous fingering in porous media flows, and a transition
from fingering to capillary fracturing by changing the air invasion rate and the confining
force exerted on the glass beads [36].

Xue et al. pumped pressurized air into a dry granular packing within a Hele-Shaw
cell [37]. They studied the effects of boundaries (by changing the gap) and angularity
of grains on the pattern formation. They observed a transition from stable to unstable
displacement after increasing the angularity of the grains or decreasing the gap between
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Fig. 1.6 Patterns formation after air (white region in the images) invading to the suspension
within tilted Hele-Shaw cell [26]. The variation of the patterns is related to the tilt angle α

and the volume fraction φ . The black frames show experimental results and the blue frames
the corresponding simulation results. η , defined by the authors, is the ratio between the noise
of the system and the hydrostatic difference of with a horizontally oriented finger. Red lines
indicate the contours of a constant η .

the plates. Less angular grains or larger gap made the packing more likely to fluidize, i.e.,
increased the flowability of the particles, such that the invasion front became more stable.
Similar results have observed in [29, 38].

Pattern formation in shear-thickening [39] and shear-thinning [40] suspensions have been
studied in 2D Hele-Shaw geometries. In the case of discontinuous shear thickening, the
authors pumped the pressurized air into the cornstarch suspensions in [39]. Three distinct
patterns were discovered by changing the volume fraction of cornstarch and pressure of air:
viscous fingering, dendritic fracturing and system-wide fracturing as shown in Figure 1.8.

Some researchers have also focused on the pattern formation in 3D systems [41–47].
Dalbe and Juanes injected silicon oil into a 3D deformable granular medium saturated by
glycerol. By using a the planar laser-induced fluorescence (PLIF) 3D imaging technique, the
authors were able to observed the invasion morphodynamics of different places in 3D packing
with the laser sheet [41]. The increase of the injection rate or the decrease of confinement
stress of the granular packing led to a transition from pure fluid-fluid displacement in pores
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Fig. 1.7 Pattern formation after invasion of pressurized air into the dry granular packing
within the Hele-Shaw cell [37]. h is the gap, ∆Pmax is the air pressure before invasion, ms is
the unit of time.

to the deformation of the packing. This transition was explained to be the balance between
the frictional and viscous forces by a analytical model.

In summary, previous studies have mainly focused on the situation when a less/equally
viscous fluid invades the granular material saturated by a higher/equally viscous fluid. In
the current thesis, we will study the opposite situation when a high viscous fluid invades the
granular material saturated by a less viscous fluid.
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Fig. 1.8 Phase diagram for invasion patterns in a shear thickening fluid [39]. Pattern formation
is controlled by both volume fraction and pressure. Fr represents fracturing, DFr represents
dendritic fracturing and VF represents viscous fingering. White regions in the images is the
area invaded by the air.

1.2 Wettability control on interfacial behavior

Wettability of a solid surface by a liquid, quantified by the contact angle, governs many
phenomena in both nature and engineering. The contact angle is generally measured where
the vapor-liquid interface meets the solid surface. At contact angle larger than 90◦, a solid
surface such as lotus leaves [48] exhibits hydrophobicity: water is non-wetting to the surface
of the lotus leaves. At contact angle smaller than 90◦, a surface such as for example clean
glass is hydrophilic: water is wetting to the surface of the clean glass. Self-cleaning textiles
has been studied widely based on either hydrophobic or hydrophilic approaches [49]. Water-
repellent soil has received extensive attention because of its hazards to erosion and plant
growth [50]. Fluid-fluid displacement governed by wettability has also been universally
studied in the field of CO2 storage [3–5] and oil recovery [6, 7].
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1.2.1 Fluid displacement in homogenously wetted porous media

When one fluid displaces another that hosts the granular material, typically at the gas-liquid-
solid interface, the wettability of the granular material can govern the flow pattern. Fluid
displacement in porous media is a classic example and has received much research attention
for decades. According to the wetting conditions of the fluid to the porous media, the ways
of fluid-fluid displacement can be classified into drainage and imbibition. If a fluid that is
non-wetting to the porous medium, displaces a wetting fluid saturating the porous media,
it referred to as drainage. When the invading fluid is wetting to the porous medium this is
referred to as imbibition.

Most of the studies have focused on drainage. In [51], the authors injected air into a 2D
porous medium filled with glycerol, and discovered the viscous fingering which was similar
to the pattern formed by diffusion-limited aggregation (DLA) considering the appearance
and fractal dimension [52].

Haines jumps is a well-known phenomenon in slow drainage where the non-wetting fluid
breaks through the narrower pore throat and rapidly invades the wider pore space, causing
a capillary pressure jump [53–55]. Steffen et al. obtained 3D real-time images of Haines
jumps by using an advanced X-ray microtomography [56]. They found that 10-20 pores was
cascaded and dissipated 64% of the energy in a jump event.

Lenormand and Zarcone in 1985 studied the invasion pattern after a non-wetting fluid
invading to a wetting fluid (drainage) in an Etched Network [57]. Later in 1990, Lenormand
studied the invasion patterns of both drainage and imbibition, and the phase diagrams for both
were obtained [58]. In drainage, three regimes were identified: 1) capillary fingering at low
capillary number and the viscous forces were negligible in both invading and defending fluid;
2) stable circular invasion at high capillary number and the pressure drop was mainly inside
the invading fluid; 3) viscous fingering at high capillary number and the pressure drop was
mainly inside the defending fluid. In imbibition, stable circular invasion and viscous fingering
similar to the situation in drainage at high capillary number were identified. In addition, the
continuous capillary domains (without film flow) at intermediate capillary number and the
discontinuous capillary domains (with film flow ) at low capillary number were classfied.

Zhao et al. studied the invasion patterns under different wetting conditions ranging from
strong drainage to strong imbibition, and at different capillary numbers in porous media [59]
as shown in Figure 1.9. At low capillary number, except the strong-imbibition experiment,
the invasion front generally became more and more compact with the decrease of contact
angle θ . In strong imbibition case, the fluid displacement was even more incomplete than
that in strong drainage case. The authors explained this as the results of corner flow which
had been studied widely [60–65]. At higher capillary number, they observed a decrease
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Fig. 1.9 Phase diagram for invasion patterns under different wetting conditions and at different
capillary number Ca in porous media by Zhao et al. [59]. Water is injected from the center
into the porous medium saturated by the silicone oil, with the colormap represents the
saturation of the invading water. Except the situation of strong imbibition, the compactness
of the pattern generally decreases as the invading water became less wetting to the granular
material.

of displacement completion in all different wetting conditions, i.e., the patterns became
less compact. This was caused by the trailing films of the defending fluid with a higher
viscosity in drainage, and the leading films of the invading fluid with a lower viscosity
in imbibition. Furthermore, at higher contact angle, i.e., the invading fluid became less
wetting to the granular material, a decrease of the compactness of the patterns was observed.
Corresponding numerical studies have also been widely published [66–73].

1.2.2 Fluid displacement in heterogenously wetted porous media

The wettability of porous media in nature and engineering is generally heterogenous, causing
a fluid displacement behavior different from that in homogenously wetted porous media.

According to the study by Murison et al. in [74], the situation of wetting heterogeneity in
porous media were divided into four types: Patchy, Janus, Mixed and Clusters. The authors
performed the capillary pressure saturation (CPS) experiment, with water displacing the oil
initially saturating the bead pack and then oil reinvading the pack. They found that the Pathy
samples had the biggest hysteresis loop opening (the distance between the saturation lines of
water and oil invasion), while the Cluster samples had the smallest opening in CPS curves.
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By X-ray tomography, they observed a more compact invasion front in Pathy and Janus
samples, while in Mixed and Clusters samples they observed a fingering-like invasion front.

Ahmed et al. identified a broad distribution of contact angles in porous media using
X-ray tomography, and discovered the relationship between the wettability and surface
roughness [75]. Amir et al. used direct numerical simulations to discover effects of the
heterogeneous wettability on fluid displacement in porous media [76]. Kamaljit et al.
verified the conductance of oil in oil-wet corners of the mixed-wet porous media during brine
flooding [77], in contrast to the disconnected oil ganglia in pure water-wet system [78].

Invasion patterns in mixed-wet porous media are different to those observed in pure
water-wet (immbibition) and water-repellent (drainage) systems [79]. Using X-ray imaging,
they observed a phenomenon of interface pinning which prevented the interface recession
and snap-off during invading process. The order of invasion to the pore with varied throat
radius was also found to have no filling preferences, unlike the situation in imbibition and
drainage.

Many of the previous studies have focused on the invasion patterns in fixed porous media
at different wetting conditions, but none of the study to our knowledge has discovered the
invasion patterns in deformable granular materials at mixed-wet conditions, and this will be
one of the focuses of the current thesis.

1.2.3 Wettability control on particle rearrangement

Meng et al. numerically studied the effects of wettability on pattern formation after a less
viscous fluid invaded a granular packing saturated by a more viscous fluid [80]. Three
regimes: cavity expansion & fracturing, frictional fingers and capillary compaction were
observed by only changing the contact angle, with the first regime occurring at contact angle
75-140◦, the second regime occurring at 65-70◦ and the third regime occurred at 46-55◦.
More studies on this have also seen in [81, 82] and the similar results were obtained.

When a droplet of water rolls accross the surface of a bed of hydrophobic beads (in
the scale of nm to tens of µm), self-arrangement of the particles around the droplet will be
observed. The objects formed this way are called liquid marbles which were reported 20
years ago by Aussillous et al. when they tried to develop a new method for transporting
small amounts of liquid on a solid surface [83]. When the particles attaches to a droplet,
proportions of the liquid-air and the solid-air interfacial area are replaced by the solid-liquid
interface. In this attachment before the particles are engulfed, the changes of the net surface
free energy (solid-liquid surface free energy after attachment minus solid-air and liquid-air
surface free energy before attachment) of the particles are calculated to be always reduced,
such that the attachment of the particles to the droplet is energetically favored [84, 85].
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Fig. 1.10 Self-organization of hydrophobic (blue) and hydrophilic (white) beads on the
surface of water droplet [92]. The structure was formed after drying of the droplet.

A wild fire could volatilize waxy compounds in surface litter layer which later condense
on the soil and forming the water-repellent soil [86, 87]. Water-repellent soil can cause
hazards such as plant death, soil erosion and hill slope runoff [88–90]. Many studies have
focused on the principles and properties of water-repellent soil [50, 91]. Water repellency of
the soil is promoted by drying. McHale et al. studied the drying process of the water on the
bed of hydrophobic beads and found the lifting and self-coating of hydrophobic beads on
the droplet surface to form a temporary liquid marbles. They mixed the hydrophobic and
hydrophilic beads together and repeated the experiment above. Both types of beads were
observed to be lifted, but only hydrophobic beads were seen on the outer skin. After drying
of the droplet, a structure, composed of outer hydrophobic beads and inner hydrophilic beads,
was formed (as shown in Figure 1.10).

1.3 Layout of the thesis

The current thesis will study the physics of pattern formation by fluid-fluid displacement in
the granular material, which is controlled by the viscosity contrast between the invading and
defending fluid, and the wettability condition of the materials. If we define M as the log of
the viscosity ratio between the two fluids, M = log(ηdef/ηinv), where ηinv is the viscosity of
the invading phase and ηdef that of the defending phase. We define wettability W =−cosθ

by the contact angle θ inside the invading fluid against the solid material. Negative W (−W),
where the granular bed is wetted by the invading fluid, results in spontaneous imbibition,
whereas +W results in the granular bed resisting penetration by the invading fluid (drainage).
Such that we obtained a quadrantal diagram as shown in Figure 1.11. Chapter 2 introduces
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the basic concepts and fundamentals relevant to the study of the thesis. Chapter 3 studies the
physics of frictional fingering in a viscously stable condition. Chapter 4 studies the effect of
viscosity on the pattern formation and compares the patterns formed in viscously-stable and
viscously-unstable situations. Chapter 5 focuses on the alignment of the frictional fingering
in the linear Hele-Shaw cell. Chapter 6 presents viscously unstable fracturing in different
conditions. Chapter 7 demonstrates the patterns formed in mixed-wet granular materials.
Finally, Chapter 8 summarises the results and provides recommendations for future work.

Fig. 1.11 Quadrantal diagram of viscosity ratio M and wettability W =−cosθ to show the
study focus of each chapter.



Chapter 2

Basic concepts and fundamentals

In this chapter we will introduce the basic concepts and fundamentals relevant to the topic of
the thesis. The properties of granular materials and grain-grain friction will be explained in
the first section. Fluid properties that determine the flow behaviour will be introduced in the
second section. Interfacial physics such as wettability and surface energy will be described
in the third section.

2.1 Properties of granular materials

2.1.1 Arrangement of granular packings

A porous object consists of not only granular particles but also pore space. The ratio of pore
space volume Vp to the bulk volume Vb of the porous object is called porosity n = Vp/Vb. In
contrast to porosity, the filling fraction φ is used to describe how much space in a porous
object is occupied by the grains:

φ = 1−n = 1−
Vp

Vb
(2.1)

Different arrangement of particles can vary the filling fraction significantly. The densest
packing possible, or so called close packing of same-size hard spheres in theory, has a filling
fraction of 0.74 [93]. However, the highest filling fraction achievable is 0.64 out of all the
packing methods and is verified by experiments and simulations [98–101]. Random Loose
Packing (RLP) with the lower limit of the fraction 0.55 remains stable and can be achieved
by some preparation methods, for instance, the sedimentation of the spheres in a liquid which
has the same density as the spheres [96, 97]. Random close packing (RCP) with a filling
fraction φRCP of 0.64 can be achieved by shaking the container.
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The filling fraction φ of a granular packing is also significantly affected by the properties
of the grains such as the diameter, the shape, the size distribution, the roughness etc. A
lager particle diameter and a rougher particle surface can both lead to a decrease of φ

according to [94, 97]. Donev et al. discovered that a packing consisting of ellipsoids, rather
than spheres, can achieve a filling fraction above φRCP. By varying the aspect ratio of the
ellipsoids, they even achieved a filling fraction approaching 0.74 [102]. The increase of
the angularity or eccentricity of the particles led to a decrease of minimum and maximum
filling fraction according to [103, 104]. The effect of particle-size distribution (PSD) on
filling fraction has also been studied widely for different purposes [105–109], with a general
conclusion that a wider range of particle size can lead to an increase of φRCP since smaller
particles can occupy some void spaces between bigger particles.

2.1.2 Hele-Shaw flow and Darcy’s law

Hele-Shaw flow, named after Henry Selby Hele-Shaw who studied the flow of water in
1898 [110], is a Stokes flow between a pair of closely spaced parallel transparent plates. A
Hele-Shaw cell therefore permits he visualisation of laminar flows in 2D. The Hele-Shaw
cell itself can be considered a model for porous media flows, or often the cell gap is filled
with a granular or porous material that provides heterogeneity. Fluid flow through a porous
medium is generally described by Darcy’s law [111].

Henry Darcy in 1856 performed experiments where water flowed through beds of sand
and obtained a relationship between the instantaneous flux q and pressure drop ∆p [112].
Morris Muskat later refined Darcy’s equation in the absence of gravity [113], and is written
as:

q = Q/A =− k
η

d p
dx

(2.2)

where q is the flux, Q is the volume flow rate, A is the cross-sectional area, k is the permeability
of the medium, η is the dynamic viscosity of the fluid, ∆p is the pressure difference across a
certain distance L.

Kozeny [114] in 1927 derived an equation to estimate the permeability of granular
packing. Later it was modified by Carman [115, 116]:

k =
d2

180
n3

(1−n)2 (2.3)

where d is the average diameter of the particles.
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The equation shows that the permeability of the granular packing is controlled by the
porosity of the packing and diameter of the particles. For two sets of packings with the same
porosity, smaller particles means a lower permeability. However, one needs to notice that
Kozeny-Carman holds well for narrow size distributions of the particles with well-defined
mean diameter, but less well for granular materials with wide size distributions or distinctly
non-spherical shapes.

2.2 Force chains and granular friction

2.2.1 Granular force chains in confined geometries

Granular materials in a confined geometry can adopt significantly different states after the
application of forces which will later be transmitted through the packing by the complex
network of grain-grain contacts, known as force chains [117, 118]. The combination of 2D
cell and photoelastic discs [119] visualized the force chain network and enabled a deeper
understanding of granular systems. Majmudar and Behringer performed experiments in
such a set-up, and measured the tangential and normal forces of the grains that were subject
to pure shear and isotropic compression [120]. They found that the tangential forces were
exponentially distributed in both cases, while the normal forces were more rounded in
compression than that in shear situation. As shown in Figure 2.1, the sheared system showed
longer range correlations in the direction of force chains compared to the isotropically
compressed system.

The existence of force chains in granular materials leads to a well-known phenomena,
jamming, that the granular materials undergo a transition between fluid-like and solid like
behaviour [121, 122]. Cates et al. in 1998 proposed that force chains in the granular
materials would form along the shear direction, which later will evolve to a rectangular force
network [118]. Liu and Nagel presented a jamming phase diagram in which the load, packing
fraction and temperature determined whether the grains were jammed or not [123].

Howell et al. performed the experiments in a Couette geometry where the photoelastic
discs were sheared, and observed the jamming transition that depended on the packing
density [124, 125]. The experimental results were also simulated using discrete element
method (DEM) in the same period [126].
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Fig. 2.1 Photoelastic images by [120]. (a) is the image of an isotropically compressed
experiment, (b) is the image of a sheared experiment, and (c) is the close-up image of a single
disk.

2.2.2 Janssen’s friction model

The friction that resists the relative lateral motion of two solid surfaces in contact is pro-
portional to the normal force exerted by each surface on the other according to Coulomb’
friction model:

Ff = µFN (2.4)

where Ff is friction, µ is the friction coefficient, and FN the normal force.
For granular materials in confined systems, there is friction between grains and the

confining walls, and friction internally within the packing at grain-grain contacts. After
applying a external force on such a granular packing, there are a number of potential actions.
The grains could be in a state of static or dynamic frictional contacts and could be either
sliding or rolling. The surfaces of the particles and the confinement wall could be dry or
lubricated by liquid films. At the individual particle level, one could assign separate friction
coefficients to all these scenarios, however, often the problem is simplified by assuming
an overall effective friction coefficient, which may or may not be assumed the same for
grain-grain and grain-wall interactions.

The normal forces at grain-grain contacts, and between grains and the walls, depends on
the stress state of the system. Gravitational and externally imposed compressive stresses are
transmitted through the heterogeneous force chains. Inside the confinement of a Hele-Shaw
cell, the frictional resistance of a granular packing against the walls of the cell is determined
by Equation 2.5 (with the grain-wall effective friction coefficient) where the normal force
depends on both gravity and the externally imposed stress transmitted through force chains.
Bulldozing of grains by an invading meniscus may create a granular compaction front that
fills the cell from top to bottom, eventually forming a jammed granular front. If a bulldozing
force is applied laterally to the jammed front, this force will be dispersed to each grain by the
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contact network of the granular packing. These forces will have various directions, ultimately
generating a vertical component of stress σzz.

Janssen in 1895 studied the horizontal stress of granular materials applied to the wall of
a silo as a function of the filling height [127] and proposed that this stress is proportional
to the vertical driving stress. Although the direction of the driving stress in their study is
vertical, this relationship can also be used for horizontally driven systems. In the jammed
granular front within the horizontally placed Hele-Shaw cell, the vertical stress σzz exerted
on the plates can be deduced by simply multiply the driving stress or the bulldozing stress
σxx with the Janssen coefficient κ:

σzz = κσxx (2.5)

Note that this is simply Coulomb friction (i.e. Eq.2.4) again - here applied to the continuum
of grains rather than to a single solid object.

Fig. 2.2 Schematic of the compaction front of granular packing with a density of ρ [128].

Knudsen et al. derived a friction law that relates the interfacial stress σ required to push
a bulldozed front forward to the thickness L of the front, and using the Janssen’ model above
found that the friction increases exponentially with L [128]. A force balance of a vertical
differential slice in x direction in the compaction front (Figure 2.2) can be written as:

[σ(x)−σ(x+dx)]∆y∆z−µσzz(x)2∆ydx−gρ∆y∆zdxµ = 0 (2.6)

where µ is the friction coefficient, ρ is the density of the granular packing, ∆z is equal the
gap b between two plates, σ(x) here is equivalent to σxx in Equation. 2.5.

Replacing σzz with Equation 2.5, Equation 2.6 can be reduced to:

dσ(x)
dx

=−2µκσ(x)
b

−gρµ (2.7)
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Assuming the block at x = L is held back by the mass inside (the triangle region in Figure
2.2), the force balance here is:

σ(L)b∆y = mtrgµ (2.8)

where mtr is written as:

mtr =
ρ∆yb2

2tanθ
(2.9)

The solution of Equation 2.7 is hereby written as:

σ =
gρb
2κ

[
(κµ +1)exp

(
2µκL

b

)
−1

]
(2.10)

Eriksen et al. used a simplified linear approximation of the model above in their papers
[35, 129] written as:

σ =
σξ

ξ
L (2.11)

where σξ is the characteristic frictional stress which can be obtained from the experi-
ment/simulation data fitting. ξ is the characteristic length, can be assumed to be equal to the
plates spacing b.

2.3 Physics of fluids and grain-liquid mixtures

2.3.1 Viscosity of the fluid and suspension

The concept of viscosity quantifies the internal frictional force between adjacent fluid layers.
A fluid with low viscosity means it has little resistance to the shear stress. Viscosity relates
the viscous stresses in a fluid to the rate of deformation change which can be visualized and
defined in a planar Couette flow [130].

In the Couette flow, the fluid is in between two parallel plates, one is fixed and another
moved along the parallel direction at a constant speed u. Consider u is low enough to avoid
turbulence and top plate is in motion, the fluid in between is sheared by the top plate and the
speed of fluid layers from the top down varies from u to 0.

The force acting on the top plate F that are required to overcome the friction between
fluid layers and maintain the constant speed, is found to be related to u, the plate area A and
plates separation y:
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F = ηA
u
y

(2.12)

which can be written as the expression for viscosity η :

η =
Fy
Au

(2.13)

The viscosity of a suspension ηs increases significantly with the increase of filling
fraction of the particles suspended. When the particle concentration reaches a maximum
φc, or the jamming point, the suspension ceases to flow. In [131], the authors summarized
the experiment data, the theoretical predictions and the simulation results of the previous
studies on the relationship between η and φ . All the results followed the same trend and can
be collapsed to φc to fit the same curve. Among the theoretical correlations, Maron-Pierce
model is the one normally used, the viscosity relative to the solvent viscosity is written as
[132]:

ηs = (1− φ

φc
)−2 (2.14)

2.3.2 Hagen–Poiseuille equation

Poiseuille in 1838 performed water-flow experiments in tubes to study the relationship
between volumetric flow rate Q, pressure difference ∆P, tube length L and the tube radius
R [133]. Similar experimental results were published in 1839 by Hagen, in which differences
between laminar and turbulent flow were observed [133]. In their papers, the equation later
named the Hagen–Poiseuille equation was deduced, and the theoretical justification of the
equation was given by George Stokes [134].

The Hagen–Poiseuille equation describes the pressure drop in an incompressible Newto-
nian fluid flowing through a long cylindrical tube of constant cross section in laminar flow
regime:

∆p =
8ηLQ
πR4 =

8πηLQ
A2 (2.15)

where η is the dynamic viscosity of the fluid, A is the cross section of the tube.
Description of Poiseuille flow in the Hele-Shaw cell is a variant of the equation above, is

written as:

Q =−d p
dx

b3

12η
(2.16)
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This expression is also referred to as Darcy’s law, with permeability k = b2/12 for the
gap thickness b between the two parallel plates of a Hele-Shaw cell.

2.3.3 Fluidization of frictional fluids

In the mixture of granular materials and fluid, friction plays a vital role during the invasion
process of another fluid. Such granular-fluid mixtures were referred to as ’frictional fluids’
in [27]. At low invasion rate before the fluid viscosity has the effect on the displacement,
particles within the friction fluid will accumulate and finally have jammed front formed as
mentioned in the last section, friction dominates the process.

At high invasion rate, however, viscous forces become non-negligible. The drag force
provided by the friction between fluid and particles is larger than the friction of the granular
bed, the granular bed is thereby fluidized [27, 28]. In other words, the fluid pressure gradient
∇P is larger than the gravitational friction of the granular bed:

| ∇P |> µρeg (2.17)

where µ is the friction coefficient, ∆ρ is the density contrast between the grains and the
hosting fluid in the granular packing.

According to Darcy’s equation, the pressure gradient ∇P of the fluid through the packing
can be written as:

| ∇P |= ηQ
kA

(2.18)

Combining Eq. 2.17 and Eq. 2.18, the prediction for critical fluidization flow rate Q f can
be written as:

Q f =
µρegkA

η
(2.19)

In [28], the authors proposed a dimensionless number F, the fluidization number to make
the prediction model more general:

F =
qη

µρegk
(2.20)

For F > 1 the bed is thought to be fluidized.
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2.4 Physics on the interface

2.4.1 Surface tension and Young-Laplace Equation

Surface energy and surface tension are different expressions for the same mechanism: how
strongly molecules are attracted to each other. However, surface energy is normally referred
to the cases in solids and surface tension applies to liquids.

The molecules on the liquid surfaces attract each other which contributes to the surface
tension, the surfaces tends to shrink into the minimum surface area. The most common
phenomenon is water droplet. At a water-air interface, the attraction between water molecules
themselves (cohesion) is greater than the attraction of water molecules to air molecules
(adhesion), so water tends to shrink to a droplet to form a minimum surface area.

Surface tension provides an elastic force that resist the stretching of an interface between
two immiscible fluids. If there is no pressure difference between the fluids, the interface
remains flat. The surface tension generates a ’capillary’ pressure ∆p that is proportional to
the curvature as described by the Young-Laplace equation:

∆p =−γ

(
1

R1
+

1
R2

)
(2.21)

where γ is the surface tension, R1 and R2 are the principle radii of curvature (shown in
Figure 2.3).

Fig. 2.3 Schematic of the principle radii of curvature R1 and R2 at two directions X1 and X2
respectively. X1 and X2 are perpendicular to each other, and are both vertical to the normal N.
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2.4.2 Wettability and contact angle

Wettability is the ability of a liquid to maintain contact with the surface of a solid, this ability
in principle is also related to the inter-molecule attraction and surface energy. If the adhesive
forces between the liquid molecules are larger than the cohesive forces between liquid and
solid molecules, the liquid is non-wetting to the solid, otherwise the liquid is wetting to the
solid.

Wettability is quantified by the contact angle θ which can be directly measured on the
gas-liquid-solid interface. The Young equation describes a thermodynamic equilibrium
between interfacial energies and can be used to calculated the contact angle:

γSG − γSL − γLGcosθ = 0 (2.22)

where γSG is the solid-gas interfacial energy, γSL the solid-liquid interfacial energy, γLG the
liquid-gas interfacial energy as shown in Figure 2.4.

Fig. 2.4 Contact angle θ of gas-liquid-solid interface. (a) A liquid droplet rests on the surface
of a solid surface. (b) The meniscus of a liquid which is wetting to the tube.

2.4.3 Cassie-Baxter state and surface treatment

In a gas-liquid-solid system, aqueous solution is the most commonly used liquid. If the
contact angle in this system is larger than 90◦ the solid surface is regarded as hydrophobic,
while at contact angle smaller than 90◦ the solid surface is hydrophilic. The solids used in
the experiment are usually made of the materials that are naturally hydrophilic, glass for
instance. A surface treatment is often required to generate hydrophobic surfaces on materials
that are otherwise naturally hydrophilic.

The roughness of a solid surface significantly effects the contact angle [75]. Robert
Wenzel in 1936 developed a model (Figure 2.5) by modifying Young’s equation to calculate
the contact angle θ for homogeneous surfaces:
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Fig. 2.5 Different contact angle scenarios : liquid state on smooth solid surface, Wenzel state
and Cassie-Baxter state.

cosθ
∗ = rcosθ (2.23)

where θ ∗ is the apparent contact angle, r is the roughness ratio.
Later in 1944, Cassie and Baxter extended the results to heterogeneous surfaces (Figure

2.5):

cosθ =
N

∑
k=1

Akcosθk, with
N

∑
k=1

Ak = 1 (2.24)

where Ak is the surface area of kth type of composite material (with contact angle θk) of the
whole surface.

There are normally two ways of hydrophobic treatment according to the principles above.
One is directly altering the solid surface in microscopic scale using the methods such as
laser pulses [135] and UV radiation [59]. Another is surface coating by applying materials
such as manganese oxide polystyrene nano-composite, precipitated calcium carbonate, silica
nano-coating, etc., on the solid surface to form a thin layer that repels aqueous solutions.
Among these materials, silica-based coatings are the most cost effective [136] and will be
used in the current thesis.





Chapter 3

Frictional fluid instabilities shaped by
viscous forces

3.1 Introduction

Viscous fingering, or the Saffman-Taylor instability [137, 25], is a classic example of unstable
flow: A low-viscosity fluid pushes away a high-viscosity fluid in a flow cell. Any bulge on
the interface steepens the pressure gradient inside the high-viscosity fluid, and the growth
accelerates such that a fingering pattern evolves where the most advanced tips grow at the
expense of the fluid falling behind [138, 139].

Whether or not viscous fingering is observed depends on two dimensionless numbers:
the mobility ratio M . Here we define M as the log of the viscosity ratio between the two
fluids, M = log(ηdef/ηinv), where ηinv is the viscosity of the invading phase and ηdef that of
the defending phase. If M is negative (−M ), the higher viscosity in the invading fluid acts
to stabilise the interface, leading to compact displacement (e.g. a growing circular invaded
region if fluid is injected from a central point). Unstable viscous fingering is observed
for flows when M is positive (+M ). Here the stabilising effect of surface tension is in
competition with the destabilising effect of viscosity.

Unstable flows involving granular suspensions and granular material sedimented in
the defending fluid have been shown to produce a wide variety of flow patterns [27, 140],
including viscous fingering in suspensions [141, 31, 39], frictional fingering [24, 27, 26],
channeling [29, 37, 38, 41, 42, 80–82] and capillary fracturing [142, 32, 33, 143, 34–36, 28].
The introduction of granular material adds solid friction – between grains, and between
grains and confining surfaces – as a governing force in the dynamics.
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The wetting controls the capillary forces imposed by the meniscus on the grains. Here
we define wettability W =−cosθ by the contact angle θ inside the invading fluid against
the solid material. Negative W (−W), where the granular bed is wetted by the invading
fluid, results in spontaneous imbibition, whereas +W results in the granular bed resisting
penetration by the invading fluid (drainage). We quantify the balance of viscous forces,
which drive the motion of the grains, to friction, which resists the motion of the grains, via a
dimensionless ‘viscous deformability’ Dvisc:

Dvisc =
ηmaxu/d

G
, (3.1)

where u = Q/2Rb, and where we use the grain diameter d as the relevant viscous length
scale. The frictional strength of the granular layer is G = µρbgbϕ , where µ is the friction
coefficient between the grains and the plate, g is the body force per unit mass due to gravity,
and ρb = (ρg −ρdef)(1−n) is the bulk density difference between the granular layer and the
defending fluid, where n is the porosity of the packing. In current study, the density of the
grains is 2.5 g/cm3 and the density of the defending fluid, air, is negligible, here ρb = 2.5
g/cm3. There is no one well-defined velocity that applies to all the fingers in an experiment,
so we must choose a characteristic velocity that is representative for the experiment as a
whole. We choose to use u = Q/Across = Q/(bwc) where wc = 1 cm is a "typical" finger
width which is close to the finger width in each experiment.

Our Dvisc is analogous to the large capillary number Ca limit of the ‘fracturing number’
from [36], where the motion of a granular solid is resisted by friction under confining stress,
and to the ‘viscous fracturing number’ [148], where the motion of a porous viscoplastic solid
is resisted by a yield stress. The ratio of viscous to frictional forces was referred to as a
‘fluidisation number’ by [28].

Most of the previous work on displacement patterns in confined granular suspensions
has focused on viscously unstable flows (+M ) in drainage (+W) (e.g. [31, 27, 36, 140]).
One exception is Huang et al. [29] who investigated viscously stable displacement (−M ) of
a dry granular packing by injecting aqueous glycerol solutions into dry sand. As such, the
wetting condition was imbibition (−W) where the invading fluid penetrated the pore space
of the granular packing. In this section we study the viscously stable (−M ) frictional flow
patterns in drainage (+W) (Figure 3.1). Viscously stable frictional fingering was achieved
by injecting water into dry layers of silanized hydrophobic glass beads. In this case air
is the (low viscosity) defending fluid in which the grains are "submerged". By varying Q
over a wide range and also varying filling level ϕ , we observe how the shifting balance
between viscous forces, friction and surface tension influences the pattern of invasion in
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a negative M fingering system. Experiments are supported by a theoretical model and
numerical simulations.

Fig. 3.1 The quadrant with blue square in the diagram of viscosity ratio M and wettability W
is the study focus of Chapter 3.

3.2 Methodology

3.2.1 Experimental setup and materials

Our Hele-Shaw cell comprised two 40×40×1.5 cm glass plates. A 6 mm diameter hole was
drilled through the centre of the top plate to provide an inlet. The internal surfaces of the
plates were silanized to avoid exposing a strongly hydrophilic surface which aids aqueous
solution invasion and preventing aqueous solution travelling along the headspace of the cell.
Our silanization protocol followed the method outlined in [144]. The silanization solution
used here is a mixture of Trimethoxy(octadecyl)silane (OTMS), and Isopropyl alcohol(IPA)
with a ratio of 1:100.

The silanization process was as follows: 1) mix the OTMS and IPA together with the ratio
mentioned above; 2) the pH of the solution was adjusted to 3 by adding the diluted Sulfuric
acid (H2SO4, 0.1 M) to promote the hydrolysis of OTMS; 3) the solution was strongly stirred
using magnetic stirrer for at least 60 minutes at room temperature to form a alkylsilanol
solution; 4) pour some of the reacted solution on the surface of a glass plate and wipe it
several times to make the coating uniform; 5) dry the glass plate and we would get a surface
with the contact angle of 120 degrees. Note that all the procedures were performed in fume
hood to avoid any potential hazards.
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Hydrophobic grains were produced by silanizing glass beads (Honite 18). All the glass
beads used were cleaned by the following steps: first, glass beads were immersed into
Hydrochloric acid (HCL, 0.1 M) and strongly stirred using magnetic stirrer for at least one
hour. Then, they were rinsed thoroughly with deionized water. Finally, the cleaned beads
were funnelled into a glass pan and oven dried at 80 degrees celsius.

The dried beads were then sieved to diameter 75–100 µm. The silanization solution
preparation processes were the same as the procedures mentioned above when coating the
surface of the glass plates. The sieved beads were immersed into the silanization solution in
a beaker and heated on a hotplate to accelerate the evaporation of the solution. The coated
hydrophobic beads were sieved again to get rid of the lumps in the beads.

The Hele-Shaw experiments were prepared by first spreading a layer of the hydrophobic
beads on the bottom plate of the cell. In order to achieve a layer of uniform thickness,
two strips of adhesive tape were placed along opposite sides of the bottom plate, and a
straight-edged tool resting on both tape strips was used to scrape the granular material along
the plate. In the first two parts of the results section, the top plate was then put in place,
separated from the bottom plate with 0.9 mm spacers, which were slightly higher than the
strips of tape so as to produce a granular bed with ϕ < 1. We varied the packing height by
changing the thickness of the tapes and thereby varying ϕ . The cell was clamped together
firmly after assembly to prevent the top plate from lifting. All four edges of the cell were left
open to the atmosphere.

Stated values of ϕ were inferred from experimental images, which was considered more
accurate than estimating ϕ from the thickness of the tapes and spacers. If an experiment
produced an area Ai which had been invaded and cleared of grains and also an area A f which
had been fully compacted, then conservation of mass dictates that ϕ = A f /(Ai +A f ).

The experiment was performed at injection rates between 0.3 and 200 mL/min, with ϕ

between 0.42 and 0.70. The experiment was repeated for injection rates between 0.3 and
200 mL/min, with ϕ between 0.42 and 0.70. M was calculated to be -3.9; W was sufficiently
high that no penetration of water inside the hydrophobic packing was observed.

We injected water into the cell using a syringe pump (Harvard Scientific, PHD Ultra).
The cell was backlit, such that invaded regions appear bright and compacted regions dark
(Figure 3.2). Results were recorded using a Nikon 1 J2 digital camera at 30 frames per
second.

3.2.2 Numerical method

We have performed the numerical simulations of the system using code previously used to
model air invasion into a wet hydrophilic packing [129, 26], adapted to include viscous pres-
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Fig. 3.2 (a) Schematic side view of an invading fluid interface. Water bulldozes the hy-
drophobic grains, forming a compaction front of width L. (b) Schematic cross-section of
the Hele-Shaw cell. The thickness of the tape is smaller than that of the spacer, producing a
granular bed with ϕ < 1. (c) Photographic top view of an invading finger. The white region
has been invaded with water and cleared of grains, while the black region (the compaction
front) has been completely filled with grains. Fingers are characterised by their tip radius R
and their compaction front width L.

sure. The code including the viscous pressure is developed by my colleague James Campbell
and my contribution is the calibration of the simulation according to the experimental results
(more details can be found in A). As shown in Figure3.3, this code uses a chain of nodes
which contain the coordinate information, to represent the interface of the invading fluid.
The granular packing is discretized into grid cell, using a two-dimensional array of values,
fm,n, to represent the normalized filling fraction ϕ in the cell at each point in space where ϕ

is equal to 1 in compaction front and less than 1 in undisturbed region.
For every mobile node, a link with a length Li which represents the shortest distance

between the current node i and the center of the linked cell where fm,n changes just from 1
to less than 1, is identified. A criterion to decide the moment of node stagnation is defined
using a quarter-circle region with the radius of maximum cutoff length Lmax. If there is no
link establishment within these the candidate cells, the node is regarded as stagnant. Lmax in
practice is set to be larger than the maximum compaction front width in experiment, say 1.5
cm here.

The node separation length ξnode and the grid separation length ξgrid must be much
smaller than the finger width, and the smaller values lead to a better simulation results but
higher time cost. Considering both effects, ξnode = 0.03 cm and ξgrid = 0.025 cm are set in
the simulation.

The radius of curvature or half of the finger width R in the simulation is represented by
B-spline approximation of the interface [129, 145]. To simulate the effects of the viscosity,
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Fig. 3.3 Illustration of the discretization procedure of the bulldozed granular packing [129].
The interface is discretized to a chain of nodes with a separation ξnode, the beads packing
is discretized to grid cell, using a two-dimensional array of values, fm,n, to represent the
normalized filling fraction ϕ in the cell at each point in space where ϕ is equal to 1 in
compaction front and less than 1 in undisturbed region. Li is the shortest distance between
the current node i and the center of the linked cell where fm,n changes just from 1 to less than
1. Lmax is the radius of the quarter-circle region to limit the candidate cells. The size of the
granular beads and grid cells are exaggerated for description, and size of the granular beads
in the experiment is much smaller than the size of the grid cell.

the viscous pressure is added in Equation 3.2. Every timestep the threshold pressure Pt is
calculated for every interface node, following

Pt =
γ

r
+σ +Pv (3.2)

where r is the interface radius of curvature, σ is frictional stress resisting motion and Pv

is the viscous pressure difference between that point and the inlet. σ is expressed as in
Equation 2.10, with L being the distance to the nearest point on the array which is not yet
fully filled, i.e., Li. The static friction coefficient is used, with the kinetic friction coefficient
being substituted in the exponent if the interface node has moved in the previous 500 cycles.

The viscous pressure difference Pv between each point and the inlet is calculated each
timestep on a simplified version of the finger pattern, reduced to a branching tree of nodes as
illustrated in Figure 3.7. This tree grows dynamically during the simulation to closely mimic
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the shape of the invasion pattern, with each interface node reading Pv from its nearest node
on this tree. Each node on the tree calculates Pv according to the Hagen-Poiseuille equation
as

Pv = P′
v +

6ηQ f X
Rb3 (3.3)

where P′
v is the Pv of its parent node, η is the viscosity, Q f is the flow rate into the finger

downstream averaged over the last 250 timesteps, X is the distance to its parent node and R
is the average half-width of the finger between itself and its parent node. The 250 timestep
period for averaging viscosity and the 500 timestep period for transitioning from kinetic
to static friction are arbitrary numbers. They were chosen for being large compared to the
typical number of growing fingers (to avoid excessive discretisation of viscous pressure and
to prevent slower-moving but still active fingers from taking on static friction), but still small
compared to the typical time period of an entire simulation. Qualitative tests did not suggest
that the fingering patterns were strongly sensitive to these parameters.

Once the node with the lowest Pt is identified, it is advanced forward slightly, along with
its three nearest neighbours on each side to maintain a smooth interface. New nodes are
introduced as needed as the interface lengthens. Granular material from the invaded region is
redistributed to the nearest positions which have space available. Randomness is introduced
by initialising the distribution of granular material with random fluctuations above and below
ϕ . The beads concentration field is set to be circular and has the same size as the experiment,
i.e., diameter of 26.8 cm. The simulation will stop once the finger reaches the boundary.

3.3 Results and discussion

In all cases we saw a fingering pattern of invasion, with water bulldozing granular material
ahead of it, producing discrete fingers of water with well-defined characteristic width and
a front of compacted grains surrounding them (Figure 3.2). Fingers grew only at their tips
and generally did not widen after their initial formation. Figure 3.4 shows a selection of
experimental results.

Changing ϕ affected the width of fingers: at the same injection rate, a higher ϕ led to a
smaller R, due to a thick compaction front accumulating after relatively little advance of the
interface. This trend was also seen in previous studies with air invasion, although in that case
analogous conditions could also produce a discontinuous “bubble” invasion pattern if a large
injection volume of gas was used [24, 27]. These bubble invasion patterns are thought to be
a consequence of the compressibility of the gas, and their absence in our system is likely a
consequence of the incompressibility of the invading fluid.
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Fig. 3.4 Phase diagram of invasion patterns at different ϕ and Dvisc. (a) experiment and (b)
simulation. Water (bright fingering structure) invades from a central inlet, displacing a layer
of hydrophobic material (dark gray). All images are cropped to a circle representing the
moment the first finger reached a radius of 13.4 cm. Each disc has a diameter of 26.8 cm.

At very low injection rates, when the Dvisc is small, it may be assumed that viscous effects
are insignificant [128], and the pattern is determined exclusively by friction and capillary
pressure. We vary our injection rate Q over nearly three orders of magnitude to observe both
this viscosity-independent regime, which we term the frictional regime, and also the regime
at higher values of Q when viscous pressure gradients become significant. In the frictional
regime (10 mL/min and below, or Dvisc = 2.8× 10−2 and below), there is just one finger
advancing at a time. As we increase Q to 30 ml/min (Dvisc = 8.3×10−2) or above, we see
two or more fingers advancing simultaneously.

We here divide the discussion into three parts. First, we consider the frictional regime,
where only frictional forces and surface tension are important. Secondly, we consider the
role played by viscous forces within the fingers and use this to explain the simultaneous
growth of fingers at higher injection rates. Finally, the simulation results are matched with
the experimental results and theoretical analyses.

3.3.1 Frictional regime

At low values of Dvisc there are only two forces of significance: surface tension and fric-
tion [128, 27]. The invading water does not have enough pressure to invade between the
grains of the hydrophobic packing, and therefore invades the cell by bulldozing the pack-
ing before it, forming a finger with an approximately semicircular tip of radius R, and an
approximately constant width 2R behind the tip. The finger is prevented from widening by
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a compacted front of grains of approximately constant thickness L, which can hold back a
stress up to σ by frictional action with the top and bottom plates via force chains within the
packing. We can express the threshold pressure difference Pt across the finger tip for a finger
to be able to grow as the sum of the frictional stress σ to push forwards the compacted front
and the capillary pressure, such that [24]:

Pt = σ +∆pcap. (3.4)

Capillary pressure

As introduced in Chapter 2, there is a capillary pressure difference across the interface of two
fluids which is described by Young-Laplace equation, and in the current case can be written
as:

∆p = γ

(
2cosθ

b
+

1
R

)
(3.5)

where γ is the surface tension, 2cosθ /b is out-of-plane curvature, θ is contact angle, 1/R is
the in-plane curvature (here is the radius R of finger tip).

We only need to consider the in-plane radius of curvature because the out-of-plane
curvature between the two plates of Hele-Shaw cell is assumed to be constant throughout the
system, and therefore would only lead to a constant contribution to Pt which would have no
effect on the system dynamics. The in-plane radius of curvature is equal to the radius R of
finger tip, the capillary pressure that affects the finger formation thus can be written as:

∆pcap =
γ

R
(3.6)

Frictional stress

Frictional stress σ during the capillary bulldozing in the system is caused by the force
networks in granular materials, and the description models for it has been described in
Chapter 2. For simplication, we here use the linear approximation for the frictional stress:

σ = σ0
L
b

(3.7)

where b is the plate spacing and σ0 is fit to experimental results. Here and throughout the
paper we shall make the approximation that the finger width equals 2R, or twice the tip
radius of curvature. If we also assume that the front width L is approximately constant, then
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conservation of mass dictates that
L = R

ϕ

1−ϕ
. (3.8)

Prediction model for R

Combining equations 3.4, 3.7 and 3.8, we find that Pt can be written as

Pt = σ0
R
b

ϕ

1−ϕ
+

γ

R
. (3.9)

A finger propagating with a higher R would have a lower capillary pressure inside the
finger, but also a higher front thickness L and therefore a higher frictional stress σ . There
exists a value of R at which Pt is minimum (and therefore the rate of work done is minimum),
which we can find by differentiating Pt with respect to R:

∂Pt

∂R
=− γ

R2 +
σ0

b
ϕ

1−ϕ
= 0 (3.10)

which can be reduced to

R =

√
γb(1−ϕ)

σ0ϕ
. (3.11)

We plot R as a function of volume fraction ϕ in Figure 3.5 for low injection rate ex-
periments only. There is a strong match between the experimental data and the theoretical
curve, in common with previous research on air-invasion labyrinths [24, 26]. Therefore we
conclude that behaviour at low Dvisc may be well described without reference to viscous
effects, both for positive and negative M , with finger growth dynamics being determined
exclusively by competition between capillary and frictional forces at the tip without any
significant influence of longer-range forces or pressure gradients.

3.3.2 From single-fingering to multi-fingering

As we increase the injection rate Q, and hence Dvisc, over two orders of magnitude, we
observe a transition away from this viscosity-independent regime at low Dvisc, which we term
the frictional regime, toward a regime where viscous pressure gradients become significant.
As Q increases, the number of simultaneously growing fingers increases monotonically from
one in the frictional regime to nearly 20 at the highest values of Q explored here (Figs. 3.4
and 3.6).

The low-Dvisc and high-Dvisc are compared in Figure 3.6 a and b, where the invading-
fluid-filled fingers are colourised by invasion time. Low Dvisc gives incremental growth
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Fig. 3.5 Finger width 2R decreasing with increasing filling fraction ϕ . Black diamonds
represent experimental results (mean and standard deviation of three experiments), while red
circles represent simulation results (mean and standard deviation of three simulations); in
both cases 2R is measured as the ratio between total invaded area and interface length. The
solid line is the prediction of Equation 3.11 and σ0 = 4.

localised at the tip of a single finger into which all the injected fluid flows. Branching is
sometimes observed, however usually only one finger is actively growing at any one time. At
high Dvisc, several fingers grow simultaneously. New fingers sprout by side-branching, and
the injected fluid flows through the network of fingers to the active tips indicated by rough
axisymmetry of the colors in Figure 3.6 b.

For −M , the viscous pressure gradient is located within the invading fluid, decreasing
along the fingers from the inlet towards the active tips. Higher pressures further behind
the growing tips increase the tendency for new fingers to break out from the walls of the
old, favouring growth in the central parts of the pattern. This is the viscous stabilisation
mechanism of flows at −M . The frictional instability competes with viscous stabilization,
favouring continued growth at the curved tip of the finger over displacement of the side walls.
Two mechanisms also tend to suppress finger branching from a static side wall compared to
the growing finger tip: (1) the geometrical factor accounting for the higher stress required to
deform a flat compaction front compared to pushing forward an already curved tip [146] and
(2) the frictional strength of the side walls may be higher on account of a higher solid-solid
static friction coefficient µs compared to the dynamic friction coefficient µd of the moving
tip due to short-lived lubrication layers between grains and the confining plates.

We represent these effects by introducing a threshold pressure Pb = Pt +∆Pb > Pt required
to sprout a new finger branch behind the tip. The viscous pressure within a finger increases
backward from the tip. At some distance ∆rb from the tip, the pressure will therefore reach
Pb. Assuming the volume flux in each growing finger to be the same (Q/N), this distance
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can be inferred from Darcy’s law,

∆rb =
Rb3∆Pb

6ηQ
N. (3.12)

During the injection of a volume ∆V , each finger receives a volume ∆V/N, and will on the
average sprout ∆N/N new fingers. When the injected volume in a finger equals 2Rb∆rb a
branch will be sprouted behind the tip, so the average increase in N is

∆N
N

=
∆V/N

2Rb∆rb
, (3.13)

which with Eq. 3.12 yields

N∆N =
3ηQ∆V
R2b4∆Pb

. (3.14)

For large N, we approximate the discrete variation of ∆N by a continuous one, writing

dN2 =
6ηQ

R2b4∆Pb
dV, (3.15)

which by integration from V = 0 gives

N(V ) =

√
6ηQV

R2b4∆Pb
. (3.16)

Using the expression for R in Equation 3.11, we can then estimate the number of active
fingers N(V ) and compare to experimental observations.

Figure 3.6 shows experimental data for N as a function of injected volume V for a range
of injection rates compared with the predictions of Equation 3.16. The simple theory appears
to give a surprisingly good estimate of the number of propagating fingers, despite possessing
none of the geometrical complexity of the experimental patterns.

3.3.3 Numerical verification

Figure 3.4 b shows sample simulation results across a range of filling fractions and injection
rates. Lower values of ϕ produced slightly wider fingers, as predicted by Equation 3.11
and as demonstrated by experiments. Finger width as a function of ϕ at Q = 1 mL/min is
compared to experiment and theory in Figure 3.5.

Figure 3.4 also shows that the number of fingers increases with increasing injection
rate, as it does in experiments. In order to investigate this effect in more detail a series of
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Fig. 3.6 Transition from a single finger to multiple fingers as Q increases. (a) Time evolution
of a single finger (Q = 1 mL/min) and (b) multiple fingers (Q =200 mL/min) colourised
according to invasion time t. (c) Count of simultaneously growing fingers N as a function
of injected volume V = Qt at different injection rates or Dvisc for experiments (large open
symbols), simulations (small filled symbols), and theory (solid lines). The theoretical lines
are Equation 3.16 using ∆Pb = 30 Pa as a fitting parameter. (d) is another version of N −V
plot while x-axis is set to be in log scale. In all panels, ϕ = 0.56.

simulations were performed in much larger cells, ten simulations at each of five different
injection rates at ϕ = 0.56. The number of growing fingers in each 500-timestep period was
counted and averaged across the 5 experiments, and the results are plotted in Figure 3.6 (c)
and (d) alongside experimental and theoretical results. The numerical results show a good
consistency to both experimental results and theoretical plot at Q < 100 mL/min. However,
the simulation data start to deviate or more specifically smaller than the experimental data
and theoretical line at Q > 100 mL/min. This might be caused by the inherent limitation of
simulation itself.
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Fig. 3.7 Schematic illustration of the numerical simulation. The grey-black squares represent
the filling level of the cell at each position, and the interface of the invading fluid is represented
by a chain of nodes, here shown in red. Viscous pressure is calculated on a branching tree
following the skeleton of the fingers, here shown in blue.

3.4 Conclusion

We have used experiment, simulation and theory to investigate a system in which liquid
fingers invade a hydrophobic granular layer. Wider fingers are observed at lower granular
filling fractions, in common with earlier experiments where fingers of air invaded a wet
hydrophilic packing. A transition from single finger growth to multiple finger growth as we
increase the injection rate, is observed, which has been demonstrated to be a consequence of
viscous pressure gradients along the growing fingers. This study helps to fill an important
gap in our knowledge of invasion patterns: understanding systems which produce complex
patterns despite having an invading fluid of higher viscosity than the defending fluid. A
firm grip on the fundamental effects of viscous pressure gradients is essential if we are to
successfully extend our understanding to systems with high fluid invasion rates, far from
quasi-static conditions.



Chapter 4

Viscous stabilization of frictional flow
compared to viscously unstable
displacements

4.1 Introduction

We have defined mobility ratio M = log(ηdef/ηinv) to describe the viscosity difference
between the two fluids in the system in Chapter 3. If M > 0 the defending fluid has a higher
viscosity, if M < 0 the invading fluid has a higher viscosity. In the previous chapters, we
have studied the situation when water invades the hydrophobic granular packing surrounded
by air (-M ), the effect of increasing Dvisc is to produce an increasing number of frictional
fingers. The pattern is in effect becoming more compact because of the viscous stabilization
effect that increases with higher injection rate. The pattern center of mass is roughly on the
central injection point, as growth further away is discouraged by viscous dissipation within
the fingers, however a large degree of randomness in finger growth direction still prevails.

In this chapter, we will study the situation of both +M and −M at +W (shown in Figure
4.1). We will study the pattern. formation when a liquid with higher viscosity than water
invades the packing, the initial results are just the same scenario as in chapter 3, but at larger
Dvisc. The patterns become more compact and the finger growth becomes more directional in
this case. In addition, we study the pattern formation in viscously unstable (+M ) invasion. A
clear difference between the results of viscously stable (-M ) invasion and viscously unstable
(+M ) is observed.
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Fig. 4.1 The quadrant with blue square in the diagram of viscosity ratio M and wettability
W =−cosθ is the study focus of Chapter 4.

4.2 Methodology

We use the same experimental setup, the same granular material and the same packing
preparation method as in Chapter 3 when doing the viscously stable (-M ) invasion experiment.
However, the viscosity of the invading fluid was varied in different experiments. Different
viscosities were achieved by mixing glycerol and deionized water, with glycerol volume
percentages of 0%, 58%, 84% and 100% corresponding to viscosities of 1, 14.1, 141.4 and
1414 mPa·s respectively [147]. The liquid was injected at rate between 3–100 mL/min.

The viscously unstable (+M ) experiments were performed in the similar cell as the (-M )
experiment except the surface of the plates remained hydrophilic. Figure 4.2 shows the setup
difference between the two. The grains where acid-cleaned as described before (but not
silanized), leaving them hydrophilic. A dispersion of the glass beads in the defending fluid
(water/glycerol mixture with the viscosity of 14.14 and 141.4 mPa·s in different experiments)
was loaded into the cell by fast injection, and subsequent sedimentation generated uniform
granular layers corresponding to ϕ = 0.5. The invasion fluid (air) was injected at 0.1–100
mL/min using the syringe pump as described in Chapter 3.

4.3 Results and discussion

4.3.1 Viscous stabilization on frictional flow

Figure 4.3 shows the time evolution after water/glycerol mixture invading the dry hydrophobic
granular packing. In addition to the increase of number of fingers N at higher Q as has been
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Fig. 4.2 Experimental setup used for viscously stable (-M ) and viscously unstable (+M )
invasion.

Fig. 4.3 Time evolution of experimental results of viscously stable (-M ) invasion at different
injection rate Q and viscosity η . tn = t/tall is a nornalized time where t is the real time over
the period of pattern formation and tall is the whole time of pattern formation within the
experiment system. In all panels, ϕ=0.5, b=0.9 mm, and the disc diameter is 26.8 cm.
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Fig. 4.4 Time evolution of experimental results of viscously stable (-M ) invasion at different
injection rate Q and viscosity η . In all panels, ϕ=0.5, b=0.9 mm, and the disc diameter is
26.8 cm.
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observed in Chapter 3, an increase of N at higher viscosity η of the invading fluid is observed.
Corresponding simulation results are shown in Figure 4.4. The single frictional finger in
Figure 4.3 occurs when viscous forces are insignificant and the frictional instability acts alone.
The high viscosity of glycerol combined with the faster injection rate produces extreme
viscous stabilization, where the pattern radiates outwards in an axisymmetric spoke pattern.
Here, the frictional instability produces fingers and viscous stabilisation forces them to grow
radially, with tips equidistant from the injection point, creating a circular displacement front
with embedded radial streaks of packed grains. As the pattern expands over time, the fingers
increase in number by splitting to populate the growing circumference while maintaining a
constant characteristic finger width.

Figure 4.5 a shows an experimental η–Q phase diagram for viscously stable displace-
ments, where the invading fluid is a mixture of water and glycerol and the defending grains
are dry and hydrophobic. The viscosity of the invading fluid (i.e., the fraction of glycerol)
increases from bottom to top and Q increases from left to right. The top-right corner is empty
because of the force limitation on the pump. Figure 4.5 b shows a corresponding η–Q phase
diagram for the simulations over a wider range of Q. These phase diagrams illustrate that
pattern formation in this system is governed by Dvisc: Similar patterns fall on similar values
for Dvisc, along diagonal lines in the diagram.

In these phase diagrams, similar patterns fall along diagonal lines corresponding to
constant values of the product ηinvQ, which controls the strength of viscous forces. Viscous
deformability Dvisc as defined in Equation 3.1 in Chapter 3, is used to quantify the balance
of viscous forces, which drive the motion of the grains, to friction, which resists the motion
of the grains.

The critical viscous deformability for the transition from multiple fingers to radial spokes,
D∗∗

visc, may be deduced from the theory presented in Equations 3.12 – 3.16. When the critical
distance ∆rb becomes smaller than the finger width 2R, branching will be suppressed by the
presence of neighboring fingers as the pattern becomes space-filling. These patterns are then
viscously stabilized in the sense that a finger that advances slightly ahead of its neighbors will
decelerate due to its larger internal pressure drop, leading to a spoke pattern where all fingers
extend roughly the same distance r from the injection point. The number of growing fingers
and the injected volume are then N∗∗ = πr(1−ϕ)/R and V = b(1−ϕ)πr2, respectively, by
volume conservation. Eliminating r then gives

N∗∗ =

√
πV (1−ϕ)

bR2 (4.1)

as the space-filling limit of N(V ), which applies at sufficiently high values of Dvisc.
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Fig. 4.5 ηinv–Q phase diagrams. (a) Experiments for viscously stable (−M ) invasion of
water–glycerol mixtures into dry hydrophobic grains. The viscous deformability at which
the pattern transitions from single to multiple fingers (D∗

visc, Eq. (4.4)) and from multiple
fingers to radial spokes (D∗∗

visc, Eq. (4.3)) are plotted in dashed purple and solid yellow
respectively. (b) Corresponding viscously stable (−M ) simulation results with an extended
Q-axis. (c) Experiments for viscously unstable (+M ) invasion of air into hydrophilic grains
submerged in a water–glycerol mixture. In all panels, ϕ = 0.5, b = 0.9 mm, and the disc
diameter is 26.8 cm.

The critical viscous deformability D∗∗
visc at which ∆rb = 2R can then be obtained by using

Equation 3.12 to eliminate Q from (3.1), arriving at

D∗∗
visc =

∆Pbb2

24GdR
N∗∗, (4.2)
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which, using the general expression for R(ϕ) (Equation (3.11)), becomes

D∗∗
visc =

∆Pbbπrσ0ϕ

24Gdγ
≈ 25, (4.3)

where we have used ϕ = 0.5 and finger length r = 13.4 cm to compare directly to the
experiments and simulations in the phase diagrams of Figure 4.5 a and b. D∗∗

visc agrees well
with the visual characteristics of the patterns, transitioning from multiple fingers to a fully
directional spoke pattern, although the transition is clearly a gradual one.

In the opposite limit of small Dvisc, a single finger will grow without spawning a new
finger while the breakout length ∆rb exceeds the radius rcell of the flow cell. Taking the
transition from a single finger to multiple fingers to occur at the value D∗

visc at which
∆rb = rcell, the same substitution that gave D∗∗

visc now yields

D∗
visc =

b2∆Pb

12Gdrcell
≈ 0.03, (4.4)

where rcell = 13.4 cm, N = 1, and other parameters are as in Equation (4.3). Note the
dependence on system size: for a viscous invading fluid, branching will always occur if the
system is large enough. Note also that the fingers in the experiments (and simulations) do
not grow in a straight path toward the edge of the cell, but take tortuous paths dictated by
local variations in packing density and the filling fraction. As a result, one should expect to
see sprouting of a second finger at or slightly below D∗

visc as estimated above.
The ratio of the two critical deformabilities

D∗∗
visc

D∗
visc

=
rcellN∗∗

2R
≈ 870 (4.5)

is determined by the two characteristic length scales: system size and finger width.
For a quantitative analysis of the spatial characteristics of these patterns, we define

‘pattern compactness’ c = Adis/(πr2
max), where the displaced area Adis includes both fingers

and compaction fronts (but not undisturbed material) and rmax is the radial extent of the
most advanced finger (Figure 4.6a). For the measurements presented here, rmax = rcell . The
theoretical low-Dvisc limit c′ = 2R/(πrcell(1−ϕ)) ≈ 0.04 corresponds to a single straight
finger. The measured c (Figure 4.6b) for Dvisc < D∗

visc is somewhat higher on account of the
finger tortuosity. Beyond D∗

visc, c increases as viscous stabilisation creates multiple fingers
and a more compact pattern. For radial spoke patterns beyond D∗∗

visc, the pattern compactness
approaches 1.
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Fig. 4.6 Pattern characteristics: (a) definitions of front length Sfront (red curve) and displaced
area Adis (invaded area plus compaction front, blue region), with rmax the reach of the
most advanced finger. Then, (b) pattern compactness c = Adis/(πr2

max), (c) front instability
number s = Sfront/Sfinger, and (d) finger width 2R as functions of Dvisc. Black dashed line in
(d): Theoretical prediction for 2R in frictional regime (Eq. 3.11). The error bars of the in the
panels are obtained from three repeat experiments/simulations with the same parameters. All
panels: ϕ = 0.5, b = 0.9 mm.

We define a ‘front instability number’ s = Sfront/Sfinger, where Sfront is the outer perimeter
of the connected advancing front (red line in Figure 4.6a) and Sfinger is the internal perimeter
of the finger pattern (along the fluid-air interface). s ≈ 1 for a single finger, and decreases
beyond D∗∗

visc as fingers increasingly meet to form a common front, plateauing at D∗∗
visc

(Figure 4.6c).
The finger width 2R (Fig. 4.6d) is independent of Dvisc for individual fingers, but starts to

gradually decrease with Dvisc as the self-confinement increases due to an increasing number
of neighbouring fingers competing for space. There is a gradual transition from multiple
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individual fingers to side-by-side radial spokes as viscous stabilisation becomes stronger and
stronger as seen by 2R starting to decrease before the system reaches D∗∗

visc.

4.3.2 Viscously unstable displacement

Viscously unstable (+M ) flow was achieved by injecting air into hydrophilic glass beads
submerged in a water/glycerol mixture in a Hele-Shaw cell [27]. The same batch of glass
beads was used to create both the hydrophilic (acid washed) samples and the hydrophobic
(acid washed then silanized) samples.

The key results for our purposes here are the changes in pattern formation as a function
of Dvisc illustrated in Fig. 4.7 and the η −Q phase diagram in Fig.4.5 c. At low Dvisc,
(Q = 0.1 mL/min, η = 14.14 mPa·s, Dvisc = 5.9× 10−4) the invading air bulldozes the
granular material into a compaction front in a similar way to that described in section 2.1.
This is the “frictional regime” [27] and it behaves in much the same way in both −M and
+M since the viscous effects are negligible in any case. One noticeable difference is the
fact that the pumped invading fluid (air) is compressible in our +M experiments, causing
the frictional fingers to start growing in an intermittent motion, transitioning to stick-slip
bubbles [27]. The −M experiments by contrast, have an incompressible invading fluid
(water/glycerol) that produces quasi-continuous motion with uniform finger widths.

A transition to a new flow pattern occurs as Dvisc is increased (Q= 0.1 mL/min, η = 141.4
mPa·s, Dvisc = 9.7× 10−2 in Figure 4.7). The motion of the bulldozing granular front is
now fast enough that it becomes partly lubricated by the interstitial viscous water/glycerol
solution. The lower effective friction in the partly fluidised front results in a widening of the
invasion structure and a thicker accumulation front. A striking consequence of the viscously
unstable (+M ) configuration is the sprouting of secondary, narrower viscous fingers driven
by the local pressure gradient across the fluidised front. This invasion structure (blue dotted
box in Figure 4.5 c) was referred to as a "coral" pattern in [27].

At still higher Dvisc, the fast flow drags the entire granular layer with it and there is
no bulldozing up of a compaction front, for instance at Q = 3 mL/min, η = 141.4 mPa·s,
Dvisc = 2.9). The invasion dynamics is essentially that of viscous fingering into a granular
suspension [141, 31, 27]. The viscous fingers are seen to narrow and become more dendritic
with increasing Dvisc as illustrated in Fig. 4.7 and the phase diagram (Fig. 4.5 c).

Note that for the patterns in the "viscous regime", the unstable viscous condition results
in active growth focused on the most advanced sections of the interface, with regions behind
experiencing viscous pressure screening such that they slow down and eventually come to
rest, as is the case in the classical Saffmann-Taylor instability, as well.
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Fig. 4.7 Time evolution of experimental results of viscously unstable (+M ) invasion at
different injection rate Q and viscosity η .In all panels, ϕ=0.5, b=0.9 mm, and the disc
diameter is 26.8 cm.

4.3.3 Discussion

We have studied the fluid dynamics of an invading fluid displacing a defending fluid con-
taining a sedimented granular material. In all cases, the granular material is wetted by the
defending fluid and repelled by the invading meniscus (drainage). For loose packings of
grains, as in this study, capillary forces dominate over the weak frictional strength G of the
granular layer. In other words, the “capillary deformability” Dcap = (γ/d)/G is large in all
experiments presented here, Dcap >> 1, such that the meniscus can easily bulldoze the grains
into compaction fronts that are then frictionally unstable.

Holding capillarity and friction essentially constant, we then explore the role of viscosity
by studying both viscously stable (−M ) and viscously unstable (+M ) displacements. To do



4.3 Results and discussion 51

so, we use mixtures of water and glycerol as either the invading fluid (−M ) or the defending
fluid (+M ), with air as the opposing fluid. The log viscosity contrast is large in all our
experiments (1.7 < |M |< 4.9) such that pressure gradients in the low-viscosity fluid (air)
are always negligible.

When viscous forces are negligible, the dynamics for both −M and +M are controlled
by capillarity and the friction in the bulldozed compaction front. Pattern formation in this
’frictional regime’ is rate-independent. Increasing Q or ηmax increases the strength of viscous
forces relative to frictional resistance, increasing the viscous deformability Dvisc. As viscous
forces become increasingly significant, there is a marked difference in how the −M and +M
systems evolve.

Viscously stable (−M ) displacement involves pressure gradients along the invading
fingers, with pressure decreasing from the central inlet toward the finger tips. Viscous
stabilisation manifests as the sprouting of new, intermediate fingers once the frictional
‘breakout’ pressure ∆Pb of the walls is exceeded. Two mechanisms determine the role of
viscous stabilization: (1) the strength of viscosity relative to friction, as measured by Dvisc,
and (2) the distance between the central inlet and the finger tips. We have identified two
critical threshold values of Dvisc that separate different fingering behaviour. Starting with
a single finger at low Dvisc, increasing Dvisc eventually leads to the first threshold value
D∗

visc ∼ ∆Pb/G at which the viscous pressure along the finger grows large enough to cause
branching before the finger reaches the outer boundary; this value depends on the size of
the system, since a longer finger implies a larger viscous pressure drop for the same value
of Dvisc. As a result, larger cells would produced multiple fingers at lower Dvisc. Further
increasing Dvisc leads to the second threshold value D∗∗

visc, at which the viscous pressure
gradient within the fingers is large enough to produce breakout pressures immediately behind
the finger tips. Fingers that move ahead of the pack are suppressed by their internal viscous
pressure drop and new fingers sprout continuously to populate an ever increasing pattern
perimeter (in a radial cell). Ultimately, the fingers grow side-by-side in a space-filling radial
spoke pattern.

In contrast, viscously unstable (+M ) displacement localises the viscous pressure drop
within the defending fluid. As a result, the growth of already-advanced sections of the
interface is promoted and un-invaded regions are screened, as in classical Saffman–Taylor
fingering. The second main mechanism controlling +M displacement at high Dvisc is the
fact that the grains are submerged in the high viscosity water/glycerol fluid which, entrained
in the bulldozed front, lubricates the moving sections of the interface [28]. This lubrication
reduces the granular friction, allowing fingers to widen and therefore also accumulate much
thicker compaction fronts. Peculiar to this system is that the viscous instability mechanism
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acts both on the system scale, and also locally: The compaction front is itself unstable to
perturbations, with tiny air fingers growing along the moving sections of the front, leading
to the coral pattern shown in Figure 4.7b. For extreme Dvisc, the fluid flow is fast enough
to mobilise the entire granular layer, and the system reverts to what is essentially viscous
fingering in a granular suspension. All of these displacements depend inherently on system
size.

4.4 Conclusion

We have used experiment and simulation to discover how frictionally unstable flow patterns
are shaped by viscous forces in both viscously stable and unstable scenarios. Multiphase
flows involving granular materials occur in a wide range of natural and engineering processes,
including soil and mud flows, methane venting from sediments, degassing of volatiles from
magma, fluidised bed chemical reactors, and the processing of granular and particulate
systems in food-, pharmaceutical-, and numerous other industries [9, 16, 149–151]. These
systems are inherently difficult to predict and control because of their complexity, which
manifests itself through the self-organization of a wide variety of intricate patterns. In
this study we have discovered how granular friction, capillary forces and viscous pressure
together conspire to produce a striking variety of multiphase flow patterns, and how these
can be characterized and understood in terms of the stabilizing and destabilizing mechanisms
imparted by the forces involved.



Chapter 5

Stabilization by gradients in viscosity, gap
thickness and gravity

5.1 Introduction

In the previous chapters, frictional fingers were observed after water/glycerol mixture in-
vaded radial cell containing the dry hydrophobic granular material. In this chapter, we
switch the geometry to a linear cell, and investigate three separate mechanisms for stabi-
lization/destabilization: Viscous pressure gradients, gap thickness variations, and elevation
gradients in the gravitational field. This chapter presents initial findings based on experi-
ments and numerical simulations. Note that the studies in this chapter are within (+W, −M )
quadrant as shown in Figure 5.1.

As in the radial cell in the previous chapters, we find an increased degree of viscous
stabilization when we increase the viscosity of the invading fluid. In the linear channel,
instead of a radial spoke pattern, we get parallel streaks of granular material left behind
a stabilized front confined to the width of the cell. After calibrating the simulation to
experiments we find a striking stabilization/destabilization effect caused by implementing a
gradient in the cell gap in in the simulated geometry. Finally in this chapter we demonstrate
the stabilization/destabilization effect of gravity by tilt the cell. Note that all the studies in
Chapter 5 focuses on the situation of −M and +W (shown in Figure 5.1).
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Fig. 5.1 he quadrant with blue square in the diagram of viscosity ratio M and wettability
W =−cosθ is the study focus of Chapter 5.

5.2 From unstable to stable front: effects of viscosity

5.2.1 Methodology

Experimental setup

A new Hele-Shaw cell was used in this section as shown in Figure 5.2. To make a linear
boundary, adhesive tapes were attached along opposite sides of both top and bottom plates.
The surface of the plates were treated using silanization solution as described in Chapter 3.
The same hydrophobic beads and granular bed preparation method as in Chapter 3 were used
here.

To avoid the liquid leak from the boundary, the surface of the tapes were also treated
using silanization solution and the two plates were clamped tightly together. In this case, the
tapes on top and bottom had the same thickness (0.55 mm) and also functioned as spacers to
define the cell gap. The tape on the bottom plate served as the mold for spreading an even
layer of the hydrophobic grains as described in previous chapters. The tapes on the top and
the bottom plates were aligned before clamping such that b = 1.10 mm and ϕ = 0.5.

By mixing glycerol to deionized water, with concentrations of 0%, 30%, 50%, 70%, 80%,
91% and 100% by volume, we get the invasion fluid with the viscosity of 1, 3, 8.4, 35.1, 91.5,
347 and 1414 mPa·s respectively at room temperature 20◦C[147].

We injected the aqueous glycerol into the cell using a syringe pump (Harvard Scientific,
PHD Ultra). The cell was backlit, such that invaded regions appear bright and compacted
regions dark (Figure 5.2). Results were recorded using a Nikon 1 J2 digital camera at 30
frames per second.
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Fig. 5.2 (a) Schematic cross-section of the Hele-Shaw cell. Tapes with the same thickness
are attached to both bottom and top plates, producing a granular bed with ϕ = 0.5. (b) Top
view of invading fingers. The white region has been invaded with water and cleared of grains,
while the darkest region (the compaction front) has been completely filled with grains. The
packing is confined within three boundaries that are illustrated by the brown strips in the
figure.

Simulation method

For the numerical simulation, we used the same code introduced in Chapter 3, but the cell was
set to be rectangular instead of radial, with the dimension of 23.0 × 26.4 cm. The invasion
was started from one of the short edges to match the inlet position in the experiments. In the
previous cases the simulation would be stopped once the finger tips reached the boundary
of the cell, while the simulations here ran until complete invasion of the beads field. The
boundary width was 1.5 cm at each side, such that the beads concentration field is 20.0
× 23.4 cm, the same as that in the experiment. The viscosity and the injection rate were
changed correspondingly to match the experiment results.

5.2.2 Results and discussion

In this section we investigate the effect of the degree of viscous stabilization on the frictional
fingering pattern in a linear geometry. The Hele-Shaw cell is sealed along three sides with the
injection point at one end opposite the open such that the flow occurs in a straight channel.
One important characteristic of a channel cell is that the width available for flow remains
constant. The compactness of the pattern is thus clearer to ascertain compared to in a radial
cell where the pattern circumference expands over time and the average growth velocity
along the perimeter therefore slows down as the pattern becomes bigger.

Figures 5.3 a and b show the experimental and simulation results for the channel, where
we control the pattern formation by changing the the viscosity of the invading fluid, keeping
the injection rate the same (Q = 10 ml/min). Note that in the previous sections Dvisc was
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Fig. 5.3 (a) Experiment and (b) simulation results at different viscosity ratio but all at injection
rate 10 mL/min. Each rectangle has the dimension 20.0 × 23.4 cm. Simulation frames are
chosen such that the injection time and volume matches the corresponding experimental
frames. All panels: ϕ = 0.5, b = 1.10 mm.

controlled by varying the injection rate. In this section, ηinv is varied, which means both M
and Dvisc varies. We have defined M and Dvisc such that the degree of viscous stabilization
increases for larger negative values of M or larger values of Dvisc. Figure 5.3 presents the
results on a Dvisc axis with the leftmost panel (−M = 1.7, Dvisc = 0.02) being injection of
pure water into dry hydrophobic grains, and the rightmost panel (−M = 4.9, Dvisc = 30.3)
injection of pure glycerol. The intermediate values are achieved by mixing water and glycerol
in different ratios.

The results show a clear transition from an unstable advancing front where the capillary-
frictional instability dominates, to a stable advancing front as viscous stabilization increas-
ingly plays a role in shaping the pattern. For water injection, there is just one finger advancing
at a time. Increasing η to make the viscosity difference between the invading fluid and the
defending fluid larger, we observe more fingers advancing simultaneously and the growth
becomes more directional, parallel to the flow along the channel. The response to increased
viscosity in the invading phase is thus similar to the effect of increased injection rate which
is unsurprising since both lead to increased Dvisc.

The two most noticeable changes to the pattern as a function of Dvisc is that the displace-
ment front becomes increasingly stabilized into a level front, and that the pattern behind the
front becomes more compact and space-filling. Similar to Chapter 4, the critical viscous
deformability for the transition from multiple fingers to level front, D∗∗

visc, can be calculated
by Eq. 5.1. However, the calculation of N∗∗ is different from the previous. When the critical
distance ∆rb becomes smaller than the finger width 2R, branching will be suppressed not
only by the presence of neighboring fingers but also the boundary to the linear cell with a
width Scell. The number of growing fingers is then N∗∗ = Scell(1−ϕ)/R.
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Fig. 5.4 Pattern characteristics: (a) definitions of front length Sfront (red curve) and displaced
area Adis (invaded area plus compaction front, blue region), with Smax the reach of the most
advanced finger and Scell the cell width. Then, (b) pattern compactness c = Adis/(SmaxScell),
(c) front stability number slinear = Sfront/Scell, and (d) finger width 2R as functions of Dvisc.
Black dashed line in (d): Theoretical prediction for 2R in frictional regime (Eq. 3.11). The
error bars of the in the panels are obtained from three repeat experiments/simulations with
the same parameters. All panels: ϕ = 0.5, b = 1.10 mm.

Using the general expression for R(ϕ) (Equation (3.11)), becomes

D∗∗
visc =

∆PbbScellσ0ϕ

24Gdγ
≈ 22, (5.1)

where we have used ϕ = 0.5 and Scell = 20 cm to compare directly to the experiments and
simulations in the phase diagrams of Figure 5.3 a and b, D∗∗

visc agrees well with the visual
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Fig. 5.5 Time sequence of fluid invasion in (a) Experiment and (b) simulation at Dvisc = 30.3.
Each rectangle has the dimension 17.0 × 20.3 cm. Simulation frames are chose after the
same injection time and fluid injection volume with the experiment.

characteristics of the patterns, transitioning from multiple fingers to a level marching pattern,
although the transition is clearly a gradual one.

In the opposite limit of small Dvisc, a single finger will grow without spawning a new
finger while the breakout length ∆rb exceeds max length Smax of the flow cell. Taking
the transition from a single finger to multiple fingers to occur at the value D∗

visc at which
∆rb = Smax, the same substitution that gave D∗∗

visc now yields

D∗
visc =

b2∆Pb

12Gdrcell
≈ 0.02, (5.2)

where Smax = 23.4 cm, N = 1, and other parameters are as in Equation (5.1). Note the
dependence on system size: for a viscous invading fluid, branching will always occur if the
system is large enough. Note also that the fingers in the experiments (and simulations) do
not grow in a straight path toward the edge of the cell, but take tortuous paths dictated by
local variations in packing density and the filling fraction. As a result, one should expect to
see sprouting of a second finger at or slightly below D∗

visc as estimated above.
To quantify the characteristics of these patterns, we define ’pattern compactness’ as

c = Adis/SmaxScell where Adis is the area covered by the finger structure including compaction
front, and Smax is linear extent of the most advanced finger. Figure 5.4b shows how c
increases with Dvisc from an extreme low for a single finger to a value approaching unity for
the fully stabilised case when all fingers march on a level front, leaving no gaps behind.
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We define a ‘front instability number’ of linear cell slinear = Sfront/Scell, where Sfront is
the outer perimeter of the connected advancing front (red line in Figure 5.4a) and Scell is
the width of the linear cell. As shown in Figure 5.4c, slinear approaches 1 for extreme level
of viscous stabilization and decreases beyond D∗

visc as fingers increasingly meet to form a
common front, plateauing at D∗∗

visc (Figure 5.4c).
The finger width 2R (Fig. 5.4d) is independent of Dvisc for individual fingers, but starts to

gradually decrease with Dvisc as the self-confinement increases due to an increasing number
of neighbouring fingers competing for space. There is a gradual transition from multiple
individual fingers to side-by-side level marching as viscous stabilisation becomes stronger
and stronger as seen by 2R starting to decrease before the system reaches D∗∗

visc.

5.3 Effects of plate spacing on pattern formation

5.3.1 Methodology

Effects of plate spacing on pattern formation are studied in this section. The experimental
method is the same as introduced in Section 4.2. We here changed the plate spacing b by
changing the thickness of the tapes attached on the plate surface. Deionized water was
injected to the packing at Q = 1 mL/min. The experiment was limited by the packing
preparation technique, b was only able to be changed to 0.67, 0.91 and 1.10 mm. However,
based on the studies in Chapter 3 and Section 4.2, we can reasonably trust the simulation
results and do more parameter study with the numerical method described in Chapter 3. We
kept the filling fraction ϕ constant and equal to 0.5 in every simulation. The plate spacing
b was varied between 0.3 and 1.5 mm in different simulations. The cell dimension was set
to be x× y = 20 × 30 cm. In this initial study we focus on the frictional regime, and the
injection rate was set as 1 mL/min to limit viscous effects.

Furthermore, we studied the effect of gradient of b on pattern formation. In the same
simulation, while ϕ kept constant, the plate spacing of the cell was set to be changed in a
gradient of either increasing or decreasing gap height from the inlet towards the opposite
edge of the cell. (as illustrated in Figure 5.6 a). The plate spacing b in the simulation was
replaced by the equation:

b =
db
dy

y+bstart (5.3)

where db/dy is the gap gradient along y direction, bstart the spacing of on the start line, y is
y-coordinate of the current position with the plate spacing b.
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Fig. 5.6 (a) Schematic of the gap gradient simulation. Plates gap b and height h of the beads
packing changed simultaneously keeping the filling fraction ϕ constant in all the regions of
the cell. Note that "plates gap" and "beads packing" here are only for demonstration, the
beads concentration field in the simulation is actually represented by an array of values. (b)
Schematic of the tilted cell simulation. The cell is tilted in an angle α , and b and h are kept
constant. (c) Simulation result of an invading finger in a simulation with gap b increasing
from left to right. The white region has been invaded while the black region around the finger
is the compaction front. In all panels, z axis is along the height of the cell, y axis is along the
length of the cell, and x axis is along the width of the cell.

In addition to studying the effect of a gap gradient, we also study the effect of a gradient
in the elavation (keeping the gap spacing constant) to investigate the role of gravitational
stabilisation. We define a tilt angle α as shown in Figure 5.6 b. In the same simulation, while
other parameters kept constant, α was changed to be either larger than 0 (inlet was the lower
point of the cell) or smaller than 0 (inlet was the higher point of the cell.). The value of α

ranged from -6◦ to 6◦. In all the cases here, the invading fluid (water) has a higher viscosity
than the defending fluid (air). The patterns at different α are compared and the principles
behind are discussed.

5.3.2 Restults and discussion

Finger width as a function of plate spacing

Figure 5.7 shows the experimental results at different plate spacing b (no gradient), and
Figure 5.8 shows a series of simulation results at different b ranging from 0.3 to 1.5 mm. As
b increases, we observe a widening of the finger.
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Fig. 5.7 Experiment results at different spacing b (a) 0.67 mm, (b) 0.91 mm, (c) 1.10 mm.
All panels: ϕ = 0.5, and the dimension is 24.5×20 cm.

Fig. 5.8 Simulation results at different spacing b (a) 0.5 mm, (b) 0.7 mm, (c) 0.9 mm, (d)
1.1mm, (e) 1.3 mm and (f) 1.5 mm. All panels: ϕ = 0.5, and the dimension is 20×30 cm
(including the black frames). The black frames are the boundaries of the cell, finger will turn
back if it hits to the boundary.

We have previously found that filling fraction ϕ determines the finger width: finger width
2R increases with the decrease of ϕ . This is because the frictional stress σ becomes smaller
when decreasing ϕ , as expressed in the approximate linear expression of σ introduced in
Chapter 3 (Eq. 3.7):
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σ = σ0
R
b

ϕ

1−ϕ
(5.4)

Here we keep the filling fraction constant and run the simulation at low Dvisc, only
two forces are significant: surface tension and friction. According to the expression of R
introduced in Chapter 3, one may find that R is also determined by plate spacing b, or, more
specifically, R is predicted by the model to increase with the square root of b:

R =

[
γ(1−ϕ)

σ0ϕ

] 1
2

b
1
2 (5.5)

We plot the finger width 2R as a function of spacing b in Figure 5.9 for experiments, theory
and simulations. There is a strong match between the simulation data and the theoretical
curve, and a reasonable match to the limited experimental results..

Fig. 5.9 Finger width 2R as a function of spacing b. The error bars of the experimental data
show the standard deviation of three measured finger width from three different stages, and
the error bars of the simulation data show the standard deviation of three measured finger
width from three simulation results. ϕ = 0.5.

Transition in finger alignment controlled by gap gradient

In this section, the effect of gap height gradient on pattern formation is studied using the
calibrated numeric model. We set the spacing of the cell distributed in a gradient from the
inlet towards the opposite edge according to Equation 5.3. We here use db/dy to represent a
positive gradient (b increases along the cell from the inlet onwards), use -db/dy to represent
a negative gradient (b decreases along the cell from the inlet onwards).

A large b difference 0.12 mm (0.15 mm and 0.03 mm at two ends respectively) is used
to produce distinct results. As shown in Figure 5.10, two clearly different finger growing
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patterns are formed in the initial stages when we invert the gap gradient db/dy. When db/dy
= -0.004, i.e., b decreases along +y direction, the finger is more likely to grow laterally, the
beads concentration field is invaded or filled gradually from the inlet onward to the opposite
end of the cell. When db/dy = 0.004, i.e., b increases along +y direction, finger tends to
grow along +y direction or vertically in the images, the beads concentration field is initially
invaded by a continuously advancing finger. After the finger reaches the opposite end of the
cell, the finger start to grow in a manner similar to when db/dy = -0.004 but downward.

Fig. 5.10 Time evolution of finger growth when gap gradient db/dy equal to (a) - 0.004
and (b) 0.004. All panels: ϕ = 0.5, and the dimension is 24.5×20 cm (including the black
frames). The black frames are the boundaries of the cell, finger will turn back if it hits to the
boundary.

Figure 5.11 a shows the patterns formed at different (-db/dy). The finger grows in a
random way towards the opposite end of the cell when there is no gap gradient, i.e., db/dy
= 0. Once (-db/dy) > 0, the finger prefers to stay in high b region and tends to grow
laterally. This trend becomes more obvious when we increase (-db/dy). To better illustrate
this trend, we use the pattern compactness as described in the last section and Figure 5.4,
c = Adis/(SmaxScell). Figure 5.11 b shows that the compactness c of the pattern increases
with (-db/dy), illustrating that the ways of the finger growth tend to change from random
loose to compact and the invaded fingers tend to align and occupy more regions of the
packing (i.e., compactness number c approaches 1) at higher (-db/dy). The front instability
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number slinear = Sfront/Scell is also calculated here, where Sfront is the length of the connected
advancing front (red line in Figure 5.4 a) and Scell is the cell width. Figure 5.4 c shows that s
decreases with (-db/dy) and approaches 1 at higher (-db/dy).

Fig. 5.11 (a) Patterns formed at different -db/dy. (b) Compactness c = Adis/Areach and
(c) Instability ratio s = Sfront/Scell as a function of -db/dy. All panels: ϕ = 0.5, and the
dimension is 20×30 cm (including the black frames). The black frames are the boundaries
of the cell, finger will turn back if it hits to the boundary.

For the patterns formed at positive db/dy in Figure 5.12 a, the growth of the finger tends
to be more directional — towards the opposite end of the cell. We define a directionality
number d f = Lfinger/Lcell, where Lfinger is the length of the finger, Lcell is the length of the cell
along y direction in Figure 5.6. Figure 5.12 b shows how d f increases with db/dy.

The principles behind can be explained by Equation 3.9 and Equation 5.5. The increase
of b will decrease the friction stress and increase the finger width thereby decreasing the
capillary pressure, causing a smaller threshold pressure Pt . This means the finger will grow
preferentially in high-b region. When db/dy < 0, the region close to the inlet has higher
b, the finger is more likely to grow in this region until it is occupied, such that horizontal
alignment is observed. When db/dy > 0, the region far from the inlet has higher b, the finger
is more likely to grow towards the high-b region, and this trend becomes more obvious at
high db/dy.

Growth of frictional fingers are therefore unstable in the direction of an increasing gap,
resulting in preferential growth in the direction of the steepest gradient db/dy. In a confined
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Fig. 5.12 (a) Patterns formed at different db/dy. (b) Directionality of the finger d f =
Lfinger/Lcell as a function of db/dy. All panels: ϕ = 0.5, and the dimension is 20×30 cm
(including the black frames). The black frames are the boundaries of the cell, finger will turn
back if it hits to the boundary.

system where the fingers are already at the high b point, forced growth into a decreasing gap
region will result in a stabilisation of the front and a more compact pattern. For a system
with fixed boundaries like we study here, a system that starts off unstable with the inlet at
the narrow gap end, the pattern will revert to the stabilised compact growth once the initially
unstable finger reaches the high gap end.

5.4 Effects of tilt angle on pattern formation

Gravitational stabilization of frictional fingers in a tilted cell was studied by Eriksen et al.
who found that in a horizontally placed cell, finger growth was random and nondirectional,
the cell space was partially displaced by the air and other places remained undisturbed.
While in a tilted cell, the air invaded the whole space of the cell in a compact pattern of
aligned fingers (shown in Figure 1.6). Here we complement these findings by comparing
gravitational stabilisation to a case where the invading fluid has a higher viscosity in contrast
to their study. Only numerical simulation results are discussed briefly here, experiments are
left for future work.
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The cell was set to be tilted in a certain angle as shown in Figure 5.6 b. We here use α to
represent the positive tilt angle (inlet is the lower point of the cell), use -α to represent the
negative tilt angle (inlet is the higher point of the cell).

Figure 5.13 shows two distinct patterns at α = 4◦ and -4◦. At α = 4◦, the finger is
more likely to grow laterally, the beads concentration field is invaded gradually from the
inlet onward to the opposite end of the cell. The denser invading fluid naturally grows in a
stabilised manner from the lower towards the higher elevation in the cell. At α = -4◦, the
finger tends to grow along +y direction or vertically in the images, the beads concentration
field is initially invaded by a continuously advancing finger. Here, the denser invading fluid is
unstable when elevated above a less dense defending fluid containing the grains, and density
driven unstable flow occurs. After the finger reaches the opposite end of the cell, the finger
start to grow in a manner similar to when α = 4◦ but downward.

Figure 5.14 a shows the patterns formed at different α , the finger grows in a more
random way at low α and tends to grow horizontally at high α . Figure 5.14 b shows that
the compactness c of the pattern increases with α , illustrating that the ways of the finger
growth tend to change from random loose to compact and the invaded fingers tend to align
and occupy more regions of the packing (i.e., compactness number c approaches 1) at higher
α . The instability ratio s is also calculated here, Figure 5.4 c shows that s decreases with α

and approaches 1 at higher α . The results demonstrates the stabilizing mechanism of gravity
in a tilted system, where the denser invading fluid preferentially occupies the lower elevation
parts of the cell, and where the degree of stabilization increases with increasing tilt angle.

Figure 5.15 a shows the finger consisting of the denser invading fluid invading from
the high elevation end of the cell, and the growth is therefore gravitationally unstable, the
finger tending to sink towards the lower elevation edge of the cell. Figure 5.15 b shows
directionality number d f increases with the increase of (-α) and tends to approach 1 at high
(-α).

The patterns formed at α > 0 is very similar to when db/dy < 0, and the patterns formed
at α < 0 is very similar to when db/dy > 0, but the principles behind are different. In the
situation when the cell is horizontally placed, the threshold pressure Pt that enables the
finger to grow is the sum of the frictional stress σ and the capillary pressure as described in
Equation 3.9. However, at α ̸= 0, hydrostatic pressure difference of the invading fluid caused
by the gravity starts to affect the pattern formation, this pressure difference is written as
ρgysinα , where y is the coordinate along y-axis as shown in Figure 5.6, ysinα is the height
difference across y, ρ is the density of the invading liquid, g is the gravitational acceleration.

At α > 0, the component along the cell of the gravitational force of the invading liquid
points to the inlet side, adding an extra resistant force for finger growth. At α < 0, the
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Fig. 5.13 Time evolution of finger growth when tilt angle α equals to (a) 4◦ and (b) -4◦. All
panels: ϕ = 0.5, and the dimension is 20×30 cm (including the black frames). The black
frames are the boundaries of the cell, finger will turn back if it hits to the boundary.

Fig. 5.14 (a) Patterns formed at different α . (b) Compactness c and (c) Instability ration s as
a function of α . The black frames are the boundaries of the cell, finger will turn back if it
hits to the boundary.

component along the cell of the gravitational force of the invading liquid points to the
opposite side of the inlet, providing a force for finger growth. Omit the effect of gravitational
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Fig. 5.15 Patterns formed at different tilt angle -α . (b) Directionality of the finger d f as a
function of -α . All panels: ϕ = 0.5, and the dimension is 20×30 cm (including the black
frames). The black frames are the boundaries of the cell, finger will turn back if it hits to the
boundary.

force of the beads, pressure on the finger tip needed for finger growth, P
′
t , now may be

written:

P
′
t = Pt +ρgysinα = σ0

R
b

ϕ

1−ϕ
+

γ

R
+ρgysinα (5.6)

According to the equation above, at α > 0, the finger is more likely to grow along the
lower region in the cell to minimize the pressure needed to move the front forward. This
preference can be disturbed by local particle arrangement (noise in the simulation) which
results in imperfect horizontal alignment of the finger body. At higher α because higher α

causes a larger P
′
t difference at different y, hence this disturbance becomes less significant

compared to P
′
t difference and the horizontal alignment becomes more obvious. At α < 0, to

minimize the work in the system, the finger choose the easiest way to advance — head over
to the lower region in the cell. This trend becomes more obvious at higher (-α) also because
of the increase of P

′
t difference at different y. Note that the finger width 2R in the tilted cell is

the same as that in a horizontally placed cell in the simulations.
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5.5 Conclusion

We have experimentally and numerically studied the stabilising effect of three separate
mechanisms: viscous pressure gradients, gap gradients, and elevation gradients in gravity.
A linear Hele-Shaw cell with three boundaries is used. By increasing the viscosity of the
invading fluid, a transition from unstable invasion front to stable front is achieved similar to
the results for the radial cell in the previous chapters. The increase of the viscosity η causes
a larger Dvisc and the number of instantaneously growing fingers increases to the point where
the entire cell width is occupied, and the fingers grow on a level front. Once the available
width is occupied, a further increase in Dvisc causes an increase in the number of fingers by
squeezing the finger width as seen by the decreasing 2R as function of Dvisc (Fig. 5.4 d).

The effect of the plate spacing b on the finger width is verified by the experiment and
the simulation, i.e., the finger width increases as b increases as described in Equation 5.5.
The effect of the gap gradient db/dy on finger alignment is studied. At db/dy < 0, the fluid
invades from a wider spacing to a narrower spacing, the finger tends to grow sideways and
preferentially occupy the large gap region. The pattern is stabilised and made more compact
by the increased frictional resistance associated with a narrowing gap. A finger that grows
from a narrow gap towards a larger gap will experience a lower frictional resistance in the
direction of growth and hence grow preferentially along the increasing gap gradient towards
the edge with the highest gap spacing.

The effect of the tilt angle α has also been studied with numerical simulations. The
patterns formed at α > 0 is very similar to when db/dy < 0, and the patterns formed at α < 0
is very similar to when db/dy > 0, but the principles behind are different. The gap gradient
db/dy changes the friction at different regions in the cell while the tilted cell adds an extra
gravitational force to the system, both mechanisms contributing to the stress the finger needs
to overcome to grow. In this study, the invading fluid has the higher density (mirroring
the experiments with injection of water/glycerol into dry hydrophobic layers), and with the
injection at the base of the cell, the invasion is stabilised in a similar manner to that discussed
by Eriksen et al. [26], while the injection of dense fluid from the top cause a gravitationally
unstable sinking of the invading finger, it’s path made more tortuous by the frictional noise it
experiences along the way.





Chapter 6

From capillary fracturing to blasting in
wet granular packing

6.1 Introduction

Air invasion into very dense packings of grains, still deformable, but not possible to bulldoze
long distances to create fingers, is referred as to capillary fracturing [36]. Capillary fracturing
is formed when the capillary forces overcome the frictional strength of the material. Chevalier
et al. increased the volume fraction φ of the granular packing to 0.55 and observed capillary
fracturing [31]. Holtzman et al. described a transition from fingering to capillary fracturing
by changing the confining force exerted on the glass beads [36].

We here develop an experimental system to investigate capillary fracturing by air injection
at much higher pressures than in previous studies [32–35, 27, 28]. The fracturing patterns
are sensitive to changes in injection pressure and packing fraction of the granular bed. We
also discuss effects of air pressure and plate spacing on the pattern formation. The studies in
this chapter are within (+W, +M ) quadrant as shown in Figure 5.1.

6.2 Methodology

A new Hele-Shaw setup and filling method was developed for this study. Because granular
materials are prone to sedimentation, erosion, segragation and pattern formation, it can be
challenging to achieve the uniform initial filling of the cell which is required for controlled
experiments. Here we use a new strategy of injecting water through a grain-filled hopper such
that the fluid-driven grain-flow eventually fills the cell. A semi-permeable outer boundary
allows fluid to exit while containing the grains in the cell. The boundary is made of a strip of
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Fig. 6.1 Quadrantal diagram of viscosity ratio M and wettability W =−cosθ to show the
study focus of Chapter 6

foam glued to the bottom plate in a circle with inner diameter 27.5 cm, centered on the inlet.
Spacers with the thickness of 0.60, 0.75 and 0.90 mm at different experiments were put on
the corners of the bottom plate. The two plates were then clamped together.

For the filling process, a large syringe (Labelled A in Fig. 6.2 a) is mounted directly
above the inlet of the cell, connected by a short piece of tubing. This syringe is filled with
water and a bed of sedimented grains, and acts as a silo/hopper for the filling. Grains are
settled in syringe A and finally reach the steady state. To maintain this steady state before
packing preparation, we fixed syringe A vertically to the cell and through a hole in the top
of syringe A, water is injected from another syringe B mounted on a syringe pump. The
water flow, assisted by gravity, forces into the cell a dense mixture of water/grains, which
spreads out in a circular shape until the grains come in contact with the foam boundary. Now
a gradual compaction process follows, where the grain bed in the cell compactifies with
continued injection. A certain control of the spatial uniformity and final filling fraction can
be achieved by varying the imposed flow rate and the length of time the flow is maintained to
compactify the packing, however the method has limitations in terms of the range of filling
fractions that can be achieved, and problems with non-uniformity can still persist. After many
trial-and-error studies, a flow rate of 10 ml/min was chosen to produce the most uniform
beds, with the time (total injected volume) varied to produce different filling fractions within
a limited range. The grains were glass beads sieved to a diameter range of 75 - 100 um.

After the filling procedure was completed, the silo syringe was removed, and the inlet
was then connected up to a container with pressurised air. The container had been pressurised
using an inflator (a bicycle pump). Air pressures used in this study ranged from 0.07 to 3 bar.
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The experiments commenced by rapid opening of a valve to let the pressurised air enter the
cell at the central inlet.

The volume of the container was approximately 1 L which is large compared to the
internal volume of the cell (≈ 50 cm3 at the largest gap size), with the volume displaced
during the course of an experiment smaller still. We therefore make the assumption that the
pressure decrease because of air expansion has negligible effect during an experiment. That
is not to say that the pressure is everywhere equal to the reservoir pressure: there can be a
significant pressure drop associated with the air flow through the very narrow fractures.

Initial experiments with different filling fractions reported in the next section were
conducted using a syringe pump instead of the pressure reservoir. This allowed the fracturing
process to be characterised at low pressure and constant injection rate similar to previous
studies [27, 28], before moving on to experiments investigating higher pressures.

The cell was backlit using a white LED board. The experiment process was filmed using a
high-speed camera (Photron Fastcam 1024-PCI). The camera had a resolution of 1024×1024
and a highest frame rate of 1000 fps. The longest experiment lasted for 2 min and the shortest
experiment lasted for 0.06 s.

Fig. 6.2 Illustration of the setup for fracturing experiments. (a) Preparation of granular
packing. Water in syringe B was pushed into syringe A thereby pushing mixture of water
and beads in syringe A into the cell. (b) Top view of the experimental setup. The inner radius
of the granular packing confined by the semi-permeable boundary rcell = 13.75 cm.
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6.3 Results and discussion

6.3.1 Effect of granular bed volume fraction

The filling process of the grain-water mixture affects the volume fraction and hence the
patterns formed. In practice, after the injection of a total volume of 44 mL, the mixture of
the grains and the liquid was able to fill the whole region inside the boundary, and a volume
fraction φ ≈ 0.53 of the packing was achieved. If 48 or 52 mL water was injected, a volume
fraction φ ≈ 0.55 or ≈ 0.58 of the packing was achieved.

Allowing the pumping to continue even after the mixture had reached the edge cause a
gradual compaction of the granular bed, with excess water exiting through the foam boundary.
An injection volume of 48 mL produced a filling fraction phi = 0.55 ± 0.01, and an injection
volume of 52 mL produced phi = 0.58 ± 0.01. φ was obtained after the experiment. The
mixture was collected and dried, the actual volume of the grains Vgrain was calculated by
measured mass over the density of the material. The total volume of the mixture Vtotal =
Acellb, where Acell is the area inside the boundary, b is the gap between the plates. Later φ

was calculated by Vgrain/Vtotal.
Figure 6.3 shows the patterns formed after slow air injection at 0.01 mL/min into the

granular packings of different φ , demonstrating that a small change on φ can cause a very
different pattern. At φ = 0.53, the fractures appear as white channels, this means the fractures
are fully opened to enable the light from the panel above the cell to pass through to the camera
placed beneath the cell. At φ = 0.55, the fractures appear darker than the surrounding granular
packing, the fractures are not fully opened and direct light is not able to pass unhindered
through.

The experiment at the highest φ tested here, φ = 0.58 (Fig. 6.3 c), produced a very differ-
ent pattern. The invasion started with partially opened, narrow fractures (dark appearance),
similar to in Fig. 6.3 b. The fractures were followed by a secondary process visible as a
darkening of the material inbetween fractures. This is caused by air invading the pore space
between the grains, displacing the defending fluid (water).

In Holtzman et al. [36], the authors achieved a transition from capillary fracturing to
pore invasion by applying force on the water-grain packing. This transition is explained by
the competition between the force provided by the invading air meniscus and the mechanical
forces of the packing itself. If the frictional forces exceeds the force provided by the air
meniscus, then the capillary forces are not able to move the grains, and pore invasion occurs
once the pore invasion threshold has been passed. In the opposite case, when the frictional
strength is lower than the capillary pressure, then the meniscus can deform the packing and
open up fractures.
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The experiments with different φ presented here all produce fractures, meaning that
the initial material is packed loose enough that the invading air/water meniscus is able to
overcome friction and deform the packing. Higher φ constrains the amount of deformation,
producing narrower fractures. At the highest φ , the fracturing process has compacted all
the material close to the inlet producing a higher frictional strength which exceeds the pore
invasion pressure. Now it is easier to invade the pore space compared to deforming the
hardened packing. In the experiment here, φ is directly varied by the filling process and the
similar results are achieved. In the study below, we will use φ = 0.55 to study the fracturing
in different circumstances.

6.3.2 Effect of air pressure

Figure 6.4 and Figure 6.11 b show the patterns formed after air invasion at air pressure
Pair 0.07 to 3 bar. We observe three different invasion dynamics among these experiments:
partially-opened fracturing, fully-opened fracturing, and fractures that keep widening. At Pair

= 0.07 bar, the fractures are darker than the surrounding granular packing, the fractures are
not fully opened and the back-lighting is not able to penetrate the fractures. Fully opened
fractures (white channel in the image) start to appear at Pair = 0.1 bar as shown in Figure 6.11
b.

At Pair ≥ 0.2 bar, fully-opened fracturing dominates the invading process. In the mean
time, we observe a gradual widening of the existing fractures with the invasion of air. This
phenomenon becomes even more clear as we increase the initial air pressure. At Pair = 3
bar, fractures initially propagate in a sweeping manner and followed by a "blast" forming an
empty region close to the inlet.

To quantify the fracturing here, we define several characteristic parameters after the first
branch of the fractures reaches the boundary: normalized radius rn = rfull/rcell where rfull is
the radius of fully-opened fracturing region and rcell the inner radius of the boundary (shown
is Figure 6.5), invaded area Ainv, all area within the boundary Acell, fracture density Ainv/Acell.
We measure rn and Ainv, and plot rn and Ainv/Acell as a function of air pressure as shown in
Figure 6.5.

In Figure 6.5 b, rn increases with the increase of the air pressure Pair when Pair ≤ 0.2 bar.
Above 0.2 bar, rn will keep at the same level. The fracture density Ainv/Acell increases with
the increase of Pair, which means that the air tends to invade more completely at a higher
pressure.

To characterise the gradual widening of fractures close to the inlet, we monitor the
changes of grey level ∆gv of a selected region of interest (ROI) with time. The starting
frame is chosen when the fractures within this region haven’t become fully-opened. The
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Fig. 6.3 Patterns formed after air invading the grain-liquid packing with different volume
fraction φ (a) 0.53, (b) 0.55 and (c-d) 0.58. (c) is the early stage of the experimental results
at φ = 0.5 showing the fractures before the pore invasion, and (d) shows the final pattern of
the fracturing followed by pore invasion. In all panels, the diameter inside the boundary is
27.5 cm, injection rate is 0.01 mL/min.

grey level indicates the brightness of the image. We use a white LED board as back-light
in the experiment, which results in the empty area in the packing appearing white in the
image. Corresponding to the grey level of the monitored region, higher grey level means
more fully-opened fractures.

As seen in Figure 6.5 c, ∆gv shows a clear different trend at different Pair. The grey
level remains more or less the same when Pair ≤ 0.1 bar and ∆gv remains approximately 0
throughout the experiment. This means there is no widening happening in already formed
fractures.
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Fig. 6.4 Patterns formed at different stages tn after air invading to granular packing at air
pressure Pair 0.07 bar, 0.3 bar, 1 bar and 3 bar. tn = t/tall is a nornalized time where t is the
real time over the period of pattern formation and tall is the whole time of pattern formation
within the experiment system.

At Pair 0.3 and 0.4 bar, the grey level shows a clear increase with time, which means
some of the fractures within the monitored region are widened and become fully opened with
time. At Pair 0.5 and 1 bar, the grey level in the ROI decreases with time. However, one can
actually observe a widening of the fracture with time by eyes in Figure 6.4 e and f. This may
be because there are more fractures branched in the center region with time. New fractures
can cause a decrease of the grey level and if this decrease contributes more to the changes of
grey level than the widening of the fracture, the overall grey level will decrease with time.

At the highest pressures studied here, we observe a clear darker ring (compaction zone)
forming behind the fracture front (green ring in Figure 6.8). This is caused by a displacement
of the material by the high pressure air after the initial fracturing. At Pair below 3 bar there
are sometimes small-scale secondary displacements but not to a significant extent, and it
has little effect on the patterns formed. At Pair 3 bar, this subsequent displacement becomes
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Fig. 6.5 (a) Illustration of radius of fully-opened fracturing region rfull and radius of the gran-
ular packing rcell. (b) Relationship between normalized radius rn = rfull/rcell, and air pressure
Pair in with-boundary experiments. X-axis is in log scale for better visualization. Grey level
changes ∆gv at different stages tn and different Pair of the with-boundary experiments (c) and
the open-boundary experiments (d). (e) Relationship between fracture density Ainv/Acell and
air pressure.

significant and causes the formation of a cavitation zone. The highly-compressed air blows
the mixture of granular beads and water away from the center after the initial fracturing,
caving the center area by the following air. The grey level decreases first and then increases
dramatically.

Campbell et al. [28] studied the gas-driven fracturing at different injection rates Q and
used the fracture density D to illustrate the patterns formed. They found a self-avoiding
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Fig. 6.6 (a) Close-up images of air invasion at different time stages I–IV. (b) Processes i–vi
of the elimination of the existing fracture. Pair = 1 bar in all the panels.

nature of the fracture network at low Q before the granular packing was fluidized. This
self-avoiding phenomenon was caused by the resistance from the compaction front of the
existing fracture. The width of the compaction front here was determined by the property of
the packing itself, thereby almost the same fracture density was observed at different Q that
could not fluidize the packing. After Q larger than the critical fluidization injection rate, the
granular packing is fluidized and this resistance becomes smaller, causing an increase of D
with Q. However, even at the maximum injection rate (Q = 100 mL/min), the fracture patterns
remained static once formed, and there was no reorganisation or subsequent deformation of
the fractured zone.

In the current study, we start the experiment at an air pressure 0.07 bar which is close
to the peak pressure at Q = 100 mL/min and similar experimental results are observed.
At Pair > 0.1 bar, we observe a new phenomenon — the elimination of existing fractures
with air invasion. Figure 6.6 a shows the close-up images of fracture growth. Initially the
“competition” between the fractures are small because there is enough space for them to
grow. Later, new fractures nucleate behind, causing deformation of the already fractured
material and the elimination of the existing fractures. Figure 6.6 b shows how a fracture ( f2)
is eliminated by another ( f1). f1 moves towards f2 pushing forward the grain/liquid between
them, fracture body of f2 is gradually squeezed and finally closes up.
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Fig. 6.7 Air invasion patterns at different plate spacing b and air pressure Pair.

6.3.3 Effect of plate spacing

We have also studied the effect of plate spacing b on pattern formation. Figure 6.7 shows the
patterns formed by air invasion at different b and air pressure Pair. In Chapter 5, the effect
of plate spacing on frictional fingers were studied, and it was found that larger b produced
wider fingers because of the relative decrease in friction. Although the granular packing has
been fluidized in all the experiments here and a fixed compaction front with certain width
does not exist, differences in patterns formed at different b are clear to observe.

In Figure 6.7, At Pair = 0.07 bar, the fractures are shown as partially opened in b = 0.60
mm, and the fully-opened fractures start to occur in the center area in b = 0.75 mm. At Pair =
1 bar, fully-opened fractures occur in the central region in all the cases here. We also observe
a clear decrease of rn at larger b as shown in Figure 6.9 a.

At Pair = 3 bar, the area of cavitation zone (white region in the pictures) in the packing
center shows a clear decrease with the increase of b. The secondary displacement of granular
materials by the air becomes significant on patterns formed only at Pair = 3 bar, we subtract
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Fig. 6.8 Time evolution of air invasion patterns at different plate spacing b at Pair = 3 bar.

the pictures of invasion patterns at four stages before air breaks through the boundary and
get the evolution of the compaction zones (green ring in Figure 6.8) caused by the secondary
displacements. To quantify the scale of the secondary displacement, we define another
normalized radius for the compaction zone rnc = rcomp/rcell where rcomp is the maximum
radius of the compaction zone.The normalized radius rnc increases with time at most of the
cases. At higher b, the secondary displacement seems to occur earlier and the invading front
reaches the boundary earlier. The compaction zone caused by the secondary displacement
becomes smaller at higher b. One of the reason for these phenomena is the friction stress
from the granular packing becomes smaller at higher b, and air is easier to move ahead than
pushing the beads behind the invasion tips. In addition, larger b provides more spaces for the
decompression of air, the pressure of the invasion air drops faster and becomes insufficient
for large scale of secondary displacement.

6.3.4 Effect of boundary

In the study above, the experiments were performed with the granular packing confined by a
semi-permeable boundary. The following results were obtained with the boundary removed
after the filling of the grain/liquid mixture was finished. Figure 6.10 shows the time evolution
of air invasion at different air pressure. The main difference compared to the with-boundary
experiments is that the fully-opened fractures occur in all cases and become wider in the
region closer to the packing edge instead of in the center region. The partially-opened
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Fig. 6.9 (a) rn as a function of b and Pair = 1 bar. (b) Time evolution of rnc at different b.

fractures are only observed in the center region of the packing and fewer at high-pressure
experiments.

Fig. 6.10 Time evolution of air invasion into the granular packing open boundary at different
air pressure Pair.
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Fig. 6.11 Pattern comparison in (a) open- and (b) with-boundary experiments at different
air pressure. The red line in (b) distinguishes the capillary fracturing and the fracture
widening, the black line distinguishes the pneumatic caving caused by a dramatic secondary
displacement of the granular materials by the air. Figure a and b share the same axis of Pair.

With an open boundary, the grains are not held back at the perimeter of the cell, and the
invading air set up a flow that pushes material outwards, leaving more space for widening of
fractures. At Pair 0.07 bar, there are partially-opened fractures occurring in the center region,
but their branches expand in the region closer to the packing edge and become fully-opened
(Figure 6.11 a), unlike the situation in with-boundary experiments (Figure 6.11 b). The
region closer to the packing edge is easier to be fluidized than the inner region, because the
force chains between the particles resist the fluidization of the packing and this resistance
becomes much smaller in region close to the open edge. At higher pressure, the granular
packing is fludized further, thereby the fully-opened fractures are able to occur early in the
center region.

Figure 6.11 shows the patterns formed in with- and open-boundary experiments at
different Pair. Figure 6.5 c and d compare the grey level changes with time of the with-
and open-boundary experiments at different pressure. The grey level almost has no change
with time in with-out boundary experiments, which means there may be no widening of the
fractures happened, while the grey level changes a lot in most of the cases of with-boundary
experiments as has been described before. The process of the fracture widening is the process
of pushing the compaction front between the fractures further, which is much harder than
pushing the looser region ahead of the invasion front, thereby the air choose to move forward
instead of widening the fracture.
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6.4 Conclusion

We have experimentally studied capillary fracturing of a water-saturated granular packing
by pressurised air. The effects of filling fraction, pressure, bounndary conditions and plate
spacing are investigated. The capillary fracturing described in [36] is identified as partially-
opened fracturing, and is achieved at the volume fraction φ = 0.55 in the current study. At
slightly smaller φ = 0.53, fully-opened fracturing is observed, and at slightly larger φ 0.58,
capillary invasion after the fracturing is observed. We observe a clear darker ring (compaction
zone) formed by the subsequent displacement of the air at higher pressure. The patterns
formed at different pressures are different and can be divided into three phases: capillary
fracturing, fracture widening, and pneumatic caving. In the experiments with larger plate
spacing b, we observe a transition from partially-opened fracturing to fully-opened fracturing
at lower pressure, and a reduction of the caving at higher pressure. The boundary also plays
a significant role in pattern formation, more fully-opened fracturing is observed because the
granular packing becomes easier to be fluidized in this case.



Chapter 7

Frictional flow patterns in repelling,
imbibing and mixed-wet granular
material

Wettability of a solid surface, quantified by the contact angle, governs many phenomena
in both nature and industry. A water-repellent, or hydrophobic, surface such as a lotus leaf
[48] has a contact angle larger than 90◦ (measured within the water phase at the triple line),
the water therefore beads and rolls off the surface. Hydrophilic surfaces attract water and
produce contact angles smaller than 90◦. Self-cleaning textiles based on either hydrophobic
or hydrophilic approaches have been studied widely [49]. Water-repellent soil received
extensive attention because of its hazards to erosion and plant growth [50]. Fluid-fluid
displacements governed by wettability have been universally studied in the fields of CO2

storage [3–5] and oil recovery [6, 7].
Hydrophobic and hydrophilic regions generally co-exist in porous media. Ahmed et al.

identified a broad distribution of contact angles in porous media using X-ray tomography
[75]. The relationship between the wettability and surface roughness has also been investi-
gated. Amir et al. used direct numerical simulations to discover effects of the heterogeneous
wettability on fluid displacement in porous media [76]. Kamaljit et al. measured the conduc-
tance of oil in oil-wet corners of the mixed-wet porous media during brine flooding [77], in
contrast to the disconnected oil ganglia in pure water-wet systems [78]. Invasion patterns in
mixed-wet porous media different to what has observed in pure water-wet (immbibition) and
water-repellent (drainage) systems has been discovered by Scanziani et al. [79]. Using X-ray
imaging, they observed a phenomenon of interface pinning which prevented the interface
recession and snap-off during the invading process.
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In the previous chapters, we have studied the multiphase frictional flows in the viscously
stable and unstable situations yet all in the drainage regime. Here we develop a system
where water displaces a granular packing varying from heterogeneously to homogeneously
wetted and from water-wet to water-repellent. The system is controlled by the “viscous
deformability” Dvisc, “capillary deformability” Dcap and friction strength G. Three basic
invasion processes are observed: pore invasion, capillary bulldozing and erosion. These
occurs individually, simultaneously or sequentially. The studies in this chapter are within
(−W to +W, −M ) quadrants as shown in Figure 5.1.

Fig. 7.1 Quadrantal diagram of viscosity ratio M and wettability W =−cosθ to show the
study focus of Chapter 7

7.1 Methodology

Our Hele-Shaw cell comprises two 1.5 cm thick glass plates, both top and bottom plates
measuring 40×40 cm. A 6 mm diameter hole was drilled through the centre of the top plate
to provide an inlet. Water or water/glycerol was injected through this inlet to displace a
layer of dry grains. The inward facing surfaces of both plates were treated with silanization
solution to render them hydrophobic. Otherwise, if left hydrophilic, the water/glycerol would
preferentially invade along the surface of the top plate.

The plate silanization and grain preparation procedures were the same as described in
Chapter 3. Both the hydrophilic beads and hydrophobic beads with diameter 75–100 µm were
used in the current study. The pure hydrophilic beads, pure hydrophobic beads and mixtures
of the two types were prepared for the experiment. We here use Cb = Mhydrophobic/Mtotal

where Mhydrophobic is the mass of the hydrophobic beads in the mixture and Mtotal is the total
mass of the mixture, to represent the proportion of hydrophobic beads in the packing, that is
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Fig. 7.2 Schematic side view of an invading fluid interface. The water meniscus bulldozes
the grains, forming a compaction front of thickness L. The filling level ϕ is defined as the
ratio of initial granular layer thickness h to cell gap thickness b. (b) Photographic top view
of the invading channel. The white region has been invaded with water, while the black
region (the compaction front) has been completely filled with grains. The ripples behind the
air-water interface are the compaction front penetrated by water.

to say Cb = 0 represents pure hydrophilic beads, Cb = 1 represents pure hydrophobic beads,
and the values between 0 and 1 represents the mixture. Note that Cb = 0 and Cb = 1 both
represent uniformly wetting beads (all hydrophilic or all hydrophobic respectively), while
the in-between experiments have mixed-wet grains with both hydrophilic and hydrophibic
grains mixed together. An alternative way to manipulate the wetting condition would have
been to chemically treat batches of grains to alter the contact angle. Whether the overall
wetting behavior is changed by the mixed-wet ratio (like in this study) or by a uniform
change in contact angle, we expect to see a general transition from imbibition-type behaviour
to drainage-type behaviour, although the details of the invasion dynamics might differ in
important aspects.

The prepared beads were spread out on the bottom plate. In order to achieve a layer of
uniform thickness, two strips of adhesive tape were placed along opposite sides of the bottom
plate, and a straight-edged tool resting on both tape strips was used to scrape the granular
material along the plate. The top plate was then put in place, separated from the bottom plate
with 0.09 mm spacers, which were slightly higher than the strips of tape so as to produce a
granular bed with filling level ϕ < 1. The cell was clamped together firmly after assembly to
prevent the top plate from lifting. All four edges of the cell were left open to the atmosphere.

We injected water/glycerol mixture into the cell using a syringe pump (Harvard Scientific,
PHD Ultra), maintaining a constant rate for each experiment, with flow rates tested here
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ranging from 1 to 100 mL/min. The cell was backlit, such that invaded regions appeared
bright and compacted regions dark (see Figure 7.2 and 7.3). Images and movies of the pattern
formation were recorded using a Nikon 1 J2 and Z6 II digital cameras at 30 fps, while a
Nikon 1 J4 camera fitted with a 60 mm macro lens recording between 120 and 1200 fps was
used for close-up filming.

7.2 Results and discussion

7.2.1 Pattern regimes and spatiotemporal evolution

The experiments presented here range from frictional fingering in repellent media (wetting,
similar to in Chapter 3), to water imbibition in hydrophilic beads. The back-lit images reveal
the state of the granular packing and fluid: Areas that have been cleared of grains by a
bulldozing meniscus are completely transparent and appear white in the images. The darkest,
almost black, pixels in the images are typically the compaction fronts of bulldozed grains.
These consist of dry grains filling the entire gap as illustrated in Fig. 7.2 a. The initial layer
of dry material partially filling the gap appears gray. When water/glycerol imbibes into the
packing, the index of refraction difference between the grains and the fluid is reduced such
that less light is scattered, and the wet grains appear a lighter shade of gray.

The invasion patterns here are governed by viscous, friction and capillary forces. In
Chapter 4, we defined the viscous deformability parameter Dvisc that measures the strength of
viscous forces relative to friction, Dvisc = ηu/(Gd) where G = µρgϕb describes the friction
strength and where d is the mean grain diameter. As before we use u = Q/(bwc) where
wc = 1 cm is a nominal finger width which is close to the finger width in each experiment.
We keep G constant using ϕ = 0.64 in all experiments while we vary the viscous forces the
system is subjected to (Q and/or ηinv ) across the full range of Cb. Low Dvisc experiments
were achieved by injecting water at low injection rates Q. Experiments at higher Dvisc was
achieved by increasing Q up to 100 mL/min which is the limit on the pump. Glycerol water
solutions were used to increase the value of Dvisc further, similar to the methodology used in
Chapter 3.

We observe three basic invasion processes that occur individually, simultaneously or
sequentially: pore invasion, capillary bulldozing and erosion. According to the type and
order we categorize the invasion dynamics into five regimes: (I) pure pore invasion, (II)
pure capillary bulldozing, (III) capillary bulldozing followed by pore invasion, pore invasion
followed by erosion, and (V) capillary bulldozing followed by pore invasion and erosion.
This classification scheme is focused on the grain-scale processes and whether the granular
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bed is deformed by the fluid or not. On top of this we have the effect of increased viscous sta-
bilisation with increasing Dvisc as discussed in Chapters 3 and 4. The results are summarized
in the Dvisc −Cb phase diagram in Fig. 7.3.

Fig. 7.3 Phase diagram of invasion patterns at different proportion of hydrophobic beads
Cb and viscous deformability Dvisc. The picture in lower-left corner with red background is
regime I: pure pore invasion regime. The pictures with green background are within regime
II: pure capillary bulldozing. The pictures with yellow background are within regime III:
capillary bulldozing followed by pore invasion. The pictures with magenta background are
within regime IV: pore invasion followed by erosion. The pictures with white background
and black frame are within regime V: capillary bulldozing followed by pore invasion and
erosion. The gradient background from white to black illustrates the increase of viscous
effects on pattern formation. In all panels, ϕ = 0.64, the diameter of the circular packing is
26.8 cm.

Regime I: Pure pore invasion

Pure pore invasion only happens at Cb = 0 and the lowest water injection rate (Q = 1 mL/min,
Dvisc = 0.003) (see Figure 7.4 and the image in the lower left corner with red background in
Figure 7.3). In this regime, the packing contains only hydrophilic beads, the water is pulled
into the pore space by capillary action, and spontaneously imbibes the layer of hydrophilic
grains. The creeping flow of the fluid in this case is not able to disturb the packing and the
viscosity is not playing any role in the pattern formation.
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Fig. 7.4 Regime I: Pure pore invasion. Water imbibes into the layer of hydrophilic grains
which is otherwise left undisturbed by the fluid flow. The water wet packing appears brighter
than the dry packing since water/glass has a lower index of refraction difference compared to
air/glass, reducing scattering in the back-lit cell. Cb = 0, Q = 1 mL/min, Dvisc = 0.003 and ϕ

= 0.64. The diameter of the circle is 26.8 cm.

Regime II: Pure capillary bulldozing

Pure capillary bulldozing occurs when the packing contains mostly hydrophobic beads
and viscous pressure of the invading fluid has not exceeded the pore-enter pressure (see
Figure 7.5 and the images with green background in Figure 7.3). The grains are wetted by
the defending fluid (air) and repelled by the invading water/glycerol. The capillary forces
exerted by the meniscus on the grains overcome friction and capillary bulldozing shapes the
invading fluid into fingers. In this regime, the effect of increasing Dvisc is to increase the
viscous stabilisation resulting in the system transitioning from growth of a single finger to
multi-fingering, and finally stabilised radial spoke patterns as described in Chapters 3 and 4.

Regime III: Capillary bulldozing followed by pore invasion

The images in Figure 7.7 and the panels with yellow background in Figure 7.3) are in Regime
III: Pore invasion followed by capillary bulldozing. There are in principle two mechanisms
that can lead to pore invasion: 1) The wetting condition reducing the pore entry pressure
or even favouring spontaneous imbibition, and 2) The flow and associated viscous pressure
gradient increasing the fluid pressure such that it overcomes the pore entry pressure regardless
of the wetting state of the grains.
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Fig. 7.5 Regime II: Pure capillary bulldozing. The invading fluid meniscus repels the grains
and bulldozes up a compaction front of dry hydrophobic grains. Cb = 1, Q = 1 mL/min, Dvisc
= 0.003 and ϕ = 0.64. The diameter of the circle is 26.8 cm.

Fig. 7.6 Regime III: Bulldozing followed by pore invasion. (a) A small inclusion of
hydrophobic grains triggers capillary bulldozing, but water soon imbibes into the front,
preventing formation of fingers. Cb = 0.3, Q = 1 mL/min, Dvisc = 0.003. (b) Capillary and
viscous bulldozing creates finger structures, but the walls of the fingers are gradually imbibed
with the invading fluid. Cb = 0.3, Q = 100 mL/min, Dvisc = 0.3 and ϕ = 0.64. The diameter
of the circle is 26.8 cm.

Consider first the bottom row (Dvisc = 0.003) in the phase diagram (Fig. 7.3) where we
can neglect any influence of viscous forces. Along this row, the grain wetting goes from
imbibition (Cb = 0) to drainage (capillary bulldozing, Cb = 1) through increasing fraction
of hydrophobic grains. An interesting new dynamic is observed at intermediate mixed-wet
ratios, e.g. Cb = 0.3 (Fig. 7.6). The inclusion of hydrophobic grains prevents spontaneous
imbibition, yet the capillary bulldozing is not strong enough to create fingers. Instead, a large
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Fig. 7.7 (a) Time evolution of pore invasion followed by capillary bulldozing at Cb = 0.5 and
Q = 1 mL/min, Dvisc = 0.003 and ϕ = 0.64. (b) The close-up pictures to show the formation
of beads ripples.

area around the inlet becomes invaded. The invasion is led by capillary bulldozing as can be
clearly seen by the accumulated compaction front which appears like a dark band around the
perimeter of the invaded area in the figure. Behind the front, granular material left behind is
saturated by the invading fluid such that it appears a lighter shade of grey. Close inspection
(Fig. 7.7 a) reveals that the saturated material behind the front has become patterned into a
patchwork of fine ripples or "dunes" only a few millimeters in width and length. Fig. 7.7 (b)
i - iv shows a close up time-sequence of the water penetration into the bulldozed compaction
front. Even a small fraction of hydrophobic grains is able to arrest the meniscus creating a
bulldozing action. As the accumulated front grows thicker, the friction increases, and at some
point the water invades the packing in the front, leaving immersed granular material behind.
The cycle of bulldozing and pore invasion occurs with high spatial frequency, creating the
small-scale dune patterning.

At higher injection rates (Dvisc ≥ 0.3), the front speed is faster and fingering patterns
are formed, even for Cb = 0 (see Regime V discussion below). The viscous flow along
the increases the fluid pressure close to the inlet such that the pore invasion threshold is
overcome. Fig. 7.6 b) (Dvisc = 0.3, Cb = 0.3) shows a frictional fingering pattern where
bulldozed material has been invaded by fluid (lighter grey areas). The front sections at the
outer fingertips are still dry (dark) while pore invasion has taken place to an increasing degree
closer to the inlet. Two factors contribute: the fluid pressure is higher closer to the inlet,
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Fig. 7.8 Regime IV: Pore invasion followed by erosion of the granular bed close to the inlet.
Cb = 0, Q = 10 mL/min, Dvisc = 0.03 and ϕ = 0.64. The diameter of the circle is 26.8 cm.

pushing fluid into the packing. Secondly, the pore-invasion flow has had longer time to
develop simply since the areas near the inlet are affected from the start of the experiment,
while the fingertips at the perimeter has freshly bulldozed material.

Regime IV: Pore invasion followed by erosion

In Figure 7.8 and the image with magenta background in Figure 7.3, at Cb = 0, Q = 10
mL/min, and Dvisc = 0.03, a pore invasion followed by bed erosion takes place. In this
regime, the invading liquid imbibes imbibes the hydrophilic granular material in the same
way as in Regime I. But because the injection rate is higher, the flow over the top of the
sedimented granular bed is able to entrain grains and carry them along with the flow. The
process is similar to sediment bedload transport [152] and in principle the criteria for onset
of sediment motion is given by the Shield’s number τ∗ = τ/((ρs − ρ)gD) where τ is a
dimensional shear stress, ρs is the density of the sediment, ρ is the density of the fluid, g is
the acceleration due to gravity, D is a characteristic particle diameter of the sediment, i.e.
when fluid shear stress overcomes the gravitational stress. The flow transports grain from
the centre and radially outwards, and erodes the bed into a channel pattern as can be seen
in the close-up in Fig. 7.7 b). In the radial cell, the flow spreads out and the fluid velocity
decreases with radius. Erosion stops once the velocity has decreased below the threshold
given by the Shield’s number. Pure imbibition (as in Regime I) is therefore the only active
process beyond the "Shield’s radius".
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Regime V: capillary bulldozing followed by pore invasion and erosion

In Figure 7.9 and the images with white background and black frame at larger Dvisc, we
identified a fifth regime: capillary bulldozing followed by pore invasion followed by erosion.

When we increase Dvisc by increasing the injection rate Q and viscosity of the invading
fluid ηinv, the viscosity of the invading fluid becomes a main factor contributing to the pattern
formation. One effect is the viscous erosion of the immersed granular material. Similar to
Regime III, the capillary bulldozing is followed by the pore invasion in this regime, but the
saturated region is gradually eroded by the viscous force of the invading fluid (as shown in
Figure 7.10).

At high Dvisc, the patterns are always fingers with a radial flow created by the viscous
stabilisation. Fluid flows along the fingers, and protruding parts of the finger wall becomes
eroded as grains are entrained with the fluid and carried along with the flow (Fig. 7.10).
Erosion can only happen for grains that have been overrun by the meniscus and find them-
selves inside the invading fluid phase and not protected by the meniscus between the two
fluids. Note that the erosion in Regime V acts on the compacted walls of the fingers, while
the erosion referred to in Regime IV acted on the flat, sedimented bed.

It is interesting to note that the high Dvisc results all feature finger patterns where the grains
are bulldozed away by the invading fluid. For Cb = 0, the granular material is hydrophilic
and should be wetted by the invading fluid causing spontaneous imbibition (which is what
we observe at low injection rate). So why do we get bulldozing? Two possible contributing
factors are 1) dynamic wetting effects and 2) viscous bulldozing.

It is well known that wetting phenomena are rate-dependent, and a "dynamic contact
angle" is often used to describe the change in advancing contact angle as a function of
meniscus velocity or imbibition rate [153–156]. Therefore, even though the grains are
notionally wetted by the invading fluid, the high velocity of the incoming fluid may reduce
the capillary suction or even reverse the wetting momentarily such that the grains are pushed
away by the meniscus.

Secondly, the viscous deformability, Dvisc, is high such that viscous forces dominate over
the frictional strength of the layer. We saw in Chapters 3 and 4 how the viscous forces change
the shape of the overall fingering pattern, the fingers having initially been created by capillary
bulldozing. Here, we see another way in which viscous forces contribute to pattern formation.
Even without any capillary effects, the viscous pressure acting on the frontline grains can be
high enough to push the grains and bulldoze up a compaction front. We therefore define a
new term, ‘viscous bulldozing’, to describe the formation of compaction fronts caused by a
sharp ‘shock’ of a high viscosity invading fluid. The high viscosity fluid pushes the grains
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ahead, while on the other side of the front, the low viscosity fluid flows without moving the
grains and the grains therefore compact onto the invading mass.

Fig. 7.9 Regime V: Bulldozing followed by pore invasion and erosion with the eroded mass
flushed down along the fingers. Cb = 0.1, Q = 100 mL/min, Dvisc = 0.3 and ϕ = 0.64. The
diameter of the circle is 26.8 cm.

Fig. 7.10 Invading fluid erodes the saturated beads alongside the finger body. (a) The status
before erosion, and (b) the status after erosion, the area pointed by the red arrow is clearly
eroded.

7.2.2 Measurements of pattern features

To measure the degree of pore invasion in the granular material we define Sa = (Asat −
Afinger)/Asat where Afinger is the clear area where the mass has been bulldozed away and
Asat is the total saturated area including the fingers. Fig. 7.11 shows as can be expected
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Fig. 7.11 Saturation number Sa as a function of Cb at two extremes Dvisc = 0.003 and 39.

that the measured Sa is approximately 1 for Regime I (pure pore invasion, Cb = 0, Dvisc =
0.003), decreasing with Cb to approximately 0 for Cb=1. The effect of Dvisc on the degree of
pore invasion is more complicated. Towards the hydrophobic end (low Cb), Sa shows full
saturation for low Dvisc, but decreases with increasing Dvisc because of the formation of clear
finger structures because of viscous bulldozing. Towards the hydrophilic end (high Cb), Sa is
near 0 for low Dvisc as the pattern consists of finger structure with dry side walls. At higher
Dvisc, however, we can see a small increase in Sa, which is indicative of some pore invasion,
forced by viscous pressure near the inlet.

7.2.3 Effect of filling level

Pattern formation is also significantly affected by filling level ϕ . Figure 7.12 compares the
patterns formed at Cb = 0 (hydrophobic grains, imbibition) and Cb = 1 (hydrophilic grains,
drainage), in the high Dvisc viscously stabilized regime (Q = 100mL/min, ηinv 141 mPa·s,
Dvisc = 39). Results for three filling levels are shown: ϕ = 0.5, 0.64 and 0.85.

Focusing first on the hydrophobic system (Cb = 1), at ϕ = 0.5 we have the same radial
spoke pattern as discussed in Chapter 4. Increasing ϕ means that the compacted granular
material takes up more space, and there are fewer fingers, separated by thicker compaction
fronts. The importance of frictional stress increases with increasing ϕ . As friction increases,
so does the heterogeneity and noise in the packing [129], and the fingers become less smooth,
more jagged in appearance. At ϕ = 0.85, the expansion of a finger causes a large surrounding
area to get compacted, and there are now much fewer fingers growing. The system is still
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viscously stabilized, but the effect of frictional noise acting to break up the stabilization is
much more noticeable.

The hydrophilic system (Cb = 0) shows a very similar trend, the only significant difference
is the fact that the wetting condition favors pore invasion. At this high Dvisc, the viscous
bulldozing combined with the dynamic contact angle effect shapes the fluid penetration
into fingers, but imbibition of fluid into the finger walls are seen just behind the finger
tips. It is interesting to note that the hydrophibic system (Cb = 1) also displays some pore
invasion, especially for high ϕ and close to the inlet. The higher frictional resistance causes
an increased fluid pressure, and viscous stabilization causes this pressure to be the highest
near the inlet.

Fig. 7.12 Invasion patterns at Cb = 0 and 1, ϕ = 0.5, 0.64, 0.85, Q = 100 mL/min, ηinv = 141
mPa·s.

The results presented in Fig. 7.13 focuses on the special case of dune formation at low
Dvisc and intermediate Cb. The capillary bulldozing effect is here in competition with the
tendency for imbibition. Reducing the filling level to ϕ = 0.5 produces a more clear finger
structure with subsequent water penetration into the side walls. Reducing ϕ has the effect
of lowering G such that bulldozing is comparatively easier. Increasing ϕ means more mass
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has to be moved which requires higher fluid pressure, which in turn increases the rate of
pore invasion. At ϕ = 0.64 the bulldozed front is being penetrated without fingers forming,
with the invasion process happening in little stick-slip motions producing the dune pattern
discussed in Section 7.2.1 Regime III.

Fig. 7.13 Invasion patterns at Cb = 0.1, ϕ = 0.5, 0.56, 0.64, Q = 1 mL/min, ηinv = 1 mPa·s.

7.3 Conclusion

We have studied viscously stable frictional fingering patterns forming in imbibition, drainage
and mixed-wet conditions. Water/glycerol mixtures were injected into the packing at different
rates to produce varying levels of viscous deformability Dvisc, and the granular material
ranged from pure hydrophilic (Cb = 0) to pure hydrophobic (Cb = 1) with mixed-wet ratios in-
between. Across the Dvisc – Cb parameter space studied here three basic invasion processes
were found to occur either individually, simultaneously or sequentially: pore invasion,
bulldozing and erosion. Five distinct regimes of invasion patterns were identified: (I) pure
pore invasion, (II) pure capillary bulldozing, (III) capillary bulldozing followed by pore
invasion, (IV) pore invasion followed by erosion and (V) bulldozing followed by pore
invasion and erosion. These are caused by the relative significance of capillary pressure,
friction stress and viscous pressure.

Increasing Dvisc produced viscously stabilized fingers, eventually developing the radial
spoke patterns discussed in Chapters 3 and 4. Even the naturally imbibing material (Cb = 0)
produced finger structures at high Dvisc. This is counterintuitive since the wetting condition
favors pore invasion, with capillary action pulling fluid into the pore space. We propose a
new mechanism: ‘viscous bulldozing’ to explain the observed phenomena: A viscous shock
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front of high viscosity fluid will push grains ahead of it. Ahead of the front, the grains are
“submerged” in a low viscosity fluid (air) which will easily flow above/through the packing
without moving the grains. The grains therefore get bulldozed up into a compaction front by
the oncoming fluid, and the friction of the bulldozed front acts to create fingers.

A naturally imbibing media (Cb = 0) will promote pore invasion into the finger walls. In
our experiments some degree of pore invasion can also be seen for the hydrophobic grains
(Cb = 1), caused by the elevated viscous pressures near the inlet.

The final process, erosion, is able to take place following on from pore invasion when the
granular bed has been saturated with the invading fluid. Grains at the finger walls that are
now submerged in the invading fluid become entrained in the fast-flowing fluid and flushed
down along the fingers. This erosion process smoothes out the finger structure and carries
material from the central parts towards the periphery of the pattern.





Chapter 8

Conclusions and outlook

8.1 Conclusions

The thesis studies the physics when a high-viscous fluid invades a deformable granular
packing surrounded by a low-viscous fluid (viscously stable invasion, -M ) and the physics
when a low-viscous fluid invades the deformable granular packing saturated by a high-viscous
fluid (viscously unstable invasion, +M ) in different wetting conditions from a wide range of
perspectives.

In Chapter 3, an experimental system in which water invades a hydrophobic granular
layer surrounded by air (-M ) and forms the frictional fingers, is developed. On the basis of
the experiment results, numerical simulations and theoretical models are developed to explain
the underlying physics. Wider fingers are observed at lower granular filling fractions, in
common with earlier experiments where fingers of air invaded a wet hydrophilic packing. A
transition from single finger growth to multiple finger growth as we increase the injection rate,
is observed, which has been demonstrated to be a consequence of viscous pressure gradients
along the growing fingers. This study helps to fill an important gap in our knowledge of
invasion patterns: understanding systems which produce complex patterns despite having an
invading fluid of higher viscosity than the defending fluid.

Chapter 4 firstly expands the study in Chapter 3 by injecting high viscosity glycerol/water
mixtures allowing to push the system to extreme levels of viscous stabilisation. A transition
from the single-fingering to the radial spoke pattern is observed, and three domains are
classified: 1) A frictional regime c ompletely dominated by the capillary-frictional instability
producing a single finger.

2) A transitional regime where viscous pressure can sustain the simultaneous growth of
multiple fingers.
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3) A viscous-frictional regime, where the capillary-frictional instability breaks the front
up into fingers but the shape of the overall pattern is governed by viscous stabilisation
producing a level front.

A noticeable phenomenon in the experimental result is that the patterns formed are almost
the identical even they are performed at different injection rates Q and viscosities η . The
reason behind is because the response to increased viscosity in the invading phase is similar
to the effect of increased injection rate which is unsurprising since both lead to increased
capillary number Ca. This phenomenon is verified by the simulation. In the simulation, I
am able to increase the injection rates well beyond what is achievable in the experiment.
Generally, a close agreement between experiment and simulation was found.

Further more, the opposite case of viscously unstable (+M ) was explored in the same
radial cell configuration. In the experiments, the viscously unstable growth at low Ca
produced the frictional fingering accompanied with a fixed compaction front, while at high
Ca experiments produced non-compact growth. The main mechanism controlling the pattern
formation in the +M scenario at high Ca is the lubrication of the granular material by the high
viscosity defending fluid in which it is submerged. The granular packing starts to become
partly fluidized when increasing Ca, forming the wider fingers and thereby a thicker granular
front. Here, the viscous instability mechanism acts both on the system scale, and also locally:
the fluidized accumulation front itself is unstable to perturbations, and tiny air fingers grow
into the front along the moving sections, creating the “coral” pattern. Increase Ca further
produces fluid flow that is fast enough to mobilise the entire granular layer, and the system
reverts to what is essentially viscous fingering in a granular suspension.

Chapter 5 focuses on the alignment of the frictional fingering under different stabilizing
conditions in a linear Hele-Shaw cell with three fixed boundaries. The viscously stable
invasion of water/glycerol into a hydrophobic granular packing as described in Chapter 4 is
repeated but this time in a linear cell. The results are mostly similar to the results in Chapter
4, but the invasion front marches in one direction because of the confinement and the “stable”
invasion creates a straight front from one side of the channel to the other. The effect of
the plate spacing b on the finger width is tested in experiments where the finger width is
found to increases as a function of b. The simulation was calibrated to reproduce the plate
spacing dependency. The effect of plate spacing gradient db/dy on finger alignment was
studied. At db/dy < 0, the fluid invades from a wider spacing to a narrower spacing, and
the finger tends to grow sideways and occupy the wider-spaced region. Propagation towards
narrower gaps therefore results in stabilized fronts. At db/dy > 0, the fluid invades in a
manner opposite to that in db/dy < 0. The finger preferentially grows in a direction towards
the larger gap, and the invasion is therefore unstable. The effect of the tilt angle α has also
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been numerically studied. The patterns formed at α > 0 is very similar to when db/dy < 0
because in both cases the fronts are under the influence of a stabilizing force. The patterns
formed at α < 0 are similar to when db/dy > 0 in that they both represent unstable scenarios
with non-compact growth of a single finger. While both systems feature a Chapter 5 focuses
on the alignment of the frictional fingering under different stabilizing conditions in a linear
Hele-Shaw cell with three fixed boundaries.

Chapter 6 studies the (viscously unstable) capillary fracturing (+M ) under different
conditions. The pattern formation is sensitive to the volume fraction φ of the granular
material filling the gap in the cell. At relatively low φ = 0.53, the fractures are wide and
appear fully-opened. Increasing the volume fraction to φ = 0.55 results in narrower, partially
open fractures similar to the capillary fracturing studied in the previous literature [36, 28].
At still higher φ = 0.58, capillary invasion was observed following on from the fracturing.
The patterns formed at different pressures are different and can be divided into three phases:
capillary fracturing, fracture widening, and pneumatic caving. In the experiment with larger
plate spacing b, we observe a transition from partially-opened fracturing to fully-opened
fracturing at lower pressure, and a reduction of the widening/caving at higher pressure. The
boundary also plays a significant role in pattern formation, more fully-opened fracturing is
observed because the granular packing becomes easier to fluidized and push out of a cell that
has open boundaries.

Chapter 7 studies the patterns formed in imbibing, repelling and mixed-wet granular
materials. Hydrophobic and hydrophilic beads are tested separately, and mixed in different
ratios to produce granular packings with different wetting conditions ranging from imbibition
to drainage. Water and water/glycerol mixtures are injected at different rates into a radial
cell partially filled with the granular material. Three invasion events occurred individually,
simultaneously or sequentially: pore invasion, capillary bulldozing and erosion, and five
regimes of invasion patterns are identified: (I) pure pore invasion, (II) pure capillary bull-
dozing, (III) capillary bulldozing followed by pore invasion, (IV) pore invasion followed by
erosion and (V) capillary bulldozing followed by pore invasion and erosion. A new pattern
formation process is discovered at intermediate wetting conditions at low injection rate: Here,
the inclusion of hydrophobic beads triggers capillary bulldozing such that the invading water
is surrounded by a compaction front. This front is subjected to periodic invasion events that
leave behind a pattern of ‘dunes’. At high injection rate in imbibing media we discover
another new pattern formation mechanism: ‘viscous bulldozing’ where the viscous shock
front accumulates grain in a compaction front that produces frictional fingers in the same
way as for capillary bulldozing in repelling media.
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8.2 Recommendations for future work

The projects presented in the current thesis greatly extends the studied parameter space of
frictional flow patterns shaped by viscous and capillary forces. Some aspects, like the viscous
stabilization mechanism, has been explored in considerable detail, while other chapters in
the thesis are more exploratory, with further work necessary to develop a full theoretical
description of the phenomena. Viscously stable and unstable invasion in drainage has been
studied here, as well as viscously stable imbibition. That leaves the combination of unstable
low-viscosity invading fluid invading an imbibing granular material to be discovered in future
studies. In addition, the effect of the wettability on invasion patterns needs to be studied
further. The study in Chapter 7 mixes hydrophobic and hydrophilic beads to change the
overall wettability of the granular packing, however other alternatives such as changing
the contact angle uniformly should be studied. Even for a mixed-wet system there are
many parameters, including spatial heterogeneity and degree of hydrophobicity, that could
potentially affect the pattern formation processes. I have performed a preliminary comparison
of different stabilizing mechanisms including viscous stabilization, confinement gradient,
and gravity stabilization. Future work should investigate these in more detail. Also unknown
at this time is how different stabilising or destabilising mechanisms will interact together if
more than one is present within the system.
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Appendix A

Instruction of the simulation code

In the simulation, the granular packing is discretized into grid cell, using a two-dimensional
array of values, fm,n, to represent the normalized filling fraction ϕ in the cell at each point in
space where ϕ is equal to 1 in compaction front and less than 1 in undisturbed region. The
distance of each cell was set to be 0.025 cm, a larger value will speed up the simulation, but
fingers will show alignment to underlying square lattice if setting it too high. The code uses
a chain of nodes which contain the coordinate information, to represent the interface of the
invading fluid. The interface resolution was set to be 0.03cm, and still this value cannot be
too high and needs to be much smaller than the finger width. An interface node moves 1/2 of
the interface resolution, turn up this value will increase simulation speed at expense of the
quality of the results.

To make the concentration field in the simulation more like that in the experiments, we
add the noises to the field to mimic the nonuniformity in the real granular packing. We use
both noise amplitude and lengthscale to adjust the noise level. The noise amplitude was set
to 0.05 and the noise lengthscale was 0.4, increase one of the values can increase the noise
level. Noise level cannot be too large otherwise finger growth will have some preference
instead of random growth.

The beads concentration field can either be circular or rectangular, and each of them has
a corresponding boundary condition. For the circular field, Figure 3.4 b for instance, fingers
will stop growing once it touches the boundary. The radius of the circle is free to change to
any value. For the rectangular field, Figure 5.10 for instance, finger will keep growing until
the whole packing is filled. The width and length of the packing is free to change.

Other free-to-change parameters include plates gap, filling level, injection rate, viscosity
of the invading fluid, tilt angle, surface tension, and the density of the grains and the
saturated/defending fluid. Different values of the parameters above normally come out
different simulation results.





Appendix B

Supplementary images from other
experiments

Appendix B will show more images from other experiments than the results in the main body
of the thesis, in the same experimental condition or not. One may find some experiments
were not finished within the system size and the absence of the experimental results in some
conditions. However, they are good enough to achieve the main purpose of this appendix: to
show that the experiments are repeatable.

Fig. B.1 Another set of experimental images as shown in Figure 3.4 a. All images are cropped
to a circle representing the moment the first finger reached a radius of 13.4 cm. Each disc
has a diameter of 26.8 cm. Note that the image at the top row when ϕ = 0.5 is not a mistake,
the injection rate here is 200 mL/min.
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Fig. B.2 Another set of experimental images as shown in Figure 5.3 a. The results at Dvisc =
0.75, 7.4 and 30.3 are absence. However, the transition from single-fingering to multi-finger
has been observed, and there is already a trend of level front at Dvisc = 2.0.

Fig. B.3 More experimental images similar to the images in Figure 6.4 at different air
pressure.

Fig. B.4 Another set of experimental images as shown in Figure 7.3 at different Cb and
Dvisc. Some results especially the results at Dvisc > 0.3 are absent, however there are already
sufficient results, such as Figure 7.3 and Figure 7.12 in Chapter 7 to show the repeatability of
the experiments.



Appendix C

Descriptions of image processing

In the current thesis, we mainly use the imaging method to record the physics during
experiments. We extract the patterns in which we are interested by image processing, and
Matlab and Photoshop are the main tools to achieve this. To read the information contained
in the images, we normally need to binarize the image and make the region of interest (ROI)
white.

To extract the patterns in Chapter 3-5 and Chapter 7, we use ’imsubtract’ function to
subtract the current frame (or end frame for better illustration) from the starting frame before
the experiment is performed. The subtracted image is then convert to grey using ’rgb2gray’
which later is binarized using ’imbinarize’. To extract the compaction front, we just need to
swap the sequence of the image when doing the image subtracting and other processes are
the same. We may also need ’bwareaopen’ to delete the white pixels because of the noise in
the picture. Photoshop is sometimes used to erase the white regions outside ROI when they
are even larger than ROI.

To fill the empty area within the ROI, we can use either ’imfill’ or the method below.
Firstly , ’imcomplement’ is used to convert the white pixels to black and the black pixels to
white, then the empty regions within ROI are the white dots surrounded by the black pixels.
We can use ’bwareaopen’ to delete these dots and use ’imcomplement’ again to back the
image and make ROI white again but no empty regions. This method is better than simply
use ’imfill’ in some cases, because we are able to control the size of the empty region to fill
and avoid the inlet region being filled.

To calculate the finger width, we use the area of the finger dividing the length of the
finger. The area of the finger is obtained using ’regionprops’. The finger is skeletonized using
’bwmorph’ and the area of the skeletonized finger is then the length of the finger.
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The fracturing patterns in Chapter 6 is harder to extract than those in other chapters. The
contrast of the greied picture is normally adjusted using ’adapthisteq’ function. A threshold
value is set for image binarizing. ’mean2’ is used to calculated the average grey level of ROI.
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