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Abstract

This paper presents a novel engineering strategy for the design of Dielectric Elastomer (DE) based actuators,
capable of attaining complex electrically induced shape morphing configurations. In this approach, a multilayered
DE prototype, interleaved with compliant electrodes spreading across the entire faces of the DE, is considered.
Careful combination of several DE materials, characterised by different material properties within each of the
multiple layers of the device, is pursued. The resulting layout permits the generation of a heterogenous electric
field within the device due to the spatial variation of the material properties within the layers and across them. An
in-silico or computational approach has been developed in order to facilitate the design of new prototypes capable
of displaying predefined electrically induced target configurations. Key features of this framework are: (i) use of
a standard two-field Finite Element implementation of the underlying partial differential equations in reversible
nonlinear electromechanics, where the unknown fields ot the resulting discrete problem are displacements and
the scalar electric potential; (ii) introduction of a novel phase-field driven multi-material topology optimisation
framework allowing for the consideration of several DE materials with different material properties, favouring the
development of heterogeneous electric fields within the prototype. This novel multi-material framework permits, for
the first time, the consideration of an arbitrary number of different N DE materials, by means of the introduction
of N − 1 phase-field functions, evolving independently over the different layers across the thickness of the device
through N − 1 Allen-Cahn type evolution equations per layer. A comprehensive series of numerical examples
is analysed, with the aim of exploring the capability of the proposed methodology to propose efficient optimal
designs. Specifically, the topology optimisation algorithm determines the topology of regions where different DE
materials must be conveniently placed in order to attain complex electrically induced configurations.
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1. Introduction

Dielectric Elastomers (DEs) [1, 2, 3, 4, 5] are a special type of Electro Active Polymers (EAPs), a sub-group
within smart or multi-functional materials. DEs, which are extremely soft elastomeric materials, are typically
sandwiched by a pair of oppositely charged electrodes placed across their thin thickness. As a result, Coulomb forces
develop between the electrodes, inducing thinning across the thickness of the DE. Then, its near-incompressible
nature leads to an in-plane expansion, ultimately yielding large area expansions [3, 6, 7]. Consequently, the
inherent capability of DEs to exhibit large electrically induced deformations, resulting from the interplay between
their mechanical and electrical physics, in conjunction with their low stiffness and bio-mimetic dexterous features,
have led to their identification as ideal candidates in the field of soft robotics [8, 9, 10, 11]. Nonetheless, the
potential of DEs is not restricted to the field of electrically induced actuation, as they have been successfully used
as Braille displays, deformable lenses, haptic devices and energy generators, to name but a few [12].

For the case of nearly flat DE designs, the electric field remains mostly uniform everywhere within the ho-
mogeneous (material properties do not vary spatially) elastomeric material. This reflects in the homogeneity
of the electrically induced deformations (prior to the development of wrinkles triggered by boundary conditions
[6, 13, 14]). Relatively more complex eletrically induced bending deformations have been achieve through the at-
tachment of passive elastomeric layers [15, 16]. However, more advanced actuation configurations are still hindered
by either: (i) the relatively homogeneous electric field distribution across the DE device; (ii) the homogeneous
material properties of the DE across the device. With that in mind, very recent experimental research at Clarke
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Lab (Harvard) [17, 18] has pursued the introduction of new technologies capable of generating either highly in-
homogeneous electric field distributions or heterogeneous material properties with the aim of attaining complex
electrically induced shape morphing configurations. Specifically, two different types of engineering solutions were
found in order to accomplish that objective. In the first [17], a multi-layer layout comprising a set of elastomeric
DE layers intercalating compliant electrodes (of alternating polarity) with different shapes was pursued. The
exploration of various electrode meso-architectures enabled the attainability of sophisticated electrically induced
configurations through the generation of highly heterogeneous electric fields within the elastomeric layers. In a
second approach, Clarke et. al. [18] proposed a layout where an active layer of elastomer (subjected to a voltage
gradient across its thickness) was attached to passive material on one or both of its sides in contact with the elec-
trodes, acting as stiffeners or as a smart exoskeleton. Although the electric field generated within the active DE
layer through this mechanism is practically uniform, the material heterogeneity induced by the combination of the
active material and the conveniently placed passive material led to an anisotropic behaviour of the overall device.
This was crucial to allow for the attainability of complex electrically induced shape morphing configurations.

Figure 1 demonstrates that the same electrically induced deformation can be obtained by both approaches.
The results shown in Figure 1 are taken from References [19, 20]. Therein, the authors of the present paper,
inspired by the pioneering experimental work at Clarke Lab (Harvard) [17, 18], decided to explore state-of-the-art
topology optimisation techniques with the aim of attaining specific electrically induced target shape morphing
configurations through the two mechanisms described, namely: (i) the design of the electro meso-architecture [19]
(see Figure 1a); (ii) the design of the exoskeleton attached to an active DE layer [20] (see Figure 1b).

Electrode design

Electrically induced shape 
morphing configuration

Design of top passive Layer

Electrically induced shape 
morphing configuration

Design of bottom passive Layer

(a) (b)

Figure 1: (a) Multilayered structure of circular elastomer sheets interleaved with electrodes with different shapes (red and blue surfaces).
The electric field is primarily concentrated in the regions of overlap between the adjacent electrodes, yielding a heterogeneous electric
field inside the device, inducing a positive and negative Gaussian curvature upon application of electric potential on the electrodes.
Results from [19]. (b) A layer of DE is attached to two layers of carefully designed stiffeners on both sides. The resulting exoskeleton
induces positive and negative Gaussian curvatures upon application of electric potential on the electrodes. Results from [20].

In the present manuscript, a third alternative engineering solution is investigated with the aim of generating
complex electrically induced shape morphing configurations. In this new approach, a multilayered DE device,
interleaved with compliant electrodes spreading across the entire faces of the DE, is considered. Then, the careful
combination of several DE materials with different material properties (multi-material approach) within each of
the multiple layers of the device is sought through the application of topology optimisation techniques. This
ultimately leads to a heterogenous electric field within the device due to the spatial variation of the material
properties within the layers and across them. In order to achieve the design objective described in the new
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approach proposed, we advocate for a specific methodology which relies on two key ingredients: (i) an accurate
Finite Element framework for numerical simulation in the context of nonlinear electromechanics; (ii) the application
of cutting edge topology optimisation techniques in nonlinear multi-physics problems. Both features will certainly
benefit from subsequent experimental verification of the designs proposed. This is indeed the object of follow
up publications were we intend to crystallise the designs proposed through our mathematically-driven strategy
into real prototypes for their verification in the lab. However, the multi-disciplinarity required to cover the three
aspects mentioned demands to moderate our ambitions and to focus initially on the two aspects which are within
our current area of expertise, addressing the experimental facet at due time relying on the valuable aid of experts
in the field. Nonetheless, a review on state-of-the-art additive manufacturing technologies that allow for multi-
material printing of active materials, critical to materialise the designs obtained in the present manuscript into
real prototypes, can be found in References [21, 22, 23]. Furthermore, a crucial benefit from the proposed topology
optimisation-based approach is that it easily enables its generalisation to other types of active materials such as
thermo-active and magneto-active materials [24, 25, 26, 27].

With regards to the numerical simulation of DEs, the consideration of two-field variational formulations, where
displacements and electric potential are the unknown fields of the problem, represents the most popular choice
[28, 29, 30, 31, 32, 33, 32]. In this formulation, the constitutive information of the material is encapsulated in the
free energy density. The latter must comply with mathematical and physical conditions. The most well-accepted
of these is the Legendre-Hadamard or ellipticity condition [34], which ensures the well-posedness of the underlying
system of differential governing equations. A sufficient condition complying with the ellipticity condition is that
of polyconvexity [34, 35, 36]. Extension of this condition to the field of nonlinear electromechanics was postulated
in Reference [37]. In this paper, however, and without loss of generality, we do not contemplate extreme scenarios
beyond the onset of loss of ellipticity. Hence, commonly used free energy densities will be used.

With regards to Topology Optimisation (TO) of smart materials, density-based methods, seem to be the
preferred choice. Among these, the Solid Isotropic Material with Penalisation (SIMP) method [38] is the most
popular alternative. However, there are other techniques available such as level-set methods [39, 40], phase-field
methods [41, 42], topological derivative methods [43] and evolutionary methods [44]. Kang and Wang [45] used
the SIMP method for the topology optimisation of piezoelectric ceramics, restricted to small electrically induced
deformations. The works in references [46] and [47] apply TO to piezoelectric ceramics and flexoelectric materials.
Zhang et. al. also applied TO for the design of piezoelectric sensors for active vibration control. Other works
[48, 49, 50, 51] have investigated the simultaneous optimisation of polarisation and layout of piezoelectric ceramics
over a fixed host (passive) material, and when the host structure is also included in the optimisation process
[52, 53, 54]. Furthermore, the work in [55] carries out the TO of piezoelectric ceramic-based micro-grippers
considering geometrical nonlinearities. Some recent works include the TO design of thermo-electric coolers and
generators [56, 57, 58]. In addition, the work in [59] explores TO of DEs seeking to maximise electrically induced
rotations of a rotary device. The work in [60] explored TO of DEs for the design of wide tunable band gaps.
Through the use of the SIMP method, the authors in [61, 62] applied TO for the design of DE materials for
actuation purposes. In addition, as already mentioned above, [20] explored density-based topology optimisation
for the design of the exoskeleton attached to a film of DE with the aim of attaining specific electrically induced
target configurations upon application of electric voltage on the electrodes attached to the DE film. Reference
[19], also described above, made use of phase-field driven topology optimisation for the careful design of electrode
meso-architecture in order to yield specific electrically induced target configurations.

The layout of this paper is as follows: Section 2 introduces the governing equations in nonlinear electromechanics
and the basic notions for the definition of invariant-based constitutive models in this context. Section 3 describes
the main ingredients of the multi-material phase-field driven topology optimisation approach proposed. The
Section concludes with an algorithmic flowchart that summarises the proposed computational approach. Section
4 presents a series of numerical examples in order to demonstrate the robustness of the proposed methodology
and present various designs for complex three dimensional actuation modes. Section 5 provides some concluding
remarks and future lines of research. Finally, Appendix A summarises the Finite Element spatial discretisation
technique.

2. Governing equations in nonlinear reversible electro-mechanics

A brief description of the differential governing equations will be carried out in this section. In addition, a
succinct overview on the definition of constitutive models in the context of nonlinear electromechanics will be
given, prior to the definition of suitable variational principles in this context.

2.1. Differential governing equations in nonlinear electromechanics

Let B0 ⊂ R3 represent the reference configuration of a DE, with unit outward normal N (see Figure 1). After
the motion, the DE occupies a deformed configuration B ⊂ R3 with boundary ∂B and unit outward normal n.
The deformation mapping φ relates material particles X ∈ B0 to the deformed configuration x ∈ B according to
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x = φ(X), and permits to introduce the deformation gradient tensor F [63], the co-factor H and its Jacobian J
as

F = ∇0φ := ∂Xφ; H =
1

2
F F ; J =

1

3
H : F , (1)

where represents a tensor cross product operation [64, 65] between second order tensors defined as (A B)iI =
EijkEIJKAjJBkK , ∀A,B ∈ R3×3, where Eijk (or EIJK) symbolises the third-order alternating tensor components
and the use of repeated indices implies summation1.

Figure 2: Deformation mapping φ (X) for the DE in material configuration (left) and deformed configuration (right).

In the absence of inertia effects, the mechanical response of the DE is represented by

F = ∇0φ; in B0; (2a)

DIVP + f0 = 0; in B0; (2b)

PN = t0; on ∂tB0; (2c)

φ = φ̄
b
; on ∂φB0, (2d)

where (2a) represents the kinematic compatibility equation and (2b) the quasi-static version of the conservation
of linear momentum in a Lagrangian setting. In above equations, f0 represents a body force per unit undeformed
volume, P is the first Piola-Kirchhoff stress tensor, t0 is the external traction vector per unit undeformed area

∂tB0 ⊂ ∂B0 and φ̄
b

the Dirichlet type boundary condition on ∂φB0 ⊂ ∂B0, with ∂tB0 ∪ ∂φB0 = ∂B0 and
∂tB0 ∩ ∂φB0 = ∅.

Similarly, and in the absence of magnetic effects, the electrical response of the DE is represented by

E0 = −∇0ϕ; in B0; (3a)

DIVD0 − ρ0 = 0; in B0; (3b)

D0 ·N = −ω0; on ∂ωB0; (3c)

ϕ = ϕ̄b; on ∂ϕB0, (3d)

where (3a) and (3b) denote the quasi-static version of the Gauss’ and Faraday’s laws in a Lagrangian setting. In
above equations, ϕ represents an scalar electric potential, E0 denotes the material electric field, D0 the material
electric displacement, ρ0 represents an electric charge per unit of undeformed volume, ω0 an electric charge per unit
of undeformed area ∂ωB0 ⊂ ∂B0 and ϕ̄b the electric potential applied on electrodes, positioned on ∂ϕB0 ⊂ ∂B0,
such that ∂ωB0 ∪ ∂ϕB0 = ∂B0 and ∂ωB0 ∩ ∂ϕB0 = ∅.

2.2. Constitutive equations in reversible nonlinear electromechanics

A constitutive law is required in order to relate the first P and D0 with the quantities F and E0 in (2) and
(3), namely P = P (F ,E0) and D0 = D0(F ,E0). For the case of reversible nonlinear electromechanics, this is
done through the definition of the free energy density function per unit undeformed volume B0 [28, 66, 67, 68, 69],
denoted as Ψ = Ψ(F ,E0). From the latter, the first Piola-Kirchhoff stress tensor P and the electric displacement
field D0 emerge as

P (F ,E0) = ∂FΨ(F ,E0); D0(F ,E0) = −∂E0
Ψ(F ,E0). (4)

1In addition, throughout the paper, the symbol (·) indicates the scalar product or contraction of a single index a · b = aibi; the
symbol (:), double contraction of two indices A : B = AijBij ; and the symbol (⊗), the outer or dyadic product (a⊗ b)ij = aibj .
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Furthermore, the so-called constitutive tensors emerge as,

C(F ,E0) = ∂2
FFΨ(F ,E0); P(F ,E0) = −∂2

E0FΨ(F ,E0); ε(F ,E0) = −∂2
E0E0

Ψ(F ,E0). (5)

where {C,P ,θ} correspond with the fourth order elasticity tensor, the third order piezoelectric tensor and the
second order dielectric tensor, respectively. Usually, an additive split of the free energy density is adopted between
a purely mechanical contribution Ψm(F ) and an additional contribution encapsulating the electromechanical
coupling, denoted as Ψem(F ,E0), i.e

Ψ(F ,E0) = Ψm(F ) + Ψem(F ,E0). (6)

The Mooney-Rivlin model [70] is a typical example of the purely mechanical contribution Ψm = ΨMR
m , and it

is defined as

ΨMR
m (F ) :=

µ1

2
(IIF − 3) +

µ2

2
(IIH − 3) + f(J); f(J) = − (µ1 + 2µ2) ln(J) +

λ

2
(J − 1)

2
, (7)

with IIA = A : A and {µ1, µ2, λ} can be related to the Young’s modulus E and Poisson ratio ν in the origin,
namely when F = I (with I the second order identity tensor) and E0 = 0, as

µ1 + µ2 =
E

2(1 + ν)
; λ+ 2µ2 =

Eν

(1 + ν)(1− 2ν)
. (8)

The free energy can be additively decomposed into a polarization term ΨP
em(F ,E0) and a Maxwell term

ΨM
em(F ,E0). For the case when the DE is immersed in vacuum, and under the consideration of a simple ideal DE

model, both contributions are defined as

ΨP
em(F ,E0) = −χε0

2J
IIHE0

; ΨM
em(F ,E0) = − ε0

2J
IIHE0

; IIHE0
= HE0 ·HE0, (9)

where ε0 represents the electric permittivity of vacuum, being ε0 = 8.854 × 10−12 Fm−1, and χ, the electric
susceptibility. Therefore, for this specific case, the free energy Ψem(F ,E0) can be written as

Ψem(F ,E0) = −εrε0

2J
IIHE0 ; εr = 1 + χ, (10)

where εr denotes the relative electric permittivity of the material with respect to that of vacuum ε0.

Remark. The electromechanical contribution Ψem in (10) represents one of the simplest models to describe the
coupled nature of the elastomer. Other more advanced and realistic models may consider the nonlinear dependence
of the electric permittivity with respect to deformation. The electric permittivity tensor, denoted as ε̃, is defined
in terms of its material counterpart ε in (5) as

ε̃ = J−1FεF T . (11)

The spatial permittivity tensor for the model in (10), according to (11) yields

ε̃ = −εrε0I, (12)

with I the second order identity tensor. Clearly, the expression in (12) does not depend with respect to F . A
simple model embedding nonlinear dependence of ε̃ with respect to deformations (i.e with respect to F ) is widely
used in the literature [32]

Ψem(F ,E0) = − ε1

2J
IIHE0 −

ε2

2
IIFE0 −

ε3

2
IIE0 . (13)

According to (11), the spatial permittivity tensor for the model in (13) is

ε̃ = −ε1I −
ε2

J
b2 − ε3

J
b, (14)

where b = FF T represents the left Cauchy-Green strain tensor. An alternative way of incorporating nonlinearity
into ε̃ can be achieved by considering a nonlinear susceptibility χ into the simple model in (10), namely

Ψem(F ,E0) = −εr(F )ε0

2J
IIHE0 ; εr(F ) = 1 + χ(F ), (15)
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where χ(F ) must be an isotropic and objective function of F . For the model in (15), its associated spatial permit-
tivity tensor ε̃ is

ε̃ = −(1 + χ(F ))ε0I. (16)

Notice however that the model in (13) introduces a more complex nonlinear dependence with respect to F (see
equation (14)) than the model in (15), since the permittivity for the model in (15) is indeed isotropic irrespectively
of the state of deformation (i.e. proportional to the identity tensor). For the numerical examples considered in
Section 4, the simple constitutive model introduced in equation (10) will be considered without loss of generality.
Incorporation of the more complex and realistic models in (13) and (15) into the topology optimisation framework
developed in Section 3 would be immediate.

Remark. As already discussed in the previous remark, the constitutive model considered in this paper is, by no
means, the most generic of all, as it does not embed all the possible physical phenomena inherent to dielectric
elastomers. For instance, extensibility limit is not incorporated in the mechanical component Ψm(F ) in (7). This
can be achieved by means of alternative models such as the Gent model [7], defined as

Ψm(F ) = −µJlim
2

ln
(

1− IIF − 3

Jlim

)
, (17)

where µ refers to the shear modulus in the origin and Jlim, to the extensibility limit of the material. Another
limitation of the model resides in its deterministic nature, i.e. aleatory uncertainty in the material properties of
the model (electric permittivity, mechanical parameters, etc.) is not considered, despite the remarkable effect that
these may have on the design of these materials (i.e. dielectric elastomers).

The aforementioned limitations can be incorporated into the topology optimisation framework developed sub-
sequently in Section 3. However, despite the limitations of the simplified model considered, this does encapsulate
inherent sources of electromechanically induced instabilities. Specifically, it is well-known that the electromechan-
ical contribution Ψem(F ,E0) in (10) permits the development of instabilities such as buckling, wrinkling and
crumpling [71] beyond a critical value of electric field. These instabilities are prone to appear in the scenario
considered on this paper, where an electric voltage gradient is applied across the extremely thin thickness of the
material. However, the consideration of large values of electric field, which may trigger these instabilities, poses
a tremendous challenge when making use of a gradient algorithm as that advocated for on this manuscript (see
Section 3). Therefore, moderate values of the applied electric field will be considered in the numerical examples in
Section 4, with the aim of preventing these scenarios.

2.3. Variational formulation in reversible nonlinear electromechanics

The variational formulation associated with equations (2) and (3) is presented in this section. Specifically, the
classical two-field variational principle with unknown fields φ ∈ Vφ and ϕ ∈ Vϕ is advocated for in this paper,
with Vφ,Vϕ functional spaces complying with the Dirichlet boundary conditions in (2d) and (3d), namely

Vφ = {φ ∈ (H1(B0))3 : s.t. (2d)}; Vϕ = {ϕ ∈ H1(B0) : s.t. (3d)}. (18)

The variational principle is stated as follows

Π(φ∗, ϕ∗) = inf
φ

sup
ϕ

{∫
B0

Ψ (F ,E0) dV −Πm
ext (φ)−Πem

ext (ϕ)

}
, (19)

where Πm
ext and Πem

ext represent the external work associated with the mechanical and electrical PDEs in (2) and
(3), respectively, defined as

Πm
ext (φ) =

∫
B0

f0 · φ dV +

∫
∂tB0

t0 · φ dA; Πem
ext (ϕ) = −

∫
B0

ρ0ϕdV −
∫
∂ωB0

ω0ϕdA. (20)

The stationary conditions of Π(φ, ϕ) (19), yield the weak forms of the PDEs in (2) and (3), namely

DΠ(φ, ϕ)[δφ] =

∫
B0

P (F ,E0) : ∇0δφ dV −DΠm
ext (φ) [δφ] = 0; (21a)

DΠ(φ, ϕ)[δϕ] =

∫
B0

D0 (F ,E0) ·∇0δϕ dV −DΠem
ext (ϕ) [δϕ] = 0, (21b)

where δφ ∈ Vφ0 and δϕ ∈ Vϕ0 represent independent virtual variations 2, with

DΠm
ext (φ) [δφ] =

∫
B0

f0 · δφ dV +

∫
∂tB0

t0 · δφ dA; DΠem
ext (ϕ) [δϕ] = −

∫
B0

ρ0δϕ dV −
∫
∂ωB0

ω0δϕ dA. (22a)

2As usual, the sub-index 0 for a functional space is used to indicate satisfaction of homogeneous essential boundary conditions.
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The solution of the coupled system of nonlinear weak forms in (21) is obtained through the use of a k-iterative
scheme such as the Newton-Raphson. This entails the linearisation of both weak forms in (21) with respect to

increments in the solution fields ∆φ ∈ Vφ0 and ∆ϕ ∈ Vϕ0 as

D2Π(φk, ϕk)[δφ; ∆φ] +D2Π(φk, ϕk)[δφ; ∆ϕ] = −DΠ(φk, ϕk)[δφ]; (23a)

D2Π(φk, ϕk)[δϕ; ∆φ] +D2Π(φk, ϕk)[δϕ; ∆ϕ] = −DΠ(φk, ϕk)[δϕ], (23b)

From (23), the solution field {φ, ϕ} at iteration k are updated according to

φk+1 = φk + ∆φ; ϕk+1 = ϕk + ∆ϕ. (24)

In equations (23), the terms on the left-hand side can be obtained as

D2Π(φ, ϕ)[δφ; ∆φ] =

∫
B0

∇0δφ : C (F ,E0) : ∇0∆φ dV ; D2Π(φ, ϕ)[δφ; ∆ϕ] =

∫
B0

∇0δφ : PT (F ,E0) ·∇0∆ϕdV ;

D2Π(φ, ϕ)[δϕ; ∆φ] =

∫
B0

∇0δϕ ·P (F ,E0) : ∇0∆φ dV ; D2Π(φ, ϕ)[δϕ; ∆ϕ] = −
∫
B0

∇0δϕ · ε (F ,E0)∇0∆ϕdV,

(25)

with C, P and ε defined in (5) and where
(
PT
)
jJI

= (P)IjJ .

3. Topology optimisation framework

3.1. Phase-field formulation

In this section, the underlying fabrication principle for the design of shape-morphing DE-based devices through
a multi-material-based approach is presented. Figure 3 depicts a multilayered device with intercalated electrodes
of alternating polarity, spreading over the entire faces of the elastomers. The objective is to create an non-uniform
distribution of electric field both across the thickness and over the in-plane direction of the three layers. For
that, N different DE materials (N = 3 in Figure 4), with differentiated mechanical and electrical properties can be
combined appropriately on each layer with the aim of attaining potentially complex shape morphing configurations.

Negative electrodes

Positive electrodes

Elastomer layers

Material 1

Material 2

Material 3

(a) (b)

Figure 3: (a) Device comprising three layers with intercalated electrodes; (b) One of the various elastomeric layers across the thickness

of the device and the various regions {B10 ,B20 ,B30 , ∂B
1,2
0 , ∂B1,30 , ∂B2,30 , ∂B1,2,30 } for the particular case of three different DE materials.

For the case considered in Figure 4, three different materials are considered potentially spreading over each
of the three layers of the device. For convenience, these will be denoted as Material 1, Material 2 and Material
3. Each of them is characterised by suitable free energy density functions Ψ(F ,E0) (6). Thus, Material 1 is
characterised by the free energy density function Ψ = Ψ1(F ,E0). Similarly, Material 2 and Material 3 are
characterised by the free energy density functions Ψ = Ψ2(F ,E0) and Ψ = Ψ3(F ,E0), respectively. A smooth
representation of the topology of each of the N = 3 materials (i.e. Material 1, Material 2 and Material 3 ) present
over each of the various layers of the device is adopted. For that, N − 1 = 2 phase-field functions ψi ∈ Vψi (with
i = {1, 2}) are introduced on each layer, being

Vψi =
{
ψi : B0 → [0, 1] , ψi ∈ H1(B0), i = {1, . . . , N}

}
. (26)

Crucially, the extreme values (i.e. 0 or 1) of the two phase-field functions ψ1(B0) and ψ2(B0), would determine
the regions B1

0, B2
0 and B3

0 corresponding with the presence of Material 1, Material 2 and Material 3, respectively,
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with B1
0 ∪ B2

0 ∪ B1
0 ⊂ B0. This can be mathematically stated as below

∀X ∈ Bi0,


ψ1(X) = 1; if Ψ(F ,E0) = Ψ1(F ,E0) (B1

0 or Material 1);

ψ1(X) = 0, ψ2(X) = 1; if Ψ(F ,E0) = Ψ2(F ,E0) (B2
0 or Material 2);

ψ1(X) = 0, ψ2(X) = 0; if Ψ(F ,E0) = Ψ3(F ,E0) (B3
0 or Material 3).

(27)

Material 1

Material 2

Material 3

ψ2

ψ1

Layer 1

Layer 2

Layer 3

Figure 4: top: actuator with three layers across its thickness (the layers have been presented separately for visualisation purposes);
middle: the two phase-field functions ψ1(X) and ψ2(X) over each layer; bottom: “reconstruction” of the regions associated with the
three different materials through evaluation of the phase-field functions ψ1(X) and ψ2(X) according to (27).

Intermediate values of ψ1(B0) and ψ2(B0) would correspond with the smooth representation of the shared
boundaries between the three subsets {B1

0,B2
0,B3

0}. Three of the possible “smooth” boundaries are detoned as
∂B1,2

0 , ∂B1,3
0 and ∂B2,3

0 , and correspond with the boundary shared by the pairs of regions B1
0 and B2

0, B1
0 and B3

0,
and finally, by B2

0 and B3
0, respectively. A fourth “smooth” boundary, denoted as ∂B1,2,3

0 , would correspond with
the region shared by the three subsets B1

0, B2
0 and B3

0 (see Figure 3b). This entails that in our smooth approach,
B0 can be represented as the union of the following subsets

B0 = B1
0 ∪ B2

0 ∪ B3
0︸ ︷︷ ︸

regions with a single material

∪ ∂B1,2
0 ∪ ∂B1,3

0 ∪ ∂B2,3
0︸ ︷︷ ︸

regions with mixture of two materials

∪ ∂B1,2,3
0︸ ︷︷ ︸

region with mixture of three materials

(28)

Notice from equation (27), that for the limiting values of the phase-field functions {ψ1(X), ψ2(X)}, it is clear
that the free energy function Ψ(F ,E0) must coincide with that of the material associated with either of the three
regions Bi0 (i = {1, 2, 3}). However, the definition of Ψ(F ,E0) is not that obvious over the “smooth” boundaries
{∂B1,2

0 , ∂B1,3
0 , ∂B2,3

0 , ∂B1,2,3
0 }, namely

∀X ∈ Bi0,


0 < ψ1(X) < 1, ψ2(X) = 1; unknown expression for Ψ(F ,E0) (region ∂B1,2

0 );

0 < ψ1(X) < 1, ψ2(X) = 0; unknown expression for Ψ(F ,E0) (region ∂B1,3
0 );

ψ1(X) = 0, 0 < ψ2(X) < 1; unknown expression for Ψ(F ,E0) (region ∂B2,3
0 );

0 < ψ1(X) < 1, 0 < ψ2(X) < 1; unknown expression for Ψ(F ,E0) (region ∂B1,2,3
0 );

(29)

The definition of Ψ(F ,E0) over {∂B1,2
0 , ∂B1,3

0 , ∂B2,3
0 , ∂B1,2,3

0 } is dictated by choice of the so-called energy
interpolation scheme, which at least must comply with the limiting cases shown in equation (27). For that, we
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incorporate both phase-field functions {ψ1(X), ψ2(X)} as arguments of the free energy, i.e.

Ψ = Ψ̄(ψ1(X), ψ2(X),F ,E0). (30)

Specifically, we propose the following energy interpolation scheme when there are three materials available

Ψ̄(ψ1(X), ψ2(X),F ,E0) =
(
ψ1(X)

)p
Ψ1(F ,E0) +

(
1− (ψ1(X))

p
)(

(ψ2(X))
p

Ψ2(F ,E0) + (1− (ψ2(X))
p
) Ψ3(F ,E0)

)
.

(31)
Typically, a value of p = 3 is used for the penalising exponent in (31) in the context of density-based TO,

which in turn, ensures the satisfaction of Hashin-Shtrikman bounds [72] in the specific case of linearised elasticity.
Essentially, the phase-field function ψ1(X) is introduced in order to differentiate in a smooth manner between two
material phases. These correspond with Material 1 and a composite material resulting from the mixture of both
Material 2 and Material 3. The second phase-field function, namely ψ2(X), is introduced within this composite
in order to differentiate in a smooth manner between the material phases associated with Material 2 and Material
3. This is illustrated in Figure 5.

Associated with the interpolated free energy density Ψ̄(ψ1(X), ψ2(X),F ,E0) in (31), it is now possible to
obtain the first Piola-Kirchhoff stress tensor P and electric displacement field D0 according to (4), yielding

P (ψ1(X), ψ2(X),F ,E0) =
(
ψ1(X)

)p
P 1 +

(
1− (ψ1(X))

p
)(

(ψ2(X))
p
P 2 + (1− (ψ2(X))

p
)P 3

)
; (32a)

D0(ψ1(X), ψ2(X),F ,E0) =
(
ψ1(X)

)p
D01 +

(
1− (ψ1(X))

p
)(

(ψ2(X))
p
D02 + (1− (ψ2(X))

p
)D03

)
, (32b)

where the individual contributions {P 1,P 2,P 3} and {D01 ,D02 ,D03} are defined according to (4), namely

P i = ∂F Ψ̄i(F ,E0); D0i = −∂E0
Ψ̄i(F ,E0); (i = {1, 2, 3}). (33)

Similarly, the constitutive tensors {C,P , ε} associated with Ψ̄(ψ1(X), ψ2(X),F ,E0) (refer to equation (31))
can be obtained simply from (5), resulting in

C(ψ1(X), ψ2(X),F ,E0) =
(
ψ1(X)

)p
C1 +

(
1− (ψ1(X))

p
)(

(ψ2(X))
p C2 + (1− (ψ2(X))

p
)C3

)
; (34a)

P(ψ1(X), ψ2(X),F ,E0) =
(
ψ1(X)

)p
P1 +

(
1− (ψ1(X))

p
)(

(ψ2(X))
pP2 + (1− (ψ2(X))

p
)P3

)
; (34b)

ε(ψ1(X), ψ2(X),F ,E0) =
(
ψ1(X)

)p
ε1 +

(
1− (ψ1(X))

p
)(

(ψ2(X))
p
ε2 + (1− (ψ2(X))

p
) ε3

)
, (34c)

where the individual contributions {C1,C2,C3}, {P1,P2,P3} and {ε1, ε2, ε3} are defined according to (5), namely

Ci = ∂2
FF Ψ̄i(F ,E0); Pi = −∂2

E0F Ψ̄i(F ,E0); εi = −∂2
E0E0

Ψ̄i(F ,E0); i = {1, 2, 3}. (35)

Remark. The energy interpolation scheme in equation (31) has been particularised for the case when three dif-
ferent DE materials are considered. For the more generic case when N materials are considered, it would be
possible to generalise the energy interpolation scheme through the introduction of N − 1 phase field functions
{ψ1(X), ψ2(X), . . . , ψN−1(X)} according to the following and convenient nested definition of the final interpo-
lated energy Ψ̄(ψ1(X), . . . , ψN−1(X),F ,E0) as

Ψ̄(ψ1(X), . . . , ψN−1(X),F ,E0) =
(
ψ1(X)

)p
Ψ1(F ,E0) +

(
1− (ψ1(X))

p
)

Ψ̄2,...,N (ψ2(X), . . . , ψN−1(X),F ,E0);

Ψ̄2,...,N (ψ2(X), . . . , ψN−1(X),F ,E0) =
(
ψ2(X)

)p
Ψ2(F ,E0) +

(
1− (ψ2(X))

p
)

Ψ̄3,...,N (ψ3(X), . . . , ψN−1(X),F ,E0);

...
...

...
...

...
...

Ψ̄N−2,...,N (ψN−2(X), ψN−1(X),F ,E0) =
(
ψN−2(X)

)p
ΨN−2(F ,E0) +

(
1− (ψN−2(X))

p
)

Ψ̄N−1,N (ψN−1(X),F ,E0);

Ψ̄N−1,N (ψN−1(X),F ,E0) =
(
ψN−1(X)

)p
ΨN−1(F ,E0) +

(
1− (ψN−1(X))

p
)

ΨN (F ,E0).

(36)
Notice that in (36), we have introduced the notation Ψ̄i,i+1,...,N to refer to the free energy density whose

homogenised behaviour depends upon the phase-field functions {ψi(X), . . . , ψN−1(X)}. Hence, the proposed ho-
mogenised behaviour of Ψ̄i,i+1,...,N corresponds to the mixture of Material i, Material i+ 1, up to Material N .
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Remark. Some authors [37, 73], rather than the free energy density Ψ(F ,E0), prefer to define the constitutive
model of dielectric elastomers using its dual energetic counterpart, denoted as internal energy e(F ,D0). Both are
related through the following standard Legendre transformation

Ψ(F ,E0) = − sup
D0

{E0 ·D0 − e(F ,D0)}. (37)

A similar energy interpolation scheme to that considered in equation (31) can also be used for the internal
energy-based approach. This will be explained for the case where the interpolation scheme in (31) is particularised
to two materials. Given that the energy interpolation scheme represents in fact a mathematical artifact (it is
not physical) permitting interpolation between two different models, there is not just a unique definition for such
interpolation. Indeed, one possible energy interpolation scheme would be analogous to that in (31), namely

ē(ψ1(X),F ,D0) =
(
ψ1(X)

)p
e1(F ,D0) +

(
1− (ψ1(X))

p
)
e2(F ,D0). (38)

where e1 and e2 refer to the internal energies of the two materials corresponding with a value of the phase-field
ψ = 1 and ψ = 0, respectively. Alternatively, a second energy interpolation scheme can be defined, distinguishing
between the mechanical and electromechanical contributions of the internal energy, as follows

ē(ψ1(X),F ,D0) =
(
ψ1(X)

)p
em1(F ) +

(
1− (ψ1(X))

p
)
em2(F )

+
eem1(F ,D0)eem2(F ,D0)

ψ1(Xp) (eem2(F ,D0)− eem1(F ,D0)) + eem1(F ,D0)
,

(39)

where emi and eemi represent the purely mechanical and electromechanical contributions of the internal energy
density of material i. Notice that the last term on the right-hand side of (39) (and its partial derivatives) coincides
with eem1(F ,D0) for ψ(X) = 1 and with eem2(F ,D0) for ψ(X) = 0. The interpolation scheme in (39) introduces,
however, a higher degree of nonlinearity compared to that in equation (38).

3.2. Mathematical formulation

The final objective of combining N number of materials per layer is to create a non-uniform electric field with
the aim of permitting the DE-based device to attain a complex target configuration. Essentially, this is a design
problem with an objective function, denoted as J (φ) that needs to be minimised. The latter, for the specific type
of shape-morphing application considered on this paper, can be defined as

J (φ) =
1

2

∫
D

||φ(X)− φ∗(X)||2 dV, (40)

with D ⊆ B0, and where φ∗ represents the target configuration that the final DE-based device needs to attain.
The associated design optimisation problem can then be formulated as follows

(P )



min
ψ1(X),ψ2(X)

J (φ) (40);

s.t


Variational statements (21);
Constitutive model (31);
0 ≤ ψ1(X) ≤ 1; ψ1(X) ∈ H1(B0);
0 ≤ ψ2(X) ≤ 1; ψ2(X) ∈ H1(B0);

(41)

In this paper, a gradient method is pursued for the optimal solution of the optimisation problem (P ) in (41).
With that aim, it is customary to introduce a Lagrangian functional whose sensitivity is crucial in order to let the
gradient algorithm to converge towards the final optimal solution in an iterative fashion. The definition of this
Lagrangian and the non-standard derivation of its sensitivity is carried out in the forthcoming sections.

3.3. The optimisation Lagrangian L and its sensitivity

For problem (P ), presented in equation (41), the Lagrangian functional L can be defined as

L(ψ1, ψ2,φ, ϕ,pφ, pϕ) = J (φ)−DΠ(ψ1, ψ2,φ, ϕ)[pφ]−DΠ(ψ1, ψ2,φ, ϕ)[pϕ], (42)

where DΠ(ψ1, ψ2,φ, ϕ)[pφ] and DΠ(ψ1, ψ2,φ, ϕ)[pϕ] represent the weak forms in equation (2) and (3), respectively.

Furthemore, pφ ∈ Vφ0 and pϕ ∈ Vϕ0 represent the corresponding adjoint state variables. Notice that these terms
are identical to those featuring in (21a) and (21b), just replacing δφ with pφ) and δϕ with pϕ. Associated with
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the Lagrangian L in (42), we compute its optimality conditions. The optimality conditions of L with respect to
the adjoint states {pφ, pϕ} are defined as

DL(ψ1, ψ2,φ, ϕ,pφ, pϕ)[δpφ] = −DΠ(ψ1, ψ2,φ, ϕ)[δpφ] = 0; (43a)

DL(ψ1, ψ2,φ, ϕ,pφ, pϕ)[δpϕ] = −DΠ(ψ1, ψ2,φ, ϕ)[δpϕ] = 0, (43b)

where δpφ ∈ Vφ0 and δpϕ ∈ Vϕ0 represent virtual variations of the corresponding adjoint states. Solution of
(43) permits to obtain the unknown fields {φ, ϕ}. Notice that the first Piola-Kirchhoff stress tensor P and the
Lagrangian electric displacement field D0 featuring in (43) (see (21)) are computed according to equation (32),
which complies with the energy interpolation scheme in (31).

Furthermore, the optimality conditions of L with respect to the fields {pφ, pϕ} yield

DL(ψ1, ψ2,φ, ϕ,pφ, pϕ)[δφ] =−D2Π(ψ1, ψ2,φ, ϕ,pφ, pϕ)[pφ; δφ]−D2Π(ψ1, ψ2,φ, ϕ)[pϕ; δφ]

+DJ (φ)[δφ] = 0; (44a)

DL(ψ1, ψ2,φ, ϕ,pφ, pϕ)[δϕ] =−D2Π(ψ1, ψ2,φ, ϕ)[pφ; δϕ]−D2Π(ψB0
(ψ1, ψ2,φ, ϕ)[pϕ; δϕ] = 0, (44b)

where the second directional derivatives of Π featuring in (44) are presented in (25), just by replacing {δφ, δϕ}
with {pφ, pϕ}, and {∆φ,∆ϕ} with {δφ, δϕ}, respectively. In addition, the constitutive tensors {C,P , ε} featuring
in the second directional derivatives in (44) (see (25)) are computed according to equation (34), which complies
with the energy interpolation scheme in (31). Solution of the above linear equations in (44) enables to obtain the
adjoint states {pφ, pϕ}.

Crucially, solution of the fields {φ, ϕ} and the adjoint states {pφ, pϕ} from (43) and (44), respectively, permits
to address the ultimate goal of this section, namely, to obtain the sensitivity of the Lagrangian L with respect
{ψ1, ψ2}, namely DL[∆ψ1] and DL[∆ψ2] which yield

DL[∆ψ1] = −D2Π(ψ1, ψ2,φ, ϕ,pφ, pϕ)[pφ; ∆ψ1]−D2Π(ψ1, ψ2,φ, ϕ,pφ, pϕ)[pϕ; ∆ψ1];

DL[∆ψ2] = −D2Π(ψ1, ψ2,φ, ϕ,pφ, pϕ)[pφ; ∆ψ2]−D2Π(ψ1, ψ2,φ, ϕ,pφ, pϕ)[pϕ; ∆ψ2].
(45)

Making use of the definition of both DΠ[pφ] and DΠ[pϕ] in (21) (by replacing {δφ, δϕ} with {pφ, pϕ}), both
sensitivities in (45) can be defined as

DL[∆ψ1] = −
∫
B0

∆ψ1

(
∂ψ1
P (ψ1(X), ψ2(X),F ,E0) : ∇0pφ + ∂ψ1

D0 (ψ1(X), ψ2(X),F ,E0) ·∇0pϕ︸ ︷︷ ︸
Gψ1

(X)

)
dV ;

DL[∆ψ2] = −
∫
B0

∆ψ2

(
∂ψ2P (ψ1(X), ψ2(X),F ,E0) : ∇0pφ + ∂ψ2D0 (ψ1(X), ψ2(X),F ,E0) ·∇0pϕ︸ ︷︷ ︸

Gψ2
(X)

)
dV,

(46)
where the partial derivatives {∂ψ1

P , ∂ψ2
P } and {∂ψ1

D0, ∂ψ2
D0} in (46) can be simply obtained from the definition

in equation (32), complying with the energy interpolation scheme in equation (31), yielding

∂ψ1
P (ψ1(X), ψ2(X),F ,E0) = p

(
ψ1(X)

)p−1
(
P 1 −

(
(ψ2(X))

p
P 2 + (1− (ψ2(X))

p
)P 3

))
; (47a)

∂ψ2
P (ψ1(X), ψ2(X),F ,E0) = p

(
1− (ψ1(X))

p
)(
ψ2(X)

)p−1(
P 2 − P 3

)
; (47b)

∂ψ1
D0(ψ1(X), ψ2(X),F ,E0) = p

(
ψ1(X)

)p−1
(
D01

−
(

(ψ2(X))
p
D02

+ (1− (ψ2(X))
p
)D03

))
; (47c)

∂ψ2
D0(ψ1(X), ψ2(X),F ,E0) = p

(
1− (ψ1(X))

p
)(
ψ2(X)

)p−1(
D02

−D03

)
. (47d)

As already stated, the sensitivities {DL[∆ψ1], DL[∆ψ2]}, dictate the evolution of both phase-field functions
{ψ1, ψ2}. This is shown in the following section.

3.4. Evolution of the phase-field functions

In order to describe the evolution of regions B1
0, B2

0 and B3
0 (when three different DE materials are considered),

a pseudo-time parameter τ ∈ [τ0, τm] is introduced. In this work, the evolution of the phase-field functions ψ1(X)
and ψ2(X), used to describe regions B1

0, B2
0 and B3

0, is carried out using the Allen-Cahn approach (see [42]). The
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following initial boundary value problem can be used for the evolution of each of the phase-field functions {ψ1, ψ2}
as 

∂τψi = κ∇2
0ψi − ∂ψi

(
1

4
Φ(ψi) + η Gψi(X)h(ψi)

)
; in B0 × [τ0, τm];

0 = ∇0ψi · N |∂B0
; on ∂B0 × [τ0, τm];

ψi|τ0 = ψ0
i ; in B0;

i = {1, 2}. (48)

In equation (48), κ ≥ 0 and η ≥ 0, Gψ1(X) and Gψ2(X) are indeed the sensitivity per unit volume of the
Lagrangian L in (42) with respect to the phase-field functions {ψ1(X), ψ2(X)}, presented in equation (46). In
addition, in (48) Φ(ψi) and h(ψi) (for i = {1, 2}) are polynomials given by

Φ(ψi) = ψ2
i (1− ψi)2; h(ψi) = ψ3

i (6ψ2
i − 15ψi + 10); i = {1, 2}, (49)

where Φ(ψi) denotes the double well potential. Furthermore, h(ψi) in (49) represents a polynomial complying
with h′(ψi) = 30Φ(ψi) and h(0) = 0. The first term on the right-hand side of (48) represents a diffusion term
acting only acts on the phase transition region whilst the second term on the right-hand side of (48) involves the
sensitivities {Gψ1

,Gψ2
} in (46), in addition to the double well potential (refer to Figure 5). The variational form

for the evolution equation in (48) can be defined as∫
B0

∂τψiδψi dV = −
∫
B0

κ∇0ψi ·∇0δψi dV +

∫
B0

ψi(1− ψi)r(X, ψi)δψi dV ;

ψi|τ0 = ψ0
i ; in B0,

i = {1, 2} (50)

where δψi ∈ Vψi0 (with Vψi0 in (26)), i = {1, 2} are suitable virtual fields and the scalar field r(X, ψi) (i = {1, 2})
are given by

r(X, ψi) = ψi −
1

2
− 30ηGψi(X)ψi(1− ψi); i = {1, 2}. (51)

Material 1 Material 2 Material 3 

Material 1 

Composite with 
Materials 2 and 3

Figure 5: Double well potential representation. Left: double well for phase-field function ψ1(X), modelling the transition between
Material 1 and the composite material with phases corresponding to Materials 2 and 3. Right: double well for phase-field function
ψ2(X), modelling the transition between Material 2 and Material 3.

Remark. In order to permit an independent evolution of both phase-field functions {ψ1(X), ψ2(X)} at each of
the various layers across the thickness of the device, we only enforce C0 continuity for both functions within each
layer. This entails that both functions {ψ1(X), ψ2(X)} are discontinuous in the thickness direction exactly at the
interface between elastomeric layers, but continuous within every layer.

3.5. Pseudo-time marching scheme

Following [42] and considering the pseudo-time interval [τn, τn+1] with ∆τ = τn+1−τn, a semi-implicit one-step
marching scheme can be used to advance the solution from ψni to ψn+1

i via time discretisation of (50) as

T (ψn+1
i ) =

∫
B0

[(
ψn+1
i − ψni

∆τ

)
δψi + κ∇0ψ

n+1
i ·∇0δψi − S(ψni , ψ

n+1
i )r(X, ψni )δψi

]
dV = 0; i = {1, 2},

(52)
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with

S(ψni , ψ
n+1
i ) =

{
ψn+1
i (1− ψni ); if r(X, ψni ) ≤ 0;

ψni (1− ψn+1
i ); if r(X, ψni ) > 0.

(53)

Solution of the linear equation (52) is obtained as

DT (ψi)[∆ψi] = −T (ψni ); ψn+1
i = ψni + ∆ψi; i = {1, 2}. (54)

3.6. Algorithmic flowchart

Algorithm 1 summarises the flowchart of actions of the phase-field-based multi-material design platform.

Algorithm 1 Pseudo-code of phase-field multi-material topology optimisation approach

Initialisation of phase-field functions {ψ1(X), ψ2(X), . . . , ψN−1(X)}

Initialise pseudo-time: τ = 0

Solve {φ, ϕ} from optimality condition (43)

Solve {pφ, pϕ} from optimality condition (44)

Evaluate objective function J (φ)|τ=0

Set optimisation parameters {∆τ, κ, η} for (52)-(53)

Define optimisation tolerance (tol.) and variable e > tol.

while e > tol. do
τ ← τ + ∆τ

Get sensitivities Gψi (i = {1, 2, . . . , N − 1}) from (46)

Evolve phase-field functions ψi (i = {1, 2, . . . , N − 1}) using (52)-(53)

if ψi > 1 then
ψi = 1

else
Do not correct

end if

if ψi < 0 then
ψi = 0

else
Do not correct

end if

Solve {φ, ϕ} from optimality condition (43)

Solve {pφ, pϕ} from optimality condition (44)

Evaluate objective function J (φ)|τ
Define e = J |τ − J |τ−∆τ

end while

4. Numerical examples

This section presents a series of numerical examples with the aim of evaluating the proposed multi-material
topology optimisation formulation. In all the examples included, tri-quadratic Finite Element interpolations for
both displacement and electric potential fields have been considered. The underlying reason for this specific choice
of interpolation lies on the nearly-incompressible nature of DEs and the consideration of DE devices with extremely
small thickness (in comparison with the in-plane dimensions of the device). These two features pose limitations
for the consideration of low order finite element discretisations, as these tend to exhibit various sources of locking,
i.e. volumetric and bending locking [73, 74].

In all the examples, three different DE materials will be considered. These will be denoted as Material 1,
Material 2 and Material 3, in order to be consistent with the notation used in Section 3. The constitutive model
of the three materials comprises a Mooney-Rivlin model (see equation (7)) for the mechanical contribution of the
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free energy density, namely Ψm(F ), and an ideal dielectric elastomer (see equation (10)) for the electromechanical
energy contribution Ψem(F ,E0). The difference between the three materials resides in the material parameters
used. The values for these can be found in Table 1.

µ1 (Pa) µ2 (Pa) λ (Pa) εr {fm, fe}

Material 1 5× 104 5× 104 108 4.8 -

Material 2 15× 104 15× 104 3× 108 24 fm = 3, fe = 5

Material 3 1.5× 104 1.5× 104 3× 107 0.048 fm = 0.3, fe = 0.01

Table 1: Material parameters for the constitutive model used for Material 1, Material 2 and Material 3. See equations (7) and (10).
Parameters {fm, fe} represent the mechanical and electrical contrasts, which scale the material parameters of the models for Material
2 and Material 3 with respect to those of Material 1.

As it can be seen from Table 1, Material 2 is stiffer than Material 1. However, its relative permittivity εr is
larger, which may enable Material 2 to undergo larger electrically induced deformations than Material 1 for the
same value of applied electric field. On the other hand, Material 3, although being the most flexible of the three
materials, has a very low electric permittivity, being practically inactive from the electromechanical standpoint.
The most optimal combination of these materials with the aim of attaining a given target configuration is therefore,
far from intuitive. The objective of the following numerical examples is, therefore, to test the ability of the topology
optimisation framework developed to propose optimal solutions for the topology of the regions where Material 1,
Material 2 and Material 3, need to be placed in the most convenient manner with a shape morphing objective in
mind.

4.1. Numerical example 1

In this example, the geometry depicted in Figure 6a is considered. The initial seed for the two phase-field
functions {ψ1(X)|τ=0 , ψ2(X)|τ=0} (τ representing the pseudo-time parameter at τ = 0) at the three layers across
the thickness is shown in Figure (6)b (all layers are initialised identically), where the red colour corresponds with
ψi(X)|τ=0 = 1, i = {1, 2} whilst the blue color corresponds with ψi(X)|τ=0 = 0, i = {1, 2}. The Finite Element
discretisation of the geometry is shown in Figure 6a, with a total of 98415 nodes for both unknown fields {φ, ϕ}.

Two different shape morphing configurations have been studied in this example, Specifically, these corresponds
with two different actuation modes, denoted as actuation mode 1 and actuation mode 2. Actuation mode
1 is achieved by minimising the vertical (Z direction) displacement of control points {B,D} (see Figure 6a), whilst
maximising that of points {A,C}. Actuation mode 2 is achieved through maximisation and minimisation of
the vertical (Z direction) displacement of points {B,A,D,C} and {E,H,G,C}, respectively. The mathematical
expressions for their associated objective functions are the following

J (φ)|mode1 =− (φ(XA)−XA + φ(XC)−XC) ·E3︸ ︷︷ ︸
Maximisation

+ (φ(XB)−XB + φ(XD)−XD) ·E3︸ ︷︷ ︸
Minimisation

; (55a)

J (φ)|mode2 =− (φ(XB)−XB + φ(XA)−XA + φ(XD)−XD + φ(XC)−XC) ·E3︸ ︷︷ ︸
Maximisation

+ (φ(XE)−XE + φ(XH)−XH + φ(XG)−XG + φ(XF )−XF ) ·E3︸ ︷︷ ︸
Minimisation

. (55b)

Figure 7a shows the result of the topology optimisation algorithm for the objective function corresponding with
actuation mode 1. Specifically, the regions where Material 1, Material 2 and Material 3 need to be placed at
each of the three layers across the thickness are shown. Notice that these regions can be inferred from the values
of the phase-field functions {ψ1(X), ψ2(X)} according to equation (27). In addition, the electrically induced
deformation attained after the application of a voltage difference of value ∆ϕ = 2 × 103 (V) is also displayed
in Figure 7a. Clearly, the final shape of the electrically deformed DE design is in agreement with the objective
function J (φ)|mode1 in equation (55a).

On the other hand, Figure 7b shows the result of the topology optimisation algorithm for the objective function
corresponding with actuation mode 2, displaying the regions where Material 1, Material 2 and Material 3 need
to be placed at each of the three layers across the thickness. In addition, the electrically induced deformation
attained after the application of a voltage difference of value ∆ϕ = 2×103 (V) is also displayed in Figure 7b. Clearly,
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Figure 6: Example 1. (a) Geometry of the DE with radius R = 0.035 (m) and thickness of each of the three layers of R/128. Also
shown the control points for inducing the desired actuation modes when electrical actuation is applied; (b) Common initial seed for
the two phase-field functions {ψ1(X), ψ2(X)} for the three layers.
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Figure 7: Example 1. Top: electrically induced deformation for optimal result corresponding with actuation mode 1, characterised
by distribution of Material 1, Material 2 and Material 3 shown at each of the three layers. Bottom: electrically induced deformation
for optimal result corresponding with actuation mode 2, characterised by distribution of Material 1, Material 2 and Material 3
shown at each of the three layers.
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the final shape of the electrically deformed DE design is in agreement with the objective function J (φ)|mode2 in
equation (55b).

Notice that the objective functions considered for this example in equation (55) tend to maximise or minimise
the displacement of specific control points. In that sense, this example does not strictly correspond with a true
shape morphing application, where the distance to a predefined target shape is typically sought, in agreement with
the expression in equation (40). This will be the object of the following two numerical examples.

4.2. Numerical example 2

In this example, the geometry depicted in Figure 8a is considered. The initial seed for {ψ1(X)|τ=0 , ψ2(X)|τ=0}
at the three layers across the thickness is shown in Figure 8b (all layers are initialised in the same manner), where
the red colour is associated with a value of ψi(X)|τ=0 = 1, i = {1, 2} whilst the blue color is associated with
ψi(X)|τ=0 = 0, i = {1, 2}. The different initialisation corresponds to the two different geometries considered,
associated with the two actuation modes explored in this example. These will be denoted again as actuation
mode 1 and actuation mode 2. They are described in the next paragraph. The Finite Element discretisation,
with a total of 113967 nodes for both unknown fields {φ, ϕ}, is also shown in Figure 8b.

electrodes
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Figure 8: (a) Geometry of the DE. {LX , LY } = {0.05, 0.01} and thickness h = LX/360 for actuation mode 1. {LX , LY } =
{0.05, 0.005} and thickness h = LX/360 for actuation mode 2. (b) Common initial seed for the two phase-field functions
{ψ1(X), ψ2(X)} for the three layers for the two actuation modes considered in this example.

Two different designs have been investigated for the DE layout described above. These correspond with two
different actuation modes described as follows. Actuation mode 1 is induced by generating an electrically
induced deformation similar to letter L, whereas actuation mode 2 is induced by generating an electrically
induced deformation similar to letter S. This has been mathematically enforced by defining the target configuration
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φ? for both actuation modes as

(φ? −X) ·E1|mode1 =


0, X <

LX
2

−
(
X − LX

2

)
, X >=

LX
2

(56a)

(φ? −X) ·E3|mode1 =


0, X <

LX
2(

X − LX
2

)
, X >=

LX
2

(56b)

(φ? −X) ·E3|mode2 =
LX
2

( tanh(βη) + tanh(β(X/LX − η))

tanh(βη) + tanh(β(1− η))

)
; β = 4, η = 0.5. (56c)

Figure 9: Example 2. Top: electrically induced deformation for optimal result corresponding with actuation mode 1, characterised
by distribution of Material 1, Material 2 and Material 3 shown at each of the three layers. Bottom: electrically induced deformation
for optimal result corresponding with actuation mode 2, characterised by distribution of Material 1, Material 2 and Material 3
shown at each of the three layers. In both designs, a composition is shown were three additional devices are placed at 90, 180 and 270
degrees with respect to the optimal design, in order to illustrate the gripping possibilities of the resulting device.

Figure 9a shows the result of the topology optimisation algorithm for the objective function corresponding
with actuation mode 1. Specifically, the regions where Material 1, Material 2 and Material 3 need to be
placed at each of the three layers across the thickness are shown. Notice that these regions can be inferred from
the values of the phase-field functions {ψ1(X), ψ2(X)} according to equation (27). In addition, the electrically
induced deformation attained after the application of a voltage difference of value ∆ϕ = 1250 (V) is also displayed
in Figure 9a. Clearly, the final shape of the electrically deformed DE design is in agreement with the target
configuration in equation (56b).
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On the other hand, Figure 9b shows the result of the topology optimisation algorithm for the objective function
corresponding with actuation mode 2, displaying the regions where Material 1, Material 2 and Material 3 need
to be placed at each of the three layers across the thickness. In addition, the electrically induced deformation
attained after the application of a voltage difference of value ∆ϕ = 5000 (V) is also displayed in Figure 9b. Clearly,
the final shape of the electrically deformed DE design is in agreement with the target configuration in equation
(56c).

Optimal solution

Target Shape

Target Shape

Optimal solution

Undeformed configuration

(a) (b)

Figure 10: Example 2. Target shape (trans-lucid) and optimal design (red colour) for the actuation modes in (56b) and (56c).

Figure 10 shows the comparison between the optimal solution provided by the topology optimisation algorithm
and the target shape defined in both equations (56c) and (56b) for both actuation modes. As it can be observed,
an absolutely perfect matching between both configurations might not be obtained. This is obvious in the case
of actuation mode 1, where it is logical to guess that the corner features of the target configuration might
be difficult to be perfectly reproduced by the optimal solution. Nonetheless, away from the corner, the overall
agreement seems qualitatively reasonable. For actuation mode 2, although a perfect match is not obtained, the
agreement between both configurations is more reasonable than in actuation mode 1.

4.3. Numerical example 3

In this example, the geometry depicted in Figure 11a is considered. The initial seed for {ψ1(X)|τ=0 , ψ2(X)|τ=0}
at the three layers across the thickness is shown in Figure 11b (all layers are initialised in the same manner), where
the red colour is associated with a value of ψi(X)|τ=0 = 1, i = {1, 2} whilst the blue color is associated with
ψi(X)|τ=0 = 0, i = {1, 2}. The Finite Element discretisation, yielding a total of 113400 nodes for both unknown
fields {φ, ϕ}, is also shown in Figure 11.

Two different designs have been investigated for the DE layout described above. These correspond with two
different actuation modes denoted as actuation mode 1 and actuation mode 2. The target configuration φ?

for each of these actuation modes is described as

(φ? −X) ·E3|mode1 = 0.2Rout (1− cos(2θ)) ; (φ? −X) ·E3|mode2 = 0.1Rout (1− cos(4θ)) , (57)

where θ ∈ [0, 2π] parametrises in the circumferential direction the geometry in Figure 11.
Figure 12a shows the result of the topology optimisation algorithm for the objective function corresponding

with actuation mode 1. Specifically, the regions where Material 1, Material 2 and Material 3 need to be
placed at each of the three layers across the thickness are shown. Notice that these regions can be inferred from
the values of the phase-field functions {ψ1(X), ψ2(X)} according to equation (27). In addition, the electrically
induced deformation attained after the application of a voltage difference of value ∆ϕ = 1000 (V) is also displayed
in Figure 12a. Clearly, the final shape of the electrically deformed DE design is in agreement with the target
configuration in equation (57)a.

On the other hand, Figure 12b shows the result of the topology optimisation algorithm for the objective function
corresponding with actuation mode 2, displaying the regions where Material 1, Material 2 and Material 3 need
to be placed at each of the three layers across the thickness. In addition, the electrically induced deformation
attained after the application of a voltage difference of value ∆ϕ = 1000 (V) is also displayed in Figure 12b.
Clearly, the final shape of the electrically deformed DE design is in agreement with the target configuration in
equation (57)b.
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(b)

Figure 11: Example 1. (a) Geometry of the DE with outer and inner radius of Rout = 0.05 (m) and Rin = 0.04 (m), and with
thickness of h = Rout/180 (m); (b) Common initial seed for the two phase-field functions {ψ1(X), ψ2(X)} for the three layers across
the thickness.
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Figure 12: Example 1. Top: electrically induced deformation for optimal result corresponding with actuation mode 1, characterised
by distribution of Material 1, Material 2 and Material 3 shown at each of the three layers. Bottom: electrically induced deformation
for optimal result corresponding with actuation mode 2, characterised by distribution of Material 1, Material 2 and Material 3
shown at each of the three layers

Optimal solution

Target Shape Target Shape

Optimal solution

(a) (b)

Figure 13: Example 3. Target shape (trans-lucid) and optimal solutions (red colour) for both actuation modes in (57)a and (57)b.
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(a) (b)

Figure 14: Example 3. Evolution of the objective function J (φ) associated with the target configuration for actuation mode 1 and
actuation mode 2 in equations (57)a and (57)b. J has been scaled with respect to its initial value at iteration 1. Distribution of
Material 1, Material 2 and Material 3 at the initial topology optimisation iteration and the end of it (converged design).

Figure 13 shows the comparison between the optimal solution provided by the topology optimisation algorithm
and the target shape defined in both equations (57)a and (57)b for both actuation modes. As it can be observed, the
agreement between the optimisation-driven result and the target configuration is very good although not perfect.
Finally, Figure 14 displays the smooth evolution of the respective objective functions J for both actuation mode
1 and actuation mode 2.

5. Conclusions

This work has presented a novel engineering strategy for the design of DE-based actuators, capable of attaining
complex electrically induced shape morphing configurations. In this approach, a multilayered DE prototype,
interleaved with compliant electrodes spreading over the entire faces of the DE, has been considered. Efficient
combination of several DE materials, characterised by different material properties, within each of the multiple
layers of the device has been sought. Crucially, the resulting layout allows for the generation of heterogeneous
electric fields within the device due to the spatial variation of the material properties within the layers and across
them.

A novel computational framework has been developed in order to facilitate the design of new prototypes
capable of attaining predefined electrically induced target configurations. The crucial ingredient of the proposed
methodology lies on the development of a novel phase-field driven multi-material topology optimisation framework
allowing for the consideration of several DE materials with different material properties, favouring the development
of heterogeneous electric fields within the prototype. Although the numerical examples analysed have considered
the combination of three different DE materials, the proposed multi-material framework can be generalised in
order to handle an arbitrary number of different N DE materials. This can be done by means of the consideration
of N − 1 phase-field functions, evolving independently over the different layers across the thickness of the device
through N − 1 Allen-Cahn type evolution equations per layer.

A series of challenging proof-of-concept numerical examples has been included in order to assess the applicability
of the proposed methodology. In all the examples, the final optimal designs permit to interpret, from the values
of the N − 1 phase-field functions, the topology of the regions where the N different DE materials must be
conveniently placed in order to accomplish the underlying shape morphing objective.
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Appendix A. Finite Element spatial semi-discretisation

The various fields Y = {φ, ϕ,pφ, pϕ, ψ1, ψ2, . . . , ψN−1} are interpolated using Finite Element discretisations as

φ ≈
nφ∑
a=1

Nφa φ
a; ϕ ≈

nϕ∑
a=1

Nϕ
a ϕ

a; pφ ≈
nφ∑
a=1

Nφa p
a
φ; pϕ ≈

nϕ∑
a=1

Nϕ
a p

a
ϕ; ψi ≈

nψi∑
a=1

Nψi
a ψai , i = {1, 2, . . . , N − 1},

(A.1)
where NY

a correspond with the nodal shape function associated with the field Y and node a of the discretisation.
Furthermore, nY denotes the number of nodes associated with discretisation of field Y , and Ya is the nodal
value of the field Y . Moreover, N represents the total number of different DE materials combined to achieve a
desired target configuration. Following a Bubnov-Galerkin type approach, identical discretisation is used for the
corresponding virtual fields δY . Finally, the same spatial discretisation is also used for corresponding unknown
fields and adjoint states.

Appendix A.1. Spatial discretisation of the optimality conditions with respect to the adjoint states

The two optimality conditions in equation (43), for the specific case where N = 2 different DE materials are
considered, can be spatially discretised as

DΠ(ψ1, ψ2,φ, ϕ)[δpφ] =

nφ∑
a=1

δpaφ ·R
pφ
a = 0; DΠ(ψ1, ψ2,φ, ϕ)[δpϕ] =

nϕ∑
a=1

δpaϕR
pϕ
a = 0, (A.2)

where the nodal residual components R
pφ
a and R

pϕ
a are given by

R
pφ
a =

∫
B0

P (ψ1, ψ2,F ,E0)∇0N
φ
a dV −

∫
B0

fNφa dV −
∫
∂tB0

t0N
φ
a dA;

Rpϕa =

∫
B0

D0 (ψ1, ψ2,F ,E0) ·∇0N
ϕ
a dV +

∫
B0

ρ0N
ϕ
a dV +

∫
∂ωB0

ω0N
ϕ
a dA,

(A.3)

with P (ψ1, ψ2,F ,E0) andD0 (ψ1, ψ2,F ,E0) defined according to equation (32). Solution of the discrete nonlinear
optimality conditions (A.2) is carried out via the Newton-Raphson iterative strategy (23), yielding the discrete
counterparts of equation (25), i.e.

D2Π(ψ1, ψ2,φ, ϕ)[δpφ; ∆φ] =

nφ∑
a=1

nφ∑
b=1

δpaφ ·K
φφ
ab ∆φb; D2Π(ψ1, ψ2,φ, ϕ)[δpφ; ∆ϕ] =

nφ∑
a=1

nϕ∑
b=1

δpaφ ·K
φϕ
ab ∆ϕb;

D2Π(ψ1, ψ2, ,φ, ϕ)[δpϕ; ∆φ] =

nϕ∑
a=1

nφ∑
b=1

δpaϕ

(
Kφϕ
ba

)T
∆φb; D2Π(ψ1, ψ2,φ, ϕ)[δpϕ; ∆ϕ] =

nϕ∑
a=1

nϕ∑
b=1

δpaϕK
ϕϕ
ab ∆ϕb,

(A.4)

where {φb, ϕb} represent the nodal unknowns, with the stiffness tangent contributions Kφφ
ab , Kφϕ

ab and Kϕϕ
ab

expressed as (
Kφφ
ab

)
ij

=

∫
B0

(
∇0N

φ
a

)
I

(C (ψ1, ψ2,F ,E0))iIjJ (∇0N
φ
b )J dV ;(

Kφϕ
ab

)
i

=

∫
B0

(
∇0N

φ
a

)
I

(
PT (ψ1, ψ2,F ,E0)

)
iIJ

(∇0N
ϕ
b )

J
dV ;

Kϕϕ
ab = −

∫
B0

∇0N
ϕ
a · ε (ψ1, ψ2,F ,E0)∇0N

ϕ
b dV,

(A.5)

with {C,P , ε} defined according to (34).

Appendix A.2. Spatial discretisation of the optimality conditions with respect to the unknown fields

Discretisation of the optimality conditions (44) yields the following linear system of equations,

DL(ψ1, ψ2,φ, ϕ,pφ, pϕ)[δφ] = −
nφ∑
a=1

nφ∑
b=1

δφa ·Kφφ
ab p

b
φ −

nφ∑
a=1

nϕ∑
b=1

δφa ·Kφϕ
ab p

b
ϕ +

nφ∑
a=1

δφa ·R
J
a = 0; (A.6a)

DL(ψ1, ψ2,φ, ϕ,pφ, pϕ)[δϕ] = −
nϕ∑
a=1

nφ∑
b=1

δϕa
(
Kφϕ
ba

)T
pbφ −

nϕ∑
a=1

nϕ∑
b=1

δϕaKϕϕ
ab p

b
ϕ = 0, (A.6b)
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where {pbφ, pbϕ} represent the nodal unknown fields. In addition, for the objective function in (40), the residual

vector RJa corresponding to the discretisation of DJ (φ)[δφ] yields

RJa =

∫
D

(φ− φ∗)Nφb dV. (A.7)

Appendix A.3. Computation of the sensitivity and evolution of the phase field equation

The spatial discretisation of the phase field evolution equation (52) yields

nψi∑
a=1

nψi∑
b=1

δψaiK
ψiψi
ab ∆ψbi =

nψi∑
a=1

δψai R
ψi
a ; i = {1, 2}, (A.8)

where the stiffness matrix component Kψiψi
ab and the residual component Rψia are expressed as

Kψiψi
ab =

∫
B0

(
1

∆τ
Na
ψiN

b
ψi + κ∇0N

a
ψi ·∇0N

b
ψi +Na

ψiN
b
ψiP (ψni )r(X, ψni )

)
dV ;

Rψia =

∫
B0

(
ψni
∆τ

+Q(ψni )r(X, ψni )

)
Na
ψi dV,

(A.9)

where

P (ψni ) =

{
(ψni − 1); if r(X, ψni ) ≤ 0;

ψni ; if r(X, ψni ) > 0;
Q(ψni ) =

{
0; if r(X, ψni ) ≤ 0;

ψni ; if r(X, ψni ) > 0.
(A.10)

For numerical reasons, the term r(X, ψn), whose expression is given in equation (51), is slightly modified,
being defined as

r(X, ψi) = ψi −
1

2
− 30ηG̃ψi(X)ψi(1− ψi); i = {1, 2}, (A.11)

where G̃ψ1 are the dimensionless counterparts of Gψi in (46), defined as

G̃ψi(X) =
Gψi(X)

||Gψi ||
, (A.12)

where the vectors Gψi (i = {1, 2}) emanate from the Finite Element discretisation of DL[∆ψi] in (46), namely

Gψi =

∫
B0

Gψi(X)Na
ψi dV ; i = {1, 2}. (A.13)
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