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Abstract
Aeroelasticity is the science that investigates the mutual interaction between aerody-

namic, elastic, and inertia forces and how this affects the static and dynamic structural

response. Aeroelastic models can be defined considering different levels of fidelity de-

pending on the models’ aim. Gust loads are among the most critical cases an aircraft

can encounter, and so mitigating the loads enables the design of a lighter structure,

consequently reducing production and fuel consumption costs. Hinged wingtips have

shown potential to improve the wing aerodynamic performance while alleviating struc-

tural loads. The aim of this work is the numerical and experimental study of aeroelastic

wings with hinged wingtips subjected to gusts. Measurements from wind tunnel tests

are used to validate the numerical model. Two numerical models, representative of the

same aircraft with hinged wingtips subjected to gusts, were considered, a detailed and a

simplified one. The latter model, due to its low number of degrees of freedom, was used

for wingtip design optimisation. Gust and turbulence events cannot be measured di-

rectly, but they can be identified from in-flight measurements. Cubic B-spline functions

were used for gust identification considering simulated flight data from the simplified and

detailed models. Results have shown the ability of the simplified model to identify the

gust and turbulence considering simulated data from the detailed model. To validate

the numerical models, a gust generator was designed, installed and commissioned for

the Swansea University wind tunnel. Experimental results have shown the difficulty of

creating a perfect ‘1-cos’ gust at the desired location. Two techniques to improve the

‘1-cos’ gust were considered. In the first case, the transfer function between the vane

rotation and the gust produced at the aircraft model location was identified, and its in-

verse was used to calculate the vane rotation. The improvements using this approach are

limited by the strong nonlinearity of the aerodynamics. A parametric study of the vane

rotation has shown that a more complicated vane rotation function allows ‘1-cos’ gusts

at the aircraft model location to be obtained with a mean square error two orders of

magnitude smaller than the initial case. An elastic wing able to accommodate different

wingtips was manufactured. Three wingtips, namely a fixed wingtip, a hinged wingtip,

and a hinged wingtip with a torsional spring at the hinge were considered. Static and

dynamic wind tunnel tests have shown the potential of hinged wingtips in reducing wing

gust loads. Measured gust loads were used to validate the aeroelastic models.
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Chapter 1

INTRODUCTION

1.1 Motivation

Since the Wright brothers’ first flight in 1903, the aerospace industries have been con-

stantly growing and modernizing. In the last century, remarkable progress in aircraft

design and flight operations has been achieved, making a revolution in transporting peo-

ple and goods. The aviation industry is considered to have the fastest growth in the

transport sector [23]. Pre-COVID-19 pandemic the number of global aviation passengers

was predicted to double by the year 2037 [24]. This will increase air traffic and hence

higher pollution rates. The primary pollutant emitted by aircraft engines in operations

is carbon dioxide (CO2). Figure 1.1 show the CO2 emission forecast up to the year 2040.

The CO2 emissions of all flights departing from the European Union (EU28) and the Eu-

ropean Free Trade Association (EFTA) increased from 88 to 171 million tonnes (+95%)

between 1990 and 2016. Between 2005 and 2014, the efficiency gain was insufficient to

counterbalance the increase in CO2 emitted due to the growth in the number of flights,

aircraft size, and flown distance. Future CO2 emissions under the base traffic forecast

and advanced technology scenario are expected to increase [1]. This translates to the

need for more efficient and sustainable aircraft.

The Breguet formula expresses the performance of an aircraft in terms of maximum

achievable range as a function the aerodynamic, structural and engine design parameters

1
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Figure 1.1: CO2 emission forecast (directly adapted from[1])

as

RAC =
V

g

1

SFC

CL

CD

ln
Wi

Wf

(1.1)

where V is the flight speed, g is the gravitational field, SFC is the specific fuel con-

sumption, CL and CD are the lift and drag coefficients and Wi and Wf are the initial

and final weights respectively. This relation suggests that to improve the aircraft range

the designers can:

� maximise the cruise speed,

� improve the engine efficiency,

� improve the aerodynamic efficiency by maximising the lift/drag ratio,

� minimise the structural weight, thus minimising the final weight.

Although improvements in structural weight and aerodynamics can be made in isolation,

they have to be considered together to obtain the most significant benefit due to their

strong interaction. A considerable contribution, usually 30%–40% of the overall drag, is

lift-induced drag. For a planar wing with an elliptical lift distribution, the lift-induced

drag can be estimated as

CDi =
C2

L

πeAR
(1.2)

where e is the wing span efficiency andAR is the wing aspect ratio (defined asAR = b2/S,

where b is the wing span and S is the surface area). Equation (1.2) shows how the wing
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geometry influences the induced drag. The lift-induced drag is due to the tip vortices

created by the pressure difference on the lower and upper wing surfaces, and it can be

reduced by increasing the wingspan.

This thesis focuses on numerical and experimental studies of an aeroelastic wing with

hinged wingtips. This new concept allows the improvement of aerodynamic performance

while alleviating the structural loads, saving structural weight and, consequently, fuel

consumption. No considerations are provided regarding engines and their efficiency.

1.2 State of the Art

During flight, aircraft are expected to encounter atmospheric turbulence events with dif-

ferent levels of severity. Turbulence events not only reduce the comfort of the passengers

but also produce additional loads in the airframe and in the case of severe turbulence

events, the structure could be subjected to fatigue damage [25]. Turbulence can be con-

sidered as the air movement through which the aircraft passes where the component of

the air velocity normal to the flight path will change the effective incidence of the aero-

dynamic surface, the aerodynamic forces will change, and consequently, the dynamic

response of the aircraft will also change [20]. The dynamic loads are significant and

aircraft designers must ensure that the airworthiness requirement is met, i.e. the aircraft

is able to withstand vertical and lateral discrete gusts and turbulence.

Atmospheric gusts and turbulence increase airframe loads and significantly affect aircraft

ride quality and comfort. Until the early 1930s, airframes were designed to support

flight manoeuvre load conditions alone. The flexible, dynamic structural response was

incorporated in the mid-1950s. Over the past few decades, the fidelity and accuracy

of the models have improved, flight control systems have become more critical in the

analysis, and the methods and techniques codified in terms of airworthiness standards.

Gust loads are among the most critical cases an aircraft can encounter, so mitigating the

loads enables the design of a lighter structure, consequently reducing production and fuel

consumption costs. Furthermore, the fatigue life of the structure is also increased by the

alleviation of the loads. To optimise the wing load distribution, academic and aircraft

manufacturer communities have proposed different strategies [26, 27]. Load alleviation

strategies are divided into two categories, active and passive load alleviation. Active load

alleviation systems use information from sensors to drive the position of control surfaces

to reduce the loads. Passive load alleviation techniques are based on the capability of
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the structure to deform, limiting the loads when certain types of perturbation, such as

wind gusts, occur.

In the rest of this section, a literature review is provided showing the main active and pas-

sive load alleviation approaches explored with a particular emphasis on hinged wingtips,

the techniques developed to recover from in-flight data gusts and turbulence events, and

the approach followed to validate numerical models experimentally.

1.2.1 Active Load Alleviation

Passive load alleviation devices have been developed and applied more recently within

the aeronautical industry than active approaches. Traditional aircraft designed using

aluminium alloys, fixed-wing geometries, a more conservative design approach, and stan-

dard wing structural elements (primarily spars with transverse ribs) have led to quite

stiff aircraft structures unable to exploit the flexible effects characterising the passive

load alleviation strategies. Active Gust Load Alleviation (GLA) is not a new topic, for

example in 1974 investigations were performed on the Lockheed C-5A fatigue issues lead-

ing to the development of the ‘Active Lift Distribution Control System’ [28]. Initially,

GLA was implemented either to fix a developing problem or to provide enhancements to

existing aircraft. Over the past few decades, the fidelity and accuracy of the models has

improved, flight control systems have become more critical in the analysis, and the meth-

ods and techniques have been codified in terms of airworthiness standards [25, 27]. Over

the years, two main strategies have been considered for the design of active GLA. The

first strategy is based on a feedback controller using motion measurements of some air-

craft points (primarily using accelerometers); the second approach uses a direct measure

of the turbulence and the use of a feedforward system to counteract it. These two strate-

gies can be combined together. Rynaski et al. [29] suggests a dual feedforward-feedback

arrangement, where the feedback using the smaller surfaces increases the natural frequen-

cies and damping ratio of the structural modes, while the feedforward using the primary

control surfaces alleviates the rigid body modes of the aircraft. In the last decades,

many GLA systems have been implemented on numerous aircraft, such as the Lockheed

C-5A/L-1011-500, Boeing B-1 and Airbus A320/A330/A340/A380/A350, although very

little information is available in the public domain. An accurate survey on the main

milestones of the development of active GLA systems is provided by Regan and Jutte

[27].

Recently various works have shown that the Doppler LIDAR (Light Detection and Rang-

ing) wind speed sensor is a mature, reliable, and compact technology for in-flight mea-

surement systems, able to give information about the airspeed at different distances from
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the sensor [30, 31] and can be used for active GLA [32–35].

Aeroelastic modelling for gust response is a relatively mature technology and is a crucial

element during the design of new aircraft. The structure of recent flexible and lighter-

weight aircraft has become more elastic, and the separation between flexible and rigid

body modes has been reduced. Therefore flutter suppression, gust load alleviation, and

flying qualities need to be treated simultaneously [27].

1.2.2 Passive Load Alleviation

Passive load alleviation strategies are of considerable interest since they do not need

sensors and actuators that introduce weight, require power, and risk failure. However,

passive approaches are based on fluid-structure interaction effects, therefore the perfor-

mance may not be satisfactory for all the points of the flight envelope.

Aeroelastic tailoring

Aeroelastic tailoring can be defined as “the incorporation of directional stiffness into an

aircraft structural design to control aeroelastic deformation, static or dynamic, in such

a fashion as to affect the aerodynamic and structural performance of that aircraft in a

beneficial way” [36]. The objectives associated with aeroelastic tailoring include, but

are not limited to, weight minimisation, increasing flutter or divergence speed, reducing

stress, increasing lift, reducing drag and avoiding skin buckling.

The design concepts of aeroelastic tailoring are not at all new. In 1949 Munk et al. [37]

oriented the wood’s fibers of the blades of a fixed-pitch propeller in such a way that they

twist elastically and favorably as the thrust changes. Almost 20 years later, the idea

to passively control the wing incidence due to flexural distortion was again proposed by

General Dynamics as part of a program to improve transonic performance [36]. Indeed,

the use of advanced composite material was proposed to provide the best wing ‘shape’

(primarily twist distribution) at both cruise and a design maneuver condition. The

authors exploit the anisotropy of composite material to create coupling between bend-

ing and torsion deformation. At this time, the name ‘aeroelastic tailoring’ was coined

[36]. Figure 1.2 summarises possible aeroelastic benefits of laminate tailoring. The wing

‘primary stiffness’ direction “refers to the points where the structure exhibits the most

resistance to bending deformation” [36]. This location can be tailored using stiffeners,

ribs, or skin to move the axis fore or aft of the conventional elastic axis changing the

wing’s bending and torsional stiffness and the degree of coupling between the two. The

structural reference axis is the conventional wing structure elastic axis. The wing will

have bend twist coupling when the primary stiffness axis is not coincident with the
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Figure 1.2: Effects that the location of the primary stiffness direction has on the charac-
teristics of the wing (directly adapted from [2]).

structural reference axis. The ‘wash-out’ appears when the primary stiffness direction

is moved forward of the structural reference axis, so the bending twist coupling causes

the wing to have leading-edge down characteristics. The ‘wash-in’ appears when the pri-

mary stiffness direction is moved aft of the structural reference axis, so the bending-twist

coupling causes the wing to have leading edge-up characteristics. Moving the primary

stiffness axis in either direction produces desirable changes in wing performance, but the

two directions involve trade-offs with each other [2, 38]. Over the years, researchers have

spent a great effort on the topic of aircraft aeroelastic tailoring. It has been used with

different objectives such as: weight minimisation, flutter control, divergence, stress, roll

reversal, control effectiveness, lift, drag, skin buckling, and fatigue [2].

1.2.3 Hinged Wingtip

While GLA plays a crucial rule, great efforts have been made to find techniques that

reduce aerodynamic drag. A simple technique to reduce lift-induced drag is to increase

the wingspan. However, such a design solution has some limitations related to the

maximum aircraft dimensions allowed at airports and also to the increase in bending

moments along the wing. A possible solution to the first problem is to use a folding

wing that can be employed on the ground. An example of this technique is the latest

version of the Boeing B777X, which, through the use of wingtips, the wingspan will be

7 meters longer than that of the original B777. Figure 1.3a shows a Boeing B777X on

the ground with wingtip folded up, and Figure 1.3b shows the same model during fly

with the additional wingtip in a horizontal position. The folding wingtip capability will

be used only on the ground during taxi to and from the gates allowing the aircraft to



Chapter 1. Introduction 7

(a) B777X on the ground (b) BBB7X flying

Figure 1.3: B777X in different configurations (directly adapted from [3])

fit within the airport gate. Over the years folding wingtips have been used on a number

of aircraft [39]. The first known use of a hinged wing for GLA was on the Rey R.1

aircraft which made its first flight in 1949. The introduction of the hinged wings gave a

reduction of 60% in the stresses resulting from gust loads [40]. Each wing of the Rey R.1

is divided in two sections connected by rubber disk. The torsion of the rubber provides

the ‘spring action’ [41]. In the 1970s, the XB-70 Valkyrie, a large supersonic strategic

bomber, was developed. This design used folding wingtips that could pivot downwards

to control the lift-to-drag ratio at both low subsonic and supersonic speeds [39]. In

1999 Allen [4] introduced the concept of combining the benefits of a foldable winglet

for maximizing the wingspan of the aircraft during cruise operation while reducing wing

bending moments during extreme flight manoeuvrers. The foldable winglet is joined

to the aircraft wing via a hinge, and an actuator is mounted on the aircraft wing and

attached to the foldable winglet. In cruise, the winglet can be rotated from a vertical

position to a fully extended position wherein the winglet becomes an extension of the

wing. When the wing is subjected to severe loads, the loads overcome the action of the

actuator and pivot the winglet to the vertical position. Figure 1.4 shows a schematic

view of an aircraft having folding winglets in vertical and horizontal positions. Pitt-[5]

considered a straight wing of a modern aircraft and examined the capabilities of using a

hinge to produce aeroelastic tailoring. The author showed that the effect of moving the

wing fold line at a relative angle to the bend direction is similar to the pitch-bending

coupling of helicopter blades. Figure 1.5 shows a straight wing with a schematic view

of the wingtip wash-in and wash-out concept with different hinge sweep. In the case of

a straight hinge, the wing bending does not change the tip angle of attack. A positive

hinge line sweep is clockwise, looking down on the wing from leading edge to trailing edge.

For a positive hinge line sweep, the angle of attack is reduced at the tip of an upward

bending wash-out. In a classical wing without the hinge, the upward bending generally

corresponds to lift increasing on the wing. Thus, the positive hinge sweep acted as a
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Figure 1.4: A schematic view of an aircraft having folding winglets (directly adapted from
[4]).

Figure 1.5: A schematic view of the wingtip ‘wash-in’ and ‘wash-out ’ concept due to hinge
wingtip (directly adapted from [5]).

static load relief mechanism in that as the lift increased, the local twist angle deceased,

subsequently reducing the lift. A negative swept hinge line resulted in wash-in with

bending. Pattinson et al. [42] showed the potential of a folding wingtip to alleviate the

wing loads by coupling a flexible multi-body dynamics solver with a computational fluid

dynamics coupled structural model. Wilson et al. [40] defined the flare angle as the angle

between the longitudinal axis of the aircraft and the hinge rotation axis. They showed

that for short-range aircraft, a zero stiffness flared hinge reduces gust and manoeuvre

loads. The use of a zero stiffness hinge could cause flutter which can be stabilized

via tip masses, the choice of hinge location and hinge flare angle. The choice of hinge

flare and hinge location has a small effect on the bending moment at the wing root.

Similarly Castrichini et al. [43] investigated the effects of using a folding wingtip as a
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load alleviation device considering a numerical aeroelastic model of a typical commercial

jet aircraft. In this work, they investigated the effect of hinge stiffness, damping, hinge

orientation and wingtip mass on the static loads, gusts loads and flutter behaviour. For

low hinge spring stiffness and wingtip mass, an increase in the hinge angle with respect

to the free stream direction allowed improved load alleviation capability. They showed

that in the case of a 25° hinge a low wingtip mass is beneficial for the flutter speed, while

a zero stiffness hinge with a high wingtip mass decreases the flutter speed. Castrichini

et al. [44, 45] investigated the effect of a passive nonlinear hinge spring to connect

the folding wingtip to the main wing. They showed that significant load alleviation

was possible when the system has a low overall stiffness around the trim equilibrium

point for a large enough range of deflection angles. Moreover, they showed that through

proper design of the wingtip device, it is possible to increase the wing aspect ratio

with a small increase, or even reduction, of the gust loads experienced by the aircraft.

Valente et al. [46] compared a high fidelity method for aeroelastic analysis with respect

to the traditional linear Doublet Lattice Method (DLM) in the case of a wing with a

Folding Wing Tip (FWT). Both linear and non-linear trim and gust response analysis

confirmed the capability of the FWT to alleviate bending moment and torque. The loads

calculated by the highly detailed method showed higher load alleviation performance

with respect to the one predicted by the DLM. Cheung et al. [6] performed a series

of low-speed wind tunnel tests using a flared-hinged folding wingtip device. Figure 1.6

shows the wing in the wind tunnel and the gust generator. They considered both steady

(a) Steady-state (b) Gust excitation

Figure 1.6: Folding wingin the Bristol wind tunnel (directly adapted from [6])

and dynamic aerodynamic conditions, in conjunction with variations in the stiffness

of the folding hinge. The steady aerodynamic tests for a stiff-hinge and a free-hinge

demonstrated that the folding wingtip is statically aerodynamically stable regardless

of hinge stiffness and measurements compared with aeroelastic predictions gave similar

trends. Numerical results generated by the MSC/NASTRAN aeroelastic models showed

similar trends to the experimental data in terms of gust load alleviation performance
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with respect to changes in hinge spring stiffness for different hinge angles. Moreover,

the achieved reduction from the wind tunnel measurements is higher than the predicted.

Cheung et al. [7, 47] added an aerodynamic surface into the wingtip to control the folding

action. Figure 1.7 shows the wing in the wind tunnel in a free-hinge configuration. In

Figure 1.7: Wing in the wind tunnel in a free-hinge configuration (directly adapted from
[7]).

a series of steady aerodynamic tests, they demonstrated that this device is capable of

maintaining the orientation of the wingtip over a range of wind tunnel velocities and

angles of attack. Moreover, they showed that actuating the secondary aerodynamic

surface could improve the load alleviation capability already achieved by the folding

wingtip alone. Castrichini et al. [48] showed that regardless of the 25% increment in

span, a free-hinge aircraft has the same handling qualities and dynamic response of the

baseline model with no wingtip extension. The authors suggested that the FWT could be

used both as a load alleviation device and to alleviate the roll-damping increment induced

by the longer span. Moreover, this increases the aileron authority with the consequent

weight-saving respect to the fixed-hinge aircraft that required a bigger aileron size. Ajaj

[49] confirmed that the introduction of the FWT has a minor influence on the handling

qualities regardless of the flare angle, fold angle, and wingtip size to the case of no

extension. The main effects are on the phugoid mode improving the damping due to the

increased drag at large fold angles, and the time constant for the spiral mode significantly

reduces, making this mode more stable. Healy et al. [50] experimentally validated the

use of FWT to significantly improve the roll performance of an aircraft with FWT when

compared to a fixed configuration of the same span. During the roll, the improved roll

performance is achieved by unloading the wingtip reducing the developed aerodynamic

roll damping, thus increasing the maximum roll rate of the aircraft. In addition, they

showed that the FWT reduces the time required to reach the steady-state roll rate and

increases the peak angular acceleration of a wing.
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Two experimental and one numerical works considered the nonlinear effects of hinged

wingtips. Firstly, based on the numerical and experimental evidence that hinged wingtips

can undergo large rotations, Healy et al. [51] explored, with wind tunnel tests, the effects

of the geometrical nonlinearities introduced due to the large deformation of the wingtip.

They found that changing the root angle of attack of the model can vary the flutter speed

by over 25%. Secondly, Healy et al. [52] considered the dynamic behaviour of a wing at

velocities beyond the flutter boundary. They showed that after the flutter boundary, a

stable limit cycle oscillation predominately bounded by geometric nonlinearities appears.

The authors also showed the effects of a wingtip tab, introduced in a previous work

[7], can significantly alter the stability boundary of the system suggesting the use of a

wingtip tab in flight to extend the stability boundary of the aircraft. Thirdly, Conti et

al. [53] investigated the effects of geometric nonlinearities on the quasi-steady aeroelastic

response of an aircraft with FWT. They showed that in the case of a high angle of attack,

the wingtip response could vary significantly when geometric nonlinearities are accounted

for; however, a negligible impact was observed on the main airframe structure. Moreover,

nonzero sideslip affects the effective flare angle leading to an asymmetric stiffness between

the left and right hinge.

The effects of the bending stiffness and tailoring of the main wing, the impact of the

hinge release instant on the final GLA of the hinged wingtip is considered in [54]. In

that work, the authors found that the linear model overpredicts the flutter speed by more

than 40%, and a change in the flutter mechanism is found at different hinge conditions.

Contrary to conventional wings, wash-in tailoring increases flutter speed. Moreover, the

authors showed no clear relationship between the GLA and the structural properties

of the wing, while a notable effect of the hinge release timing on the GLA was found.

In the case of statically unloaded conditions (α = 0), in terms of GLA, releasing the

hinge before the gust hits the wing is equivalent to a free hinge. In contrast, the later it

is released, the worse the GLA becomes, reaching the condition of increasing the peak

loads when it is released close to the peak load. In the case of statically loaded conditions

(α = 5), if the hinge is released before it hits the wing, the dynamic effects of the wingtip

due to the change in the configuration, compensates the gust load and reduces the peak

load by more than 90%. The authors underline the importance of detecting the gust and

reacting on time, and considering the wing oscillation during the release of the wingtip

that can be detrimental to the fatigue life of the structure.

Semi aeroelastic hinge concept

In 2017 Wilson et al. [40] proposed the Semi Aeroelastic Hinge (SAH) concept; the

wingtip is kept in a horizontal position during flight to maximise the aerodynamic per-

formance by using a dedicated locking mechanism. When a trigger event is detected, the
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wingtip is actively released, and it acts as a passive load alleviation system driven only by

aerodynamic and inertia forces. When the load event is finished, an actuator returns the

wingtip to its original configuration. This concept could allow a substantial increment

of the wing-span and a weight-saving opportunity. Castrichini et al. [55] showed that

the capability of the SAH concept is strongly affected by the timing between the hinge

released and the load event. They found that the release time of the wingtip is a crucial

parameter for load alleviation. Indeed, they observed a worsening or an improvement of

the loads alleviation effects by varying the hinge release delay. An early release of the

wingtip is required to obtain the same load alleviation performance as a pure floating

hinge aircraft. A series of patents from Airbus followed [56–58].

In recent years, Airbus developed AlbatrossOne, a basic proof of concept demonstrator

for the Semi Aeroelastic Hinge technology. The wing was approximately 1:14 scale of a

generic short range aircraft. It was geometrically scalled to represent a future full scale

aircraft, although, it was not dynamically scaled for either handling qualities and/or

aeroelasticity in terms of mass and stiffness properties. Figure 1.8 shows AlbatrossOne

during flight tests in the free hinge configuration, before take-off in Figure 1.8a and

during flight in Figure 1.8b. The main objectives were to:

(a) AlbatrossOne on the ground (directly adapted from [59]).

(b) AlbatrossOne during flight (directly adapted from [60]).

Figure 1.8: AlbatrossOne during flight tests, wingtips free to rotate
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� qualitatively demonstrate the semi aeroelastic hinge concept,

� validate the near-linear variation of the symmetric and anti-symmetric wing tip

flapping mode frequencies with airspeed,

� validate the static and dynamic stability of the free wing tip,

� validate the increase of the free wing tip fold angle with aircraft angle of attack,

� validate the reduction of the wing loads when the wing tip is free to fold,

� validate the near instant reduction in wing loads when the hinge is released, the

consequent aircraft pitch-up response and the elevator compensation,

� demonstrate the possibility of recovering the wingtip to its planar position using

an actuator,

� demonstrate there is no contact between the wingtips and the ground when the

aircraft lands with freely hinged wingtips,

� demonstrate the reduction in roll damping when the wing tips are free to fold.

The wing has five wing tip configurations: a 2.6 m wing span with no wingtips, a 3.2m

wing span with fixed wingtips, a 3.2 m wing span with the wingtips free to rotate, a 3.7 m

wing span with fixed wingtips, a 3.7 m wing span with the wingtips free to rotate. Flight

testing showed that the wingtips were statically and dynamically stable throughout the

flight. The wing load alleviation effect from the free wingtips was confirmed through

different flights [60]. Healy et al. [8] described a novel flight test method for a UAV

constrained by a tether, resulting in steady, controlled, elliptical flight paths. Figure

1.9 shows AlbatrossOne in a tethered flight test. The authors applied this technique to

the AlbatrosONE and characterised the effect of sideslip on the equilibrium position of

free-floating hinged wingtips. This innovative approach allowed the boundaries of the

flight envelope to be determined safely to verify the stability boundary of such a device.

1.2.4 In Flight Gust Identification

A better knowledge of the actual gusts and turbulence to which the aircraft is subjected

could improve different aeronautical practice (e.g. design of gust load alleviation system,

analysis of accidents or estimation of the loads on the structure). In recent years with

the development of lighter and more efficient aircraft, the effort to develop new active or
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Figure 1.9: Tethered flight test of the AlbatrossOne model (directly adapted from [8]).

passive GLA systems has increased [27]. A large database of real gusts and turbulence

events to which aircraft are subjected could lead to a more efficient design of the GLA

system. Moreover, aircraft are equipped with a digital flight data recorder, a device used

to record specific aircraft performance parameters, which is designed to survive under

extreme conditions that can result from an accident. In the analysis of flight incidents,

gust and turbulence events are of primary importance in the estimation of limit loads

[10]. Nowadays, the interest of the aerospace industry in digital twins is growing [61–63].

A possible benefit of a digital twin for aircraft is the possibility to calculate the loads on

the airframe. To have a reliable calculation of the loads, it is necessary to measure the

gusts and the turbulence events. A better estimation of the airframe loads is a major

benefit for aircraft operators. Indeed, knowing the loads at any location of the structure

during the flight, or soon after the flight, can avoid unnecessary or expensive inspection

of the structure and the inspections could be limited to specific parts of the aircraft

[10, 64].

The earliest approach for the study of gust velocity profiles is known as the discrete-gust

approach and dates back to the 40s and 50s. It is based on the analysis of peak vertical

accelerations ∆n directly measured by the aircraft flying in gusts. These accelerations

were assumed to originate from a series of isolated discrete gusts and were used to derive

gust parameters as the distance parallel to the aeroplane’s flight path for the gust to

reach its peak velocity H (called gradient distances) and the maximum gust velocities

Umax [9, 65]. The resulting gusts were then used in the design phase of a new aircraft.

This process was known as the ‘discrete-gust approach’ and is shown in Figure 1.10. This
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Figure 1.10: Discrete-gust approach to design (directly adapted from [9]).

approach was not able to return the real air turbulence, but was sufficient to evaluate

normal accelerations on future aircraft designs [66].

In the 60s and 70s, further progress was made on developing spectral techniques to design

aircraft subject to gust encounters [67]. These techniques were based on two main as-

sumptions: the time histories of gust velocities obtained from aircraft may be converted

to space fixed ‘temporarily frozen’ histories and the scale of the turbulence is larger com-

pared to the airplane dimensions. These assumptions imply that the gusts are random

in the flight direction only but are considered uniform in the spanwise direction. The

Figure 1.11: Spectral-technique: input-output relations for gust response (directly adapted
from [9]).

procedure involved the selection of a spectrum for gust velocity input Φw, a scale value
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L, a RMS value σx and gust severity value σw. Then, through the frequency response

function Ĥ, two basic structural parameters are found, A and N0. A is the proportional-

ity constant relating the RMS value of the chosen output parameter of concern, σx is the

RMS value of gust severity, or σx = Aσw. N0 denotes the number of times per second

the output response crosses the mean ‘l-g’ load level value of x with a positive slope.

However, the complexity in the definition of the frequency response functions Ĥ, due to

intricacy of Ĥ, was a limitation for this technique [9].

In 1999, in the context of space and missile systems, a Monte-Carlo flight gust loads anal-

ysis approach was proposed [67]. The procedure uses forcing functions that were derived

by extracting the short-duration, turbulent components of measured wind profiles. How-

ever, the method was limited applicability with a restriction to gust wavelengths greater

than 500 ft (152 m). In 2009, a method consisting of a model-based approach with an

observer for a non-linear aircraft model and a disturbance model for the estimation of

gusts and structural loads was proposed [68]. This method uses on-board measured data

and parameters available on commercial aircraft making the estimation of manoeuvre-

induced structural loads easier. The only unknowns remain the gust velocities which were

determined through a non-linear parameter optimisation that computed the gain matrix

of the observer model. Recently, a neural network technique for wind gust identification

using flight data recordings was used [69]. In the last 80 years, different techniques for

gust loads identification have been studied, but mainly two approaches have been con-

sidered, i.e. the direct method and the optimisation method [70]. Figure 1.12 shows the

two approaches. In the direct methods, the excitation f(t) is calculated directly from the

(a) Direct method

(b) Optimisation method

Figure 1.12: Force prediction methods (directly adapted from [10])
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measured responses y(t) by evaluating the inverse model (Figure 1.12a). In structural

dynamics the process of calculating the excitation force from the measured response is

called an inverse problem. The optimisation methods, instead, use directly the model

in an optimisation framework where the input is tuned until the model responses match

the measured responses (Figure 1.12b)[10].

1.2.5 Wind Tunnel Testing of Gust Load Alleviation

The unsteady nature of a gust and strong coupling between the resulting aerodynamic

loads and structural deformations make the modelling process quite complex. Analysing

the performance of a GLA system through flight tests has some drawbacks. Indeed to

evaluate the system performance, it is difficult to find the proper turbulence conditions

or extreme gusts because, by definition, extreme gusts are very rare. The artificial gen-

eration of atmospheric turbulence and gusts is a complex task, and a possible approach

could be flying in the wake of an aircraft. The phenomenon of encountering wakes has

some peculiarities to the gust and turbulence encountered and can be considered a prob-

lem on its own [71, 72]. The measurement of gust disturbance acting during flight tests

is a challenging task. Due to the impossibility of controlling the variables of interest, it

is difficult to replicate the same test without the GLA system and with different control

strategies. Experiments are possible with full-scale aircraft and models. Although flight

tests of full-scale aircraft are necessary to test control systems, wind tunnel tests are an

interesting alternative to validate numerical models. Testing models in the wind tunnel

offer the possibility to perform the test in a controlled environment, to generate the dis-

turbance almost arbitrarily and to guarantee the repeatability of the test. Wind tunnel

tests are less risky and cheaper than flight tests, and are possible even during the design

process of the aircraft [73].

Generation of gusts in the wind tunnel

The experimental validation of active or passive control technologies on scaled aeroelastic

models is a challenging task [74, 75] and requires specific equipment in the wind tunnel.

Active and passive grids are commonly used in wind tunnels to generate turbulence. In

1991 Makita et al. [11], after a series of investigations, proposed a new type of active

turbulence generator able to produce homogeneous, and quasi-isotropic turbulence with

a high turbulence Reynolds number. The majority of active grids follow the general

design proposed by Makita et al. [76]. They consist of grid bars with attached ‘agitator

wings,’ rotated by steppers motors located outside the wind tunnel. Figure 1.13 shows

a schematic of the original active grid developed by Makita et al.. Active grids had a

significant impact on the experimental study of turbulence in wind (or water) tunnels
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Figure 1.13: Schematic of the active grid developed by Makita et al. (directly adapted
from [11]).

[76]. Active grids are not used for aeroelastic testing because they cannot generate

discrete large amplitude gusts.

The first documented attempt to produce gust in the wind tunnel was in 1966 at the

National Aeronautics and Space Administration’s (NASA) Langley Research Center by

Richard et al. [12]. The aim of the project was to produce gusts up to 50 Hz with an

amplitude of 10 ft/s (3.05 m/s). Various types of vanes and setup were considered. Due

to their limitations in amplitude or frequency to create discrete gusts and the inability

to separate transverse and longitudinal gust components, they decided to inject air to

induce pure longitudinal oscillations in a wind tunnel stream. The air was stored in a

56.6 m3 tank at 793 kPa, and electrovalves were used to modulate the air supplied to the

four injectors. Figure 1.14 shows the modulation system and the ball valves used. One-

dimensional and two-dimensional gusts were produced. They showed the ability of the

air injection technique to generate longitudinal gusts in the wind tunnel. In 1969 Buell

et al. [13] proposed cascade oscillation vanes to produce longitudinal gusts. In contrast

with the previous designs, this concept allows large Reynolds numbers and turbulence

scales appropriate for large structures. Buell et al. considered various arrangements

of vanes. Figure 1.15 shows a view of the installed vanes from the upstream direction.

Velocity measurements downstream from the vanes demonstrated that gusts in either

the longitudinal or the lateral directions can be generated.

In the past 50 years, different configurations have been considered driven by experimental



Chapter 1. Introduction 19

Figure 1.14: View of the modulation valve system (directly adapted from [12]).

Figure 1.15: View from upstream of the gust generator appararus mounted in the wind
tunnel (directly adapted from [13]).

requirements and the available wind tunnel facilities [15]. Table 1.1 reports a summary of

the existing gust generators installed around the world. Most gust generators are based

on one or multiple pitching airfoils [13–16, 19, 77–85]; however, alternative solutions exist.

Figures 1.16 and 1.17 show conventional and unconventional gust generators installed in

different wind tunnels. In 1981 Reed et al. [17] built a gust generator for the Transonic

Dynamic Tunnel using small pitching surfaces mounted on the sidewall of the tunnel.

The vanes did not span the entire test section width. The vane trailing vortices induce a

vertical velocity component across the model suspended in the center by cables. Figure

1.17a shows the gust generator and the B-52 model suspended by cables. To reduce the

mechanical complexity and increase the controllability and reliability of a gust generator

Tang et al. [18] used a four vanes with a rotating slotted cylinder at the trailing edge.

Results showed the ability of this technique to produce controllable harmonic gusts

requiring very low torque. However, this technique’s maximum gust angle is lower than
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Research Institute/University Year Top speed Wind tunnel cross section
NASA (USA) [12] 1966 30.5 m/s Rectangular 0.6 m × 0.9 m
NASA (USA) [13] 1969 76.2 m/s Rectangular 2.13 m × 3.05 m
MIT (USA) [86] 1974 37 m/s Elliptical 2.13 m × 3.32 m
Duke University (USA) [18] 1996 25m/s Rectangular 0.7 m × 0.53 m
Virginia Tech (USA) [77] 2004 15 m/s Square 2.15 m × 2.15 m
TSAGI (Russia) [78] 2005 30 m/s Elliptical 4.0 m × 2.33 m
TSAGI (Russia)[78] 2005 120 m/s Circular 7 m diameter
University of Maryland (USA) [87] 2008 N/A N/A
Politecnico di Milano (Italy) [79] 2008 30 m/s Rectangular 1.0 m × 1.5 m
University of Colorado (USA) [88] 2009 20 m/s Square 0.34 m × 0.34 m
DLR (Germany) [16] 2010 Mach 0.75 Square 1.0 m × 1.0 m
ONERA (France) [80] 2011 Mach 0.73 Rectangular 0.76 m × 0.8 m
Cranfield University (England) [81] 2015 14.5 m/s Elliptical 1.52 m ×1.14 m
ARA (England) [19] 2015 Mach 0.85 Rectangular 2.74 m × 2.44 m
Politecnico di Milano (Italy) [14] 2016 55 m/s Rectangular 4.0 m × 3.84 m
University of Bristol (Uk) [82] 2017 60 m/s Octagonal max. width 2.1 m,

max. height 1.5 m
Delft University (Netherland)[15] 2017 35 m/s Square 2.85 m × 2.85 m
University of Maryland (USA) [83] 2019 25 m/s Square 0.9 m × 0.9 m
Michigan State University (USA) [84] 2021 10 m/s Square 0.61 m × 0.61 m
Mitsui engineering (Japan) [85] N/A 20 m/s N/A

Table 1.1: Summary of existing gust generator installations around the world

(a) (b) (c)

Figure 1.16: Example of conventional gust generators (a, directly adapted from [14]; b,
directly adapted from [15]; c, directly adapted from [16])
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that obtained with pitching vanes. Figure 1.17b shows a sketch of the gust generator

with four vanes/rotating cylinders. To study the behavior of small-scale micro aerial

vehicles and small birds Roadman et al. [88] used an active grid to generate continuous

turbulence following the Makita style [11]. This design cannot produce ‘1-cos’ gusts as

prescribed by the certification authorities [26]. Allen et al. [19] built a gust generator

at the Aircraft Research Association (ARA) to operate under transonic flow conditions,

within a large wind tunnel section, by blowing air jets mounted on two fixed profiles.

Figure 1.17c shows an aircraft model and the gust generator installed in the wind tunnel.

(a) (b) (c)

Figure 1.17: Example of unconventional gust generators (a, directly adapted from [17]; b,
directly adapted from [18]; c, directly adapted from [19])

1.3 Thesis Outline

This thesis work deals with aeroelastic modelling, identification and experimental vali-

dation of aeroelastic systems. The application considered is the hinged wingtip for gust

load alleviation.

Chapter 1 provides the motivation and the general background in active, passive and

hinged wingtip for load alleviation, in-flight gust identification, and wind tunnel testing

of gust load alleviation system. The remainder of the chapter provides the main body

of the thesis showing the novel and original findings from the research activity.

Chapter 2 describes techniques to define aeroelastic models with different levels of

accuracy. Moreover, two models of an aircraft with hinged wingtips are presented. The

first model uses the lowest number of degrees of freedom to model a symmetric rigid

aircraft with an elastic wing and rigid hinged wingtip. The second model is a detailed

model representative of a civil, commercial aircraft. These two models will be used in

the thesis.
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Chapter 3 focuses on the problem of worst-case gust prediction and multi-objective

optimisation for the worst-case gust prediction. The simplified model introduced in

Chapter 2 is used considering dimensions and weight distribution of the detailed model

of Chapter 2. Moreover, techniques to overcome the flutter speed reduction due to the

hinged wingtip are considered.

Chapter 4 combines the simplified model and the detailed model described in Chapter

2 for the problem of gust identification. The models were both used to generate in-flight

gust response data and as a model for the inverse problem. Classical regularisation

methods showed the inability to identify the gust in the presence of noisy data. A robust

technique for aircraft gust identification based on cubic B-splines was proposed.

Chapter 5 focuses on creating continuous and discrete gusts in the Swansea University

wind tunnel. The gust generator’s design, installation, commissioning and character-

isation are reported. To improve the creation of discrete gusts, two techniques were

considered. Firstly, the identification of a transfer function to calculate the required

vane rotation was performed. Secondly, a parametric study on vane rotation shown that

a more complicated vane rotation function made it possible to obtain improved discrete

gusts.

Chapter 6 presents the design, structural characterisation and wind tunnel tests of a

wing able to accommodate a fixed wingtip and two hinged wingtips. Static wind tunnel

tests shown the ability of a hinged wingtip to reduce gust loads. Aeroelastic models of

the wing with different wingtips were defined, and structural validations were performed.

Experimental gust response measurements were used to validate the numerical models.

Chapter 7 gives the conclusions of the work performed in this thesis and provides

recommendations for future studies.

1.4 Aims and Research Outcome

The major aims and novel scientific contributions from this study are:

� The simplified modelling of an aircraft with an elastic wing and hinged wingtips

for the worst-case gust prediction and multi-objective optimisation.
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� The development of a robust technique for aircraft gust identification considering

simulated in-flight data from a detailed model and gust identification based on a

simplified model.

� Design and characterisation of a gust generator for the Swansea University wind

tunnel. Furthermore, the study of techniques to improve the creation of discrete

gust.

� Design, static and dynamic wind tunnel testing of a wing able to accommodate

a fixed wingtip and hinged wingtips. The creation of aeroelastic models repre-

sentative of the manufactured wing with the different wingtips. Validation of the

aeroelastic models through comparison of the experimental and simulated gust

response time history.

1.4.1 Research Outcome

The following is the research outputs of the work performed as part of this thesis in

terms of journal publications, conference presentations and research posters:

Journal Publications

� D. Balatti, H.H. Khodaparast, M.I. Friswell, & M. Manolesos (2022). Improving

wind tunnel ‘1-cos’ gust profiles. Journal of Aircraft, DOI: 10.2514/1.C036772. In

press (2022).

� D. Balatti, H.H. Khodaparast, M.I. Friswell, M. Manolesos, & M.R. Amoozgar,

The effect of folding wingtips on the worst-case gust loads of a simplified aircraft

model, January 2021, Proceedings of the Institution of Mechanical Engineers Part

G Journal of Aerospace Engineering, DOI: 10.1177/09544100211010915

� D. Balatti, H.H. Khodaparast, M.I. Friswell, M. Manolesos, & A. Castrichini,

Aircraft turbulence and gust identification using simulated in-flight data, May 2021,

Aerospace Science and Technology 115(3):106805, DOI: 10.1016/j.ast.2021.106805

Journal Publication in preparation

� D. Balatti, H.H. Khodaparast, M.I. Friswell, M. Manolesos, & A. Castrichini, Im-

proving gust load alleviation performance of hinge wingtip using validated aeroe-

lastic models.
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Conference Proceedings

� D. Balatti, H.H. Khodaparast, M.I. Friswell, & M. Manolesos (2022). Aeroelas-

tic model validation through wind tunnel testing of a wing with hinged wingtip.

International Forum on Aeroelasticity and Structural Dynamics (IFASD), Madrid

(Spain)

� D. Balatti, H.H. Khodaparast, M.I. Friswell, & M. Manolesos (2022). Improving

wind tunnel ‘1-cos’ gust profiles. AIAA SCITECH 2022 Forum (p. 2485).

� D. Balatti, M. Manolesos, H.H. Khodaparast, & M.I. Friswell (2021). Generating

a ‘1-cos’ gust profiles in a wind tunnel. Online Symposium on Aeroelasticity, Fluid-

Structure Interaction, and Vibrations (p. 158).

� D. Balatti, H.H. Khodaparast, M.I. Friswell, M. Manolesos, & M.R. Amoozgar

(2020). The effect of folding wingtips on the flight dynamics of an aircraft with

elastic wing. 11th International Conference on Structural Dynamics (pp. 631-639).

European Association for Structural Dynamics.

Conference Presentations

� D. Balatti, C. Turner, M. Manolesos, H.H. Khodaparast, & M.I. Friswell (2021).

Design and characterisation of a gust generator for aeroelastic wind tunnel testing.

UK Fluids conference, 8-10 September 2021.

� D. Balatti, H.H. Khodaparast, M.I. Friswell, M. Manolesos, & M.R. Amoozgar

(2019) Gust Load Estimation for a Simplified Aeroelastic Wing Model with Mov-

able Wingtip. Airbus DiPaRT Symposium, 26-28 November 2019, Bristol.

� H.H. Khodaparast, D. Balatti, & M.I. Friswell (2019). Aircraft gusts loads pre-

dictions using in flight measurement data. The Real World’s Counterpart: Digital

Twins - The present and the future, London Royal Aeronautical Society, 8 October

2019.

Poster

� D. Balatti, H.H. Khodaparast, M. Manolesos, & M.I. Friswell (2021). Experimen-

tal and numerical studies od aeroelastic hinged wintips. The Annual Zienkiewicz

Centre for Computational Engineering (ZCCE) Postgraduate Workshop, Swansea

University, United Kingdom, 18 January, 2021.
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� D. Balatti, H.H. Khodaparast, M. Manolesos, & M.I. Friswell, (2020). Devel-

opment of active and passive wing gust load alleviation system considering non-

linearity and uncertainty in the model. The Annual Zienkiewicz Centre for Compu-

tational Engineering (ZCCE) Postgraduate Workshop, Swansea University, United

Kingdom, 13-14 January, 2020.

� D. Balatti, H.H. Khodaparast, M. Manolesos, & M.I. Friswell (2020). Devel-

opment of active and passive wing gust load alleviation system considering non-

linearity and uncertainty in the model. Quarterly DigiTwin meeting, Bristol Uni-

versity, United Kingdom, 8-9 January, 2020.



Chapter 2

AEROELASTIC MODELLING OF

AN AIRCRAFT

In this Chapter, techniques to define aeroelastic models with different levels of fidelity

are presented. Two models of an aircraft with hinged wingtips are presented: a simplified

model and a detailed model. The simplified model is a numerical model developed in

Matlab. It has the lowest number of degrees of freedom, consisting of a rigid fuselage,

elastic wing, and rigid wingtip. The detailed model is a Nastran model composed of a

few thousand elements. Both models are defined to study the problem of gust response.

The simplified model is used in Chapters 3 and 4, while the detailed model is used in

Chapter 4.

2.1 Introduction to Aeroelasticity

Aeroelasticity is the science that investigates the mutual interaction between aerody-

namic, elastic, and inertia forces and how this affects the static and dynamic aircraft

structural response [89]. Figure 2.1 shows a schematic representation of the classical

Collar aeroelastic triangle. It shows how the interaction between the major disciplines

of structural dynamics, stability and control, and static aeroelasticity result from the

interaction of two of the three types of force. However, dynamic aeroelasticity, such as a

26
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manoeuvre or a gust, occurs when all three forces interact. Aeroelastic effects have had

Figure 2.1: Collar’s aeroelastic triangle (directly adapted from [20])

a significant impact on aircraft design since before the first controlled powered flight of

the Wright Brothers. Since aeroelastic phenomena can be destructive (e.g. flutter and

divergence), engineers had designed hevier structures to ensure the structural integrity

[20]. The classic Collar aeroelastic triangle can be extended to a pyramid when a control

system is included in the problem. The science that studies these phenomena is called

aeroservoelasticity. Figure 2.2 shows the aeroservoelastic pyramid. In modern com-

mercial aircraft design, flight control systems are employed for different purposes, such

as improving handling qualities and stability, flight performance, ride quality, reducing

loads (gust and/or manoeuvre), and improving service life.

The model sophistication depends on the type of aircraft configuration, the type of

dynamic simulation of interest, the flight envelope of the aircraft, and finally the stage

in the design process. Flutter is the phenomenon that requires the most careful and

accurate aerodynamic modelling. Depending on the analysis of interest and on the stage

of the design, models with different levels of accuracy can be developed. Aeroelastic

models can be categorised into simplified and detailed models. During the preliminary

design of an aircraft, when the information available is limited, a simplified model can

be used to extract information on handling qualities, stability, and flight performance.

Moreover, for an elastic aircraft, the starting point for the design and analysis of an active

controller is a numerical model of the aeroelastic system. Model reduction techniques are

necessary when working with a detailed model; an alternative is to use a simplified model

directly. Although there are some possibilities of designing adaptive controllers without
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Figure 2.2: Aeroservoelastic pyramid (directly adapted from [20])

previous knowledge of the system, some knowledge can be beneficial in the tuning and

numerically validation phase. Regarding the simplified models, the d’Alembert principle,

the Lagrange formulation, and Finite Element (FE) models can be used to calculate the

structural proprieties. Unsteady two-dimensional strip theory and the DLM are typically

used as an aerodynamic model. For the detailed model, a classical approach to develop a

structural model is the ‘stick’ representation, in which each major component is treated

as an assembly of sticks placed along the reference axes. The aerodynamic models

used in the aeroelastic calculations are essential to ensure a correct estimation of the

deformations and loads. Different manufacturers tend to adopt different practices in

detail, though there will be similar core features. Typically two-dimensional unsteady

strip theory or three-dimensional unsteady panel methods are used, combined with the

output of steady computational fluid dynamics and wind tunnel studies [20].

2.1.1 General Form of the Aeroelastic Equations

As mentioned in the previous section, aeroelasticity studies the mutual interaction be-

tween aerodynamic, elastic, and inertial forces. Indeed, aeroelastic models are obtained

combining structural and aerodynamic models. Independently from the technique used,

the definition of the structural model yields an equation of the form

Mq̈(t) +Cq̇(t) +Kq(t) = f(t) (2.1)

where M, C and K are the structural inertia, damping and stiffness matrices, and

q(t) and f(t) are the vectors of the physical or generalised coordinates and forces. The
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definition of the numerical model of an aeroelastic system requires the computation of

unsteady aerodynamic forces and impacts the nature of the equation obtained.

Aerodynamic model: strip theory

In two-dimensional strip theory, the lift coefficient on each chordwise strip of the wing is

proportional to the angle of incidence α(y) at a distance y and it is assumed that the lift

on each strip does not influence another. Figure 2.3 shows a strip of a wing at distance

y, having chord c and width dy. The lift produced by the strip is

Figure 2.3: Aerodynamic ‘strip’ on a continuous rectangular wing (directly adapted from
[20])

dL =
1

2
ρV 2dycaWα(y) (2.2)

where aw is the lift curve slope. The total lift produced by a single wing of span S is

obtained by integrating the effect of all the strips, so that

L =

∫ S

0

dL (2.3)

In the case of a tapered wing, c in Eq.(2.2) can be modified into c(y) to consider the

actual chord length at each spanwise coordinate. The assumption of independence of

each strip from its position can be removed to ensure that the lift is zero at the tip due

to the trailing tip vortex. In Eq.(2.2) the lift curve slope aw can be replaced with aw(y).

aw(y) can be defined as a quadratic or sinusoidal function of the spanwise coordinate

with the constraint that aw(S) = 0 [90]. The change in the angle of incidence can be due

to a vertical motion, change in the trim, or a gust. Coupling Eq.(2.3) with a structural

model allow the classical second-order form of the aeroelastic equation to be obtainable,

namely

Aq̈+ (ρVB+D)q̇+ (ρV 2C+ E)q = f (2.4)
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where A, D and E are the structural inertia, damping and stiffness matrices, B and

C are the aerodynamic damping and stiffness matrices, q is the vector of generalised

coordinates, and the force vector f on the right-hand side of the equation can have

contributions due to trim, lift at zero incidence, gravitational field, and gust on the

aerodynamic surfaces. Equation (2.4) can be used for stability analysis and time or

frequency domain simulation. Aerodynamic strip theory was used by several authors

[91–95] for the implementation of aeroelastic loads.

Aerodynamic model: panel methods

The panel method is a numerical approximation method that can be used to calculate

the forces acting on an object in a flow. Horseshoe vortices are used to calculate the lift

variation along the chordwise and spanwise. The most common three-dimensional un-

steady panel approach is the DLM. The DLM is a linear potential unsteady aerodynamic

theory for thin lifting bodies. It is based on the assumptions of inviscid, attached, irrota-

tional, and perfect isentropic flow. As a consequence, nonlinear aerodynamic effects such

as flow separations, shocks, boundary layers, turbulence as well as aerodynamic drag are

not accounted for. At 1/4 chord of each panel acceleration potential doublets are used

to calculate the aerodynamic forces resulting from the unsteady motion. The doublets

lead to the calculation of complex Aerodynamic Influence Coefficients that relate the

lift acting along the doublet line to the displacement of each panel [96, 97]. The steady

forces corresponding to the steady flow are calculated using the steady Vortex Lattice

method [97, 98]. Figure 2.4 shows a typical panel set-up with both vortices and doublets.

Aerodynamic models based on the DLM [96] or three dimensional unsteady panel meth-

ods [99, 100] lead to the formulation of the equations of motion in the frequency domain.

In modal coordinates the aeroelastic equations can be expressed as

(−ω2M̃+ iωC̃+ K̃)ξ = Qe + faero (2.5)

where M̃, C̃, and K̃ are the modal mass, damping and stiffness matrices, ξ the modal

displacement, Qe is the Fourier transform of the non-aerodynamic external generalised

forces, and faero is the Fourier transform of the generalised aeroelastic force. The formu-

lation in modal coordinates introduces a truncation error due to the neglected modes.

The same modal basis is used for the formulation of the unsteady aerodynamic forces,

defined in the frequency domain as

faero = q∞[Qhh(k,M∞)ξ +Qhx(k,M∞)δ + qhg(k,M∞)wg] (2.6)
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Figure 2.4: Typical doublet and horseshoe vortex set-up for the DLM (directly adapted
from [20])

where Qhh(k,M∞), Qhx(k,M∞), and qhg(k,M∞) are respectively the generalized aero-

dynamic forces matrices related to the Fourier transform of the generalized coordinates

ξ, control surfaces vector δ and gust shape wg, q∞ is the dynamic pressure, k is the

reduced frequency and M∞ is the Mach number. The non-rational frequency domain

formulation of Eq. (2.5) is a typical representation of the dynamics of an aeroelastic

system. However, it is not the most convenient form for introducing nonlinearities in the

system and for designing a control system.

Several methods were developed to convert the aerodynamic forces into the time domain,

therefore enabling the formulation of the aeroelastic equations in the time domain [101–

106]. These techniques approximate the transcendental dependency of the aerodynamic

matrices with the reduced frequency k using a polynomial formulation. This approach

leads to the transformation from an integral-differential to a purely differential set of

equations.

2.1.2 Gust Model

Atmospheric disturbance models are categorized into two idealized categories: discrete

gusts and continuous turbulence [26]. Due to its shape, a discrete gust is typically called
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a ‘1 - cosine’ gust. The profile is defined as

wg(t) =


wg0

2

[
1− cos

(
2π V

lg
t

)]
for 0 ≤ t ≤ lg

V

0 for t > lg
V

(2.7)

where wg0 is the maximum gust velocity and lg is the gust wavelength. According to the

European Aviation Safety Agency (EASA) regulation [26] for the case of civil, commercial

aircraft, gust wavelengths are varied between 18 m to 214 m, and the gust velocity is

calculated as

wg0 = wref

(
H

106.14

)1.6

(2.8)

where the gust gradient H is half the gust wavelength lg and the reference gust velocity

wref reduces linearly from 17.07 m/s Equivalent Air Speed (EAS) at sea level to 13.41˙m/s

EAS at 4572 m, and then again to 6.36 m/s EAS at 18288 m. Figure 2.5 shows gusts at

different wavelengths at sea level for an airspeed of 200 m/s.

Figure 2.5: Gusts with different gust wavelengths

According, to the EASA regulations [26], the power spectral density of atmospheric

turbulence is described by the von Karman spectra as

Φv(Ω) =
LT

π

1 + 8
3
(1.339ΩLT )

2

[1 + (1.339ΩLT )2]11/6
(2.9)

where Ω is the spatial frequency, LT is the scale of turbulence (commonly assumed to

be 2500 ft). According to Hoblit [25] the turbulence velocity time history is obtained as

the output of a shape filter with the input given by a stationary Gaussian ‘white-noise’
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time history. The transfer function that approximates the von Karman shape is

G(s) =
σw√
Φη

√
τT
π

(1 + 2.187τT s)(1 + 0.1833τT s)(1 + 0.021τT s)

(1 + 1.339τT s)(1 + 1.118τT s)(1 + 0.1277τT s)(1 + 0.0146τT s)
(2.10)

where Φη is the power spectral density of the white noise, τT is the ratio between LT

and the horizontal velocity of the aircraft and σw is the component of the gust velocity.

Figure 2.6 shows the Bode diagram of the approximation of the von Karman turbulence

model. The atmospheric turbulence is obtained in the time-domain as the output of the

state-space form of the transfer function Eq.(2.10) whose input is white noise.
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Figure 2.6: Bode diagram of the von Karman approximation of atmospheric turbulence

2.2 Simplified Aeroelastic Models

In this section a simplified aeroelastic model of the aircraft with a straight wing is

presented (model one) and subsequently the wingtip is introduced (model two). Figure

2.7 shows model one and Figure 2.8 shows model two.

The structural and aerodynamic models were selected to obtain a model with the least

number of degrees of freedom without losing the main effects. The only deformable

parts of the model are the wing, in bending and in torsion, and the wingtip. These two

elastic modes were considered because, typically, they are the modes at lower frequencies

which are excited by the guts [20]. Additional degrees of freedom could have secondary

effects in the study of the gust load alleviation. The aerodynamic model is based on
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Figure 2.7: Model one - aircraft with a straight wing

Figure 2.8: Model two - aircraft with a straight wing and folding wingtip
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strip theory. Although the panel method could provide more accurate results it would

lead to further aerodynamic degrees of freedom [105]. In the two aeroelastic models, the

following degrees of freedom are considered: displacement zc (downwards) and pitch α

(nose up) at the centre of mass on the inertial axis and the torsional qt (nose up) and

the bending qb (downwards) modes of the wing on the elastic axis of the wing [20]. The

wingtip’s span is assumed to be 20% of the half span and there is a relative angle (γ)

between the hinge axis and the free stream velocity. The two aeroelastic models of the

symmetric aircraft were obtained through the Lagrange formulation.

2.2.1 Structural and Aerodynamic model of an Aircraft With a

Straight Wing (Model One)

The simplified flexible aircraft consists of a uniform, untapered, unswept flexible wing of

chord c and semi-span s, plus a rigid fuselage and tailplane, as shown in Figure 2.7. The

wing is assumed to have a uniform mass distribution and the wing mass axis (WM) lies

at distance lWM ahead of the aircraft centre of mass.

The mass and pitch moment of inertia of the aircraft fuselage is represented by discretiza-

tion into three ‘lumps’ of mass mF , mC and mT . These discrete masses are located,

respectively, at the front fuselage (at a distance of lF forward of the CM), at the whole

aircraft CM and at the tailplane aerodynamic centre (at a distance of lT aft of the CM).

The wing elastic axis (WE) is assumed to lie at a distance of lE ahead of the WM axis.

The wing aerodynamic axis (WA) is at the wing quarter chord and is at a distance of lW

ahead of the centre of mass and at a distance of lA ahead of the elastic axis. In order to

minimize any coupling between the rigid body modes and the flexible mode equations,

the mean axis reference frame was used [20]. The wing is modelled using Euler–Bernoulli

beam theory, so a quadratic shape function is used for the bending mode and a linear

shape function for the torsion mode.

The displacement zWA(y, t) (downwards positive) of the wing aerodynamic axis is

zWA(y, t) =zc(t)− lWα(t) +

[
ke0

(
1 + A

(
y

s

)2)
− lAγe0

]
qb(t)

+

[
ke0 − lAγe0

(
1 +B

(
y

s

))]
qt(t)

(2.11)

where A and B are constants defining the amount of bending and twist present along the

wingspan and ke0 and γe0 are constants defining the wing root displacement and twist

deformation. The displacement zT (t) (downwards positive) of the tailplane aerodynamic
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centre is

zT (t) = zc(t) + lTα(t) (2.12)

The aerodynamic terms due to the wing and the tailplane have to be determined. To this

end, the tailplane is considered as rigid, while the wing contribution involves integration

using a strip dy because of the flexibility. The lift of a strip dy at the position y along

the wingspan is

dL =
1

2
ρV 2cdyaw

[
α− α0 + γe0

(
1 +B

(
y

s

))
qt + ke0

(
1 + A

(
y

s

)2)
q̇b
V

+
żc
V

]
(2.13)

where α0 is the incidence for zero wing lift and aw is the sectional wing lift curve slope.

There is also a zero lift pitching moment for the wing

M0W =
1

2
ρV 2SW cCM0W

(2.14)

The tailplane lift considering the contribution of the downwash kϵ, the effective incidence

due to the nose up pitch rate and the increment of lift due to a rigid vertical displacement,

is

LT =
1

2
ρV 2ST

{
aT

[
kϵα0 + (1− kϵ)α +

α̇lT
V

+
żc
V

]
+ aEη

}
(2.15)

where aE is the tailplane curve slope defined with respect to the elevator angle and η is

the elevator angle and was included to provide trim.

The effect of the vertical gust on the aerodynamics is a change of angle of attack. Thus

on the elastic wing, the increment of lift on a strip dy, located at distance y from the

root, is given by

dLWg =
1

2
ρV 2cdyaw

wg

V
(2.16)

while on the tailplane the gust will act with a delay given by the ratio between the

distance between the wing aerodynamic centre and the tailplane aerodynamic centre

and the free stream velocity (t∗ = lW+lT
V

). Hence

LTg =
1

2
ρV 2STaT

wg(t− t∗)

V
(2.17)

The kinetic energy due to the rigid motion and the dynamic motion is

T =
1

2
mż2c +

1

2
Iyα̇

2 +
1

2
mbq̇

2
b +

1

2
mtq̇

2
t (2.18)

where m is the total mass of the aircraft, Iy is the aircraft pitching moment at the centre

of mass, and mb and mt are respectively the bending and torsional modal masses. The
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elastic potential energy corresponds to the strain energy in bending and torsion, such

that

U =
1

2
kbq

2
b +

1

2
ktq

2
t (2.19)

Finally, the virtual work done by lift forces and moment and the gravitational field force

is

δWE =

∫ s

0

−dLδzWA − LT δzT +

∫ s

0

−dLWgδzWA − LTgδzT +M0W δα +mgδzc (2.20)

Appendix A.1 shows all the steps required to obtain the aeroelastic equation exploiting

the Lagrange formulation. The full aeroelastic equation in the classical second-order

form is obtained as

A


q̈b

q̈t

α̈

z̈c

+

(
ρVB+D

)
q̇b

q̇t

α̇

żc

+

(
ρV 2C+ E

)
qb

qt

α

zc

 = fηη + f0 + fg + fWgwg

+ fTgwg(t− t∗)

(2.21)

where A, D and E are the structural inertia, damping and stiffness matrices, B and

C are the aerodynamic damping and stiffness matrices and the force vector f on the

right hand side of the equation has contributions due to the elevator (fη), zero incidence

(f0), gravitational field (fg), gust on the wing (fWg) and gust on the tailplane (fTg). The

validation of this model is not reported because Model Two was obtained by Model One,

and in Section 2.3, the validation of Model Two is performed.

2.2.2 Structural and Aerodynamic Model of an Aircraft With a

Straight Wing and Folding Wingtip (Model Two)

As mentioned above the difference between the two models is the presence of the movable

wingtip. The model of the aircraft with the folding wingtip can be obtained from the

equations of model one considering the additional contributions from the wingtip and

taking into account that the elastic wing is composed of two contributions from wingspan

s1 and wingspan s2, as shown in Figure 2.8. It is worth noting that in the region of s2

the chord is not constant, but is a function of the flare angle γ, of the elastic wingspan

s and of the span position y. The geometric relation is

c(y) =
s− y

tan(γ)
(2.22)
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The wingtip is considered as a rigid body of mass mwt with the centre of mass at Γ =

(Γx, Γy) defined in a reference coordinate system with the origin at the leading edge of

the elastic wing tip and with the x-axis parallel to the hinge axis, as shown in Figure

2.8. θ is the degree of freedom related to the wingtip rotation and it is defined such that

a positive angle variation produces a downwards displacement.

Considering small rotation of the wingtip and assuming the aerodynamic centre of the

wingtip is at the quarter chord and halfway along its span its vertical displacement is

zACwt =

[
ke0

(
1 + A

)
− lAγe0

]
qb +

[
ke0 − lAγe0

(
1 +B

)]
qt

+ zc − lwα +
s3
2
θ

(2.23)

The wingtip centre of mass is at position Γ = (Γx, Γy) measured with respect to coor-

dinate system x2, y2 in model two (see Figure 2.8). The origin of this reference system

is where the wing leading edge and the hinge axis meet. Hence, the x2 axis in this local

coordinate is parallel to the hinge axis as shown in Figure 2.8. The vertical displacement

of the wingtip centre of mass is

zΓ =ke0

(
1 + A

)
qb −

(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
qt −

(
lW +

c

4
− Γx

cos(γ)

)
α

+ zc + Γyθ

(2.24)

where xf is the longitudinal position of the elastic axis measured from the wing leading

edge. The wingtip lift is given by

Lwt =
1

2
ρV 2Swtaw

[
ke0

(
1 + A

)
q̇b
V

+ γe0

(
1 +B

)
qt + α− α0 +

żc
V

+ θ sin(γ) +
S3

2

θ̇

V
+

wg

V

] (2.25)

where the contribution θsin(γ) is the component of the rotation around the hinge per-

pendicular to the free air-stream.

The kinetic energy due to the rigid and dynamic motion of the wingtip is

Twt =
1

2
mwtż

2
Γ (2.26)

which give a negligible contribution to the total inertia. The potential energy corre-

sponding to the strain energy of the spring at the hinge between the elastic wing and
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the wingtip is

Uwt =
1

2
kθθ

2 (2.27)

The total work done by the external force of the wingtip is

δWwt = −LwtδzACwt +mwtgδzΓ (2.28)

Appendix A.2 shows the additional contributions due to the hinged wingtip required to

obtain the aeroelastic equation exploiting the Lagrange formulation. The full aeroelastic

equation in the classical second-order form is obtained as

A



q̈b

q̈t

α̈

z̈c

θ̈


+

(
ρVB+D

)


q̇b

q̇t

α̇

żc

θ̇


+

(
ρV 2C+ E

)


qb

qt

α

zc

θ


= fηη + f0 + fg + fWgwg

+ fTgwg(t− t∗)

(2.29)

In contrast to the previous case, Eq.(2.21), an extra degree of freedom related to the

wingtip rotation was introduced.

In the following analysis, Eqs. (2.21) and (2.29) were solved using a 5th order Runge-

Kutta method with a 4th order time step selection [107].

2.3 Validation

To analyse the models, a numerical example found in the literature for the gust analysis

of a flexible aircraft is considered [20]. The airplane and wingtip main parameters are

reported in Tables 2.1 and 2.2. All the analysis considers an equivalent airspeed of

150˙m/s. The coefficients A, B, γe0, ke0, the bending and the torsion modal masses were

obtained through a minimization process exploiting the orthogonality condition between

the elastic modes and the rigid modes (for the detail see Appendix C of Wright and

Cooper [20]). The bending and torsional modal stiffnesses are determined to obtain the

respective modal frequencies [20]. Due to the linearity of the model, the analysis did

not consider the static contribution due to the initial trim in order to analyse only the

dynamic response to the gust. For the model validation, discrete gusts are considered,
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with a maximum gust velocity of 5 m/s and a gust wavelength in the range of 20 to 200

m.

Half span 7.5 m Chord 2 m aW 4.5 −
Total mass 5000 kg lW 0.6 m aT 3.2 −

mF 750 kg lT 7 m aE 1.5 −
mT 750 kg lA 0.25 m kϵ 0.35 −
mW 1500 kg lE 0.25 m α0 -0.03 rad

Wing inertia 1330 kg m2 lWM 0.1 m CM0W
-0.03 −

Aircraft inertia 72000 kg m2 lF 6.8 m

Table 2.1: Aircraft parameters

Mass 150 kg
Span 1.5 m
γ 20°
Γx 0.94 m
Γy 0.70 m

Table 2.2: Wingtip parameters

2.3.1 Comparison of Different Models

To validate the developed numerical model, the gust response of an elastic aircraft is

obtained and compared with those reported by Wright et al. [20] for the gust response of

an elastic aircraft (reference model). The reference model has three degrees of freedoms,

the vertical displacement and the pitch angle of the aircraft centre of gravity and the

torsional mode of the wing. To enable a proper comparison, the natural frequencies of

the elastic modes not considered in the reference model were set to a high value and the

torsional frequency is the same as the reference model. Therefore in both models, the

torsional mode frequency is set at 8.5 Hz, the bending mode at 56 Hz and the flapping

mode at 61 Hz in model two.

The gust response in terms of vertical displacement of the trailing edge of the tip of

the wing (zTE), angle of incidence (α) and vertical displacement of the center of gravity

(zc) are simulated for gusts with different wavelengths. Figures 2.9 and 2.10 compare

the results of model one and model two, respectively, with the reference model (black

dashed lines). The results show that the models give similar results.
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Figure 2.9: Comparison between model one (continuous line) and the reference model[20]
(dashed lines)

Figure 2.10: Comparison between model two with rigid connections (high stiffness) (con-
tinuous line) and the reference model [20] (dashed lines)

2.3.2 Model Two Gust Response

This section presents the dynamic response of model two for different gust lengths and for

various wingtip parameters. The modal stiffness was set in order to obtain the frequency

of the bending mode at 5 Hz and the frequency of the torsional mode at 8.5 Hz when a

high value of the wingtip stiffness connection is considered.

Figures 2.11, 2.12, 2.13 and 2.14 show the gust responses for low and high values of

the stiffness connections between the wing and the wingtip. These two extreme cases

represent the cases when the wingtip is free to rotate at the hinge (kθ = 0 Nm/rad) and
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the wingtip is rigidly attached to the wing (kθ = 108 Nm/rad). When the wingtip is

free to rotate at the hinge, the heave mode is less exited and the pitch mode is more

exited with respect to the case when the wingtip is rigidly attached to the wing. It is

also possible to see that the zero stiffness connection reduces the torsional and bending

mode responses.

K  = 0 Nm/rad

K  = 10
8
 Nm/rad

Figure 2.11: Rigid body responses to a 20 m 1-cos gust

K  = 0 Nm/rad

K  = 10
8
 Nm/rad

Figure 2.12: Elastic mode responses to a 20 m 1-cos gust

Figures 2.15, 2.16 and 2.17 show the maximum and minimum values of the wing bending

and torsional modes responses for values of the gust length between 20 m to 200 m. Figure

2.15 considers different cases of the wingtip stiffness connection, Figure 2.16 considers

different cases of the flare angle (γ) and Figure 2.17 considers different positions, along

the chordwise direction, of the wingtip centre of mass (Γx).
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K  = 0 Nm/rad

K  = 10
8
 Nm/rad

Figure 2.13: Rigid body responses to a 200 m 1-cos gust

K  = 0 Nm/rad

K  = 10
8
 Nm/rad

Figure 2.14: Elastic mode responses to a 200 m 1-cos gust

The hinge with zero torsional stiffness and the introduction of a larger flare angle are able

to reduce the wing bending and the wing torsional mode response for all gust lengths.

Furthermore for gusts at high frequency, if the centre of mass position is towards the

trailing edge of the wingtip the torsional mode has larger positive and negative peaks,

but for gusts at low frequency the torsional mode response has smaller peaks.
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Figure 2.15: Gust response for different gust lengths and values of stiffness connection

Figure 2.16: Gust response for different gust lengths and flare angle (kθ = 0 Nm/rad)

2.4 Detailed Aeroelastic Model

This section provides an overview of the detailed aeroelastic model representative of

an aircraft with hinged wingtips. This model was developed in Nastran and used in

previous works [43–45, 48, 53, 55, 108]. The main objective was to investigate the effect

of hinged wingtips for load alleviation. The model is a modified version of the FFAST

(Future Fast Aeroelastic Simulation Technologies) aeroelastic model of a representative

civil jet aircraft [109]. The structure was modelled using a ‘stick’ model, by using ‘CBAR’
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Figure 2.17: Gust response for different gust lengths and positions of the wigtip centre of
mass (kθ = 0 Nm/rad)

Span [m] 57.88
Length [m] 63.91
Weight [kg] 187929 · 105

Table 2.3: Model characteristics

and ‘RBE2’ elements and non-structural distributed masses (defined through material

density) by using ‘CONM2’ elements. The model also includes engine pylons and masses.

Each half-span wing has at 80% span a hinge connected to the wingtips giving an increase

in span of 25% compared to the baseline. The hinge flare angle is 25°. The hinge

was modelled by constraining two coincident nodes, one on the main wing and one on

the wingtip, to have the same displacement and rotation except for the rotation on

the predefined hinge axis by using the ‘RJOIN’ element. Hinge torsional stiffness and

damping are modelled using the ‘CBUSH’ element. In the case of the hinge free to rotate,

a small torsional stiffness value is required to avoid numerical singularities [110]. Table

2.3 reports the weight and the dimensions.

The Doublet Lattice Method is used for the aerodynamic model [111]. Due to the small

angle of attack or side slip assumption, the aerodynamic forces do not change their

direction as a function of the actual deformation of the structure and wingtip deflection.

The aerodynamic forces are defined with respect to the local normal direction of each

panel by modifying the modulus, but not the orientation, of each aerodynamic force as

a function of the local deformation. This is one drawback of the aerodynamic model

used and has a significant effect when there are high deformations, such as high wingtip

rotation. However, the results showed that the wingtip deflections are in general quite
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limited [44, 45]. Figure 2.18 shows the aeroelastic model used for the analyses. The model

(a) Structural model (b) Aerodynamic model

Figure 2.18: Modified FFAST aeroelastic model

is composed of a few thousand elements but exploiting modal reduction and considering

only the modes with a frequency below 40 Hz it is possible to reduce the order of the

model to 55 modes.

All the rigid body motions are constrained except for the aircraft heave and pitch. Table

2.4 shows the natural frequencies, damping ratios and mode shapes below 10 Hz of the

aeroelastic model at 200 m/s and sea level. Figure 2.19 shows the mode shapes described

in Table 2.4.

2.5 Conclusions

Two simplified aeroelastic models representing a symmetric aircraft were developed and

a detailed model was introduced. The first simplified model consists of two rigid body

modes and the torsional and bending modes of a straight wing. The second simplified

model was developed by including an additional degree of freedom due to wingtip rotation

in the first model. The simplified model with a hinged wingtip was validated against

an existing model’s gust responses in the literature for the case in which the wingtip is

rigidly connected to the wing (high rotational stiffness value), and the results show good

agreement. The gust response analysis considering different stiffness connections of the

folding wing shown that if the wingtip is free to rotate at the hinge it is possible to reduce

the bending and torsional deflection and consequently reduce the moment transmitted

from the wing to the fuselage.
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(a)Mode 1, 0.21
Hz

(b)Mode 2, 0.34
Hz

(c) Mode 3, 2.33
Hz

(d)Mode 4, 2.58
Hz

(e) Mode 5, 2.63
Hz

(f) Mode 6, 2.69
Hz

(g)Mode 7, 2.77
Hz

(h)Mode 8, 3.12
Hz

(i) Mode 9, 3.15
Hz

(j) Mode 10,
3.68 Hz

(k) Mode 11,
4.51 Hz

(l) Mode 12,
4.60 Hz

(m) Mode 13,
4.66 Hz

(n) Mode 14,
4.67 Hz

(o) Mode 15,
4.92 Hz

(p) Mode 16,
5.05 Hz

(q) Mode 17,
5.90 Hz

(r) Mode 18,
7.59 Hz

(s) Mode 19,
8.39 Hz

(t) Mode 20,
9.50 Hz

Figure 2.19: Lower frequency aeroelastic modes of the FFAST model at 200 m/s and sea
level
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Mode Frequency
[Hz]

Damping
ratio
[%]

Mode shape

1 0.21 15 Rigid body mode
2 0.34 56 Rigid body mode
3 2.33 8 Sym. 1st wing bending & wingtip
4 2.58 2 Anti-sym. 1st wing bending
5 2.63 0.3 Anti-sym. 1st wing torsion
6 2.69 2 Anti-sym. torsional and wing bending and fuselage
7 2.77 0.5 Anti-sym. wing bending and wingtip and wing torsion
8 3.12 81 Sym. wingtip
9 3.15 81 Anti-sym. wingtip
10 3.68 3 Fuselage bending
11 4.51 6 Sym. tailplane bending
12 4.60 26 Anti-sym. tailplane bending
13 4.66 0.2 Sym. wing bending and tailplane bending
14 4.67 0.04 Fuselage bending, wing bending and tailplane bending
15 4.92 20 Sym. tailplane bending
16 5.05 5 Anti-sym. 2nd wing bending, tailplane bending and wingtip
17 5.90 0.2 Fuselage bending, wing bending and tailplane bending
18 7.59 0.04 Sym. 1st wing in-plane bending
19 8.39 3 Sym. 2nd wing bending, tailplane bending and wingtip
20 9.50 1 Anti-sym. tailplane in-plane bending

Table 2.4: Natural frequencies and damping ratios of the FFAST aeroelastic model below
10 Hz at 200 m/s and sea level
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MULTI-OBJECTIVE

OPTIMISATION FOR THE

WORST-CASE GUST

PREDICTION

Unsteady loads represent an important aspect through the design of an aircraft and

have an impact on the detailed structural design. They determine the extreme stress

levels estimate fatigue damage and damage tolerance for a specific design. Dynamic gust

loads are among the most extreme loads an aircraft is subjected to. In this Chapter,

the simplified model introduced in Section 2.2, considering the dimensions and weight

distribution of a civil, commercial aircraft, is firstly used for the problem of the worst-

case gust prediction. Secondly, multi-objective optimizations are performed to find the

wingtips parameters to reduce the gust loads. Different possible solutions to overcome

the reduction in the flutter due to the hinged wingtip are considered.

49
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3.1 Civil Commercial Aircraft Case

In this Chapter, the model introduced in Section 2.2 is applied considering dimensions

and total weight similar to the one of the detailed model of Section 2.4. The weights

distribution, the dimensions and the main parameters are reported in Tables 3.1 and 3.2.

To have a more realistic model, the effect of engine mass is considered in this model. The

engine is modelled as lumped mass mM located at the longitudinal distance xM from

the elastic axis (positive aft) and yM from the symmetric axis as reported in Table 3.3.

The coefficients A, B, γe0, ke0, and the bending and the torsional modal masses were

obtained through a modified minimization process in order to consider the effects of the

engine (see Appendix A.3). The bending and torsional modal stiffnesses are determined

so as to obtain a bending modal frequency of 2.5 Hz and a torsion modal frequency of

4.5 Hz.

Half span 32.5 m Chord 4 m aW 4.5
Total mass 187429 kg lW 0.8 m aT 3.2

mF 28114 kg lT 30.9 m aE 1.5
mT 28114 kg lA 0.32 m kϵ 0.35
mW 56229 kg lE 0.32 m α0 -0.03 rad

Wing inertia 12083 kg m2 lWM 0.16 m CM0W
-0.03

Aircraft inertia 12425757 kg m2 lF 30.58 m

Table 3.1: Civil commercial aircraft parameters

Mass 500 kg
Span 6.5 m
γ 30°
Γx 4.1 m
Γy 1.7 m

Table 3.2: Civil commercial aircraft wingtip parameters

Mass 1680 kg
x position from EA 0.0 m
y position from fuselage 9.344 m

Table 3.3: Civil commercial aircraft engine parameters
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3.1.1 Quantities of Interest

The objective of a gust load alleviation system is the reduction of the stresses acting on

the airframe. Since the most critical point for an aircraft is the connection between the

wing and the fuselage, the wing root bending moment, the torsional moment and the

shear force are taken as interesting quantities. The intensity of these forces and moments

can be recovered from the aerodynamic, inertia and gravitational field force distribution

acting on the wing and on the wingtip (see Appendix A.4).

3.1.2 Static Trim Solution

From the equation of motion of the full aircraft, Eq. (2.29), it is possible to calculate

the static deformation of the aircraft. The degrees of freedom that have to be calculated

are the bending and torsional modes of the wing, the deflection of the wingtip, the

pitch of the complete aircraft and the deflection of the elevator. Although the vertical

displacement of the centre of gravity of the aircraft is a degree of freedom of the system,

its value is imposed a priori and will affect the air density. The deflection of the elevator

was introduced as an unknown of the trim calculation in order to enforce the vertical

balance of forces.

Figures 3.1 and 3.2 show the trim configuration for different values of the stiffness on

the folding hinge in terms of pitch angle of the aircraft (α), elevator angle (η), wingtip

deflection (θ) and the interesting quantities at 200 m/s at sea level. For high values

Figure 3.1: Trim angles for different values of wingtip stiffness connection: fuselage inci-
dence (α), elevator angle (η) and wingtip deflection (θ)

of the stiffness connection, which represents the wingtip rigidly connected to the elastic
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Figure 3.2: Quantities of interest in trim for different values of wingtip stiffness connection

wing, the wingtip is not rotating. For lower values of the stiffness connection, the wingtip

rotates in the opposite direction to gravity and consequently produces a lower lift. The

vertical equilibrium is respected through an increase of the pitch of the aircraft. For

different trim configurations, the elevator deflection is imposed to keep the tailplane lift

constant. In order to ensure that for different trim configurations the tailplane generates

the same lift and the elevator deflection changes accordingly. The shear force is not

varying for different values of the stiffness connection because the total lift generated by

the wing and weight of the wing are constant. The distance of the aerodynamic centre

from the elastic axis is constant therefore a different lift distribution has no effect on

the torsional moment but it modifies the bending moment, indeed the increment of the

stiffness connection produces a greater lift on the wingtip and therefore the bending

moment increases.

3.2 Multi-Objective Optimization

Previous studies shown the importance of the flare angle and wingtip weight [43, 112].

In this work, several optimizations are performed to obtain the optimal position of the

wingtip centre of mass (CM), the flare angle and the wingtip span. The MATLAB

genetic algorithm (GA) Toolbox is used for optimization because of its reliability in

finding global optimal solutions even in cases where the objective functions have several
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local maxima and minima. In this work, parallel computing inside the GA is used to

speed up the optimization process. It is worth noting that the genetic algorithms require

lower and upper bounds on the design variables and they are stochastic search algorithms

that can give different results on repeating the optimization [113].

In the optimization process different optimization functions, able to minimize all the

interesting quantities, were considered. In this work, the optimization is performed in

terms of wing root internal loads, but in the real case, the objective is the wing weight

reduction which leads to the reduction in the fuel burn. To estimate the wing weight

or the fuel burn a detailed model of a specific aircraft is required and the results of the

optimizations will be model dependent. To overcome this problem, it was decided to

perform multi-objective optimization [113, 114].

In the following sections, the results of four different multi-objective optimizations con-

sidering the whole flight envelope are reported, and in each case different parameters are

considered. In all the multi-objective optimizations it was considered the hinge connec-

tion between the wing and wingtip without any spring. The objective of the optimization

is to find the optimal position of the wingtip CM, flare angle and wingtip span (first

section), the optimal position of the wingtip CM and flare angle (second section), the

optimal position of the wingtip CM fixing the flare angle at 30° (third section) and the

optimal position of the wingtip CM fixing the flare angle at 20° (fourth section). After

the optimizations, different techniques to increase the flutter speed will be presented.

3.2.1 Optimization: Set-Up

In the following subsections, a number of optimizations are performed for the whole

flight envelope and the entire gusts frequency range. A set of 104 flight configurations

was defined, as shown in Figure 3.3. For each flight configuration, the response to 15

different gusts with gust lengths in the range of 18 m to 214 m was considered, making

a total of 1560 different gust responses to be evaluated.

Before performing the optimizations, two extreme cases were analysed, the wingtip

rigidly connected to the wing and the wingtip free to rotate at the hinge. In each anal-

ysis, the gust response in terms of shear force, bending moment and torsional moment

time histories were calculated for all the 1560 cases, including the static loads. The shear

force and bending moment were plotted against each other. In the case of the wingtip

free to rotate, Figure 3.4 shows the shear force and bending moment time history plotted

against each other and the obtained convex hull. Figure 3.5 shows the convex hull in

the cases of the wingtip rigidly connected to the wing and the wingtip free to rotate in
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Flight configuration

Worst case wingtip rigidly connected

Worst case wingtip free to rotate

Figure 3.3: Flight configurations considered, worst-cases wingtip rigidly connected to the
wing and free to rotate

Figure 3.4: Shear force and bending moment plotted against each other and the obtained
convex hull

the hinge. The same procedure was repeated, considering the shear force against the

torsional moment and the bending moment against the torsional moment. Figures 3.6

and 3.7 show the results. Figure 3.3 shows the flight configurations associated with the

point on the convex hulls for both extreme cases.

The case of null stiffness connection between the wing and the wingtip was considered as

a reference configuration for the optimization processes. The flight configuration and the

gust length related to each point in both the convex hulls of the reference configuration

were considered as critical cases for the following analyses.
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Figure 3.5: Comparison of the shear force-bending moment convex hull obtained with the
wingtip rigidly connected to the wing and the wingtip free to rotate

Figure 3.6: Comparison of the shear force-torsional moment convex hull obtained with the
wingtip rigidly connected to the wing and the wingtip free to rotate

The following fitness functions were considered for the multi-objective optimization:
Π1 = max(max(abs(Mwri(t))))

Π2 = max(max(abs(Twri(t)))) i = 1 : ncrit

Π3 = max(max(abs(Swri(t))))

(3.1)

where ncrit is the number of critical cases and Mi, Ti and Si are the bending moment,

torsional moment and shear force time history response for the ith critical case. For each

configuration, every fitness function represents the maximum between all the absolute



Chapter 3. Worst-case gust prediction 56

Figure 3.7: Comparison of the bending moment-torsional moment convex hull obtained
with the wingtip rigidly connected to the wing and the wingtip free to rotate

maximum peaks of a specific quantity of interest. In the next sections, the results of

multi objective optimization for different parametrization will be presented.

3.2.2 A. Optimal Parameters: Wingtip CM Position, Flare An-

gle and Wingtip Span

In this section, multi-objective optimization was performed considering the coordinates

of wingtip CM position, the flare angle and the wingtip span as optimal parameters. The

lower and upper bounds of the flare angle are 0° and 45°, the wingtip CM position is

constrained to lie in any position inside the current wingtip and the wingtip span to be

within the wing span.. In each iteration, the wingtip weight was calculated considering

as unit span weight of 100 kg/m and the elastic wing weight is corrected to have the

total wing weight constant. The model developed does not consider the aerodynamic

stall, so, a constraint on the maximum angle of attack was introduced. The upper

bound of fuselage angle of attack is considered as 7° and it ensures that the optimizer

does not converge on high value of wingtip span that needs high angle of attack to

ensure equilibrium. Figure 3.8 shows the results. Figure 3.8a shows the fitness function

values corresponding to the Pareto points and the fitness function values related to the

minimum bending moment, torsional moment and shear force. Moreover, the fitness

function points were interpolated by a surface, and by rotating the figure it is possible

to obtain a better view of its structure, as shown in Figures 3.8b, 3.8c and 3.8d. The

results shows a wide range of variation for all the interesting quantities.
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(a) Pareto front

(b) Projection of the Pareto front on
the bending moment and torsional

moment plane

(c) Projection of the Pareto front on
the bending moment and shear force

plane

(d) Projection of the Pareto front on
the torsional moment and shear force

plane

Figure 3.8: Multi-objective optimization results, optimization parameters: wingtip CM
position, flare angle and wingtip span

Figure 3.9 shows the fitness function points of Figure 3.8b. In Figure 3.9, four fitness

function values were considered and the corresponding parameters are reported in Table

3.4.

Flare angle Spanwise CM position Chordwise CM position Wingtip span
A 44.2° 1.19 m 0.18 m 5.95 m
B 44.2° 1.22 m 0.55 m 6.02 m
C 44.2° 1.98 m 1.49 m 5.95 m
D 44.2° 3.38 m 3.07 m 6.42 m

Table 3.4: Parameters of the selected points on the Pareto front

In the configuration selected the flare angle is always 44.2°, the spanwise position of

the CM is between 1.19 m and 3.38 m (corresponding to the 20% and 53% of the total
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B

D

C

A

Figure 3.9: Pareto front on the bending moment and torsional moment plane at the
optimal compromise

wingtip span) and the chordwise position of the CM is between 0.18 m and 3.38 m

(corresponding to the 5% and the 85% of the chord) and the wingtip span is between

5.95 m and 6.42 m (corresponding to the 18% and the 20% of the total wingspan).

Figures 3.10 and 3.11 show the convex hull in the case of wingtip rigidly connected and

the optimized configurations tested on the whole flight envelope. As in the previous

cases, the configurations selected can reduce all the quantities of interest with respect to

the case of wingtip rigidly connected to the wing. The maximum peak of the bending

moment is reduced by 62%-63%, the maximum peak of the torsional moment is reduced

by 31%-38% and the maximum peak of the shear force is reduced by 31%-33%.

Figure 3.10: Shear force-bending moment convex hull for the rigid connection and for
optimized configurations
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Figure 3.11: Shear force-torsional moment convex hull for the rigid connection and for
optimized configurations

3.2.3 B. Optimal Parameters: Wingtip CM Position and Flare

Angle

The optimization parameters considered in this case are the wingtip CM position and

flare angle. The lower and upper bounds of the flare angle are 0° and 45° and the CM

is constrained to lie in any position inside the wingtip. Figure 3.12 shows the results.

Figure 3.12a shows the fitness function values corresponding to the Pareto points, the

interpolated surface and the fitness function values related to the minimum bending

moment, torsional moment and shear force. Figure 3.12a shows the Pareto front and

Figures 3.12b, 3.12c and 3.12d show Figure 3.12a from different views. Figure 3.12 shows

a wide range of variation in the bending moment and torsional moment. Moreover, the

Pareto front shows a corner representative of an optimal compromise between the bending

moment and the torsional moment. Figures 3.12c and 3.12d show a small variation in

the shear force.

Figure 3.13 shows the fitness function points of Figure 3.12b in the proximity of the

corner of the Pareto points. In Figure 3.13, six fitness function values were selected and

the corresponding parameters are reported in Table 3.5. In all of the configurations the

optimal flare angle is 45°, the optimal spanwise position of the CM is between 1.34˙m and

1.42 m (corresponding to the 21% and 22% of wingitp span) and the optimal chordwise

position of the CM is between 0.33 m and 0.42 m (corresponding to the 8.25% and 10.5%

of chord).
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(a) Pareto front

(b) Projection of the Pareto front on
the bending moment and torsional

moment plane

(c) Projection of the Pareto front on
the bending moment and shear force

plane

(d) Projection of the Pareto front on
the torsional moment and shear force

plane

Figure 3.12: Multi-objective optimization, optimization parameters: wingtip CM position
and flare angle

Flare angle Spanwise CM position Chordwise CM position
A 45° 1.34 m 0.33 m
B 45° 1.36 m 0.33 m
C 45° 1.38 m 0.33 m
D 45° 1.42 m 0.35 m
E 45° 1.42 m 0.39 m
F 45° 1.42 m 0.42 m

Table 3.5: Parameters of the selected point on the Pareto front
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Figure 3.13: Pareto front on the bending moment and torsional moment plane at the
optimal compromise

Figures 3.14 and 3.15 show the convex hull in the case of wingtip rigidly connected and

the optimized configurations tested on the whole flight envelope. The configurations

selected can reduce all the quantities of interest with respect to the case of wingtip

rigidly connected to the wing. The higher reduction is on the bending moment, where

the reduction of the maximum peak is 67%, the maximum peak of the torsional moment

is reduced by 39% and the maximum peak of the shear force is reduced by 33%.

Figure 3.14: Shear force-bending moment convex hull for the rigid connection and for
optimized configurations
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Figure 3.15: Shear force-torsional moment convex hull for the rigid connection and for
optimized configurations

3.2.4 C. Optimal Parameters: CM Positions with Flare Angle

Fixed at 30°

The multi-objective optimization was repeated considering the x and y coordinates of

the wingtip CM position as optimal parameter. To limit the flare angle, in this case,

it is limited to 30°. The wingtip CM is constrained to lie in any position inside the

wingtip. Figure 3.16 shows the results. Figure 3.16a shows the fitness function values

corresponding to the Pareto points, the interpolated surface and the fitness function

values related to the minimum bending moment, torsional moment and shear force.

Figures 3.16b, 3.16c and 3.16d show Figure 3.16a from different views. Comparing

Figures 3.16c and 3.16d with Figures 3.12c and 3.12d, one can observe higher variation

in the shear force. In Figure 3.16b the Pareto front has a corner representative of the

optimal compromise between bending moment and torsional moment.

Figure 3.17 shows the fitness function points of Figure 3.16b. In Figure 3.17, four fit-

ness function values were considered and the corresponding parameters are reported in

Table 3.6. Configuration A is the configuration that minimizes the torsional moment

Spanwise CM position Chordwise CM position
A 0.001 3.99
B 1.48 0.00
C 2.46 1.11
D 6.420 3.57

Table 3.6: Parameters of the selected point on the Pareto front, flare angle 30°
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(a) Pareto front

(b) Projection of the Pareto front on
the bending moment and torsional

moment plane

(c) Projection of the Pareto front on
the bending moment and shear force

plane

(d) Projection of the Pareto front on
the torsional moment and shear force

plane

Figure 3.16: Multi-objective optimization, optimization parameters: wingtip CM position
with a 30° flare angle

and configuration D minimizes the bending moment. Configurations B and C represent

a compromise between the torsional moment and the bending moment. In the configu-

ration selected the spanwise and the chordwise position of the CM covers a wide range

of variation. Figures 3.18 and 3.19 show the convex hull in the case of wingtip rigidly

connected and the optimal configurations tested on the whole flight envelope. As in

the previous cases, the configurations selected can reduce all the quantities of interest

with respect to the case of wingtip rigidly connected to the wing. From configuration A

to D the maximum peak of the bending moment reduced and the maximum peak of the

torsional moment increased. The maximum peak of the bending moment is reduced by

61% in configuration A and 63% in configuration D. The maximum peak of the torsional

moment is reduced by 28% in configuration D and 38% in configuration A. The maximum

peak of the shear force is reduced by 29% in configuration A and 31% in configuration
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C

B

A

D

Figure 3.17: Pareto front on the bending moment and torsional moment plane at the
optimal compromise, flare angle 30°

Figure 3.18: Shear force-bending moment convex hull for the rigid connection and for
optimized configurations

D.

3.2.5 D. Optimal Parameters: CM Positions with Flare Angle

Fixed at 20°

The multi-objective optimization was repeated considering the coordinate of wingtip

CM position as optimal parameters and assuming flare angle is fixed at 20°. The wingtip

CM is constrained to lie in any position inside the wingtip. The results are reported

as in previous cases. Figure 3.20 shows the Pareto front and Figures 3.20b, 3.20c and



Chapter 3. Worst-case gust prediction 65

Figure 3.19: Shear force-torsional moment convex hull for the rigid connection and for
optimized configurations

3.20d show Figure 3.20a from different views. The results in Figure 3.20b shows a

corner representative of the optimal compromise between bending moment and torsional

moment.

Figure 3.21 shows the fitness function points of Figure 3.20b. In Figure 3.21 six fitness

function values were considered and the corresponding parameters are reported in Table

3.7. In the optimal configuration the spanwise position of the CM is between 0.37 m and

Spanwise CM position Chordwise CM position
A 0.45 m 3.94 m
B 0.40 m 3.94 m
C 0.37 m 3.94 m
D 1.03 m 0.02 m
E 1.48 m 0.02 m
F 1.75 m 0.02 m

Table 3.7: Parameters of the optimal point on the Pareto front, flare angle 20°

1.75 m (corresponding to the 6% and 27% of the total wingtip span) and the chordwise

position of the CM is 3.94 m for the first three configurations (corresponding to the profile

trailing edge) and 0.02 m for the last three configurations (corresponding to the profile

leading edge). Figures 3.22 and 3.23 show the convex hull in the case of wingtip rigidly

connected and the optimized configurations tested on the whole flight envelope. As in

the previous cases, the configurations selected can reduce all the quantities of interest

with respect to the case of wingtip rigidly connected to the wing. The maximum peak

of the bending moment is reduced by at least 59%, the maximum peak of the torsional
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(a) Pareto front

(b) Projection of the Pareto front on
the bending moment and torsional

moment plane

(c) Projection of the Pareto front on
the bending moment and shear force

plane

(d) Projection of the Pareto front on
the torsional moment and shear force

plane

Figure 3.20: Multi-objective optimization, optimization parameters: wingtip CM position
with a 20° flare angle

moment is reduced by at least 35% and the maximum peak of the shear force is reduced

by at least 29%.

3.2.6 Flutter Speed

After performing the optimizations, an important aspect is to ensure that the aircraft

will never suffer aeroelastic instability. In the optimization process before calculating the

gust response, an eigenvalue analysis is performed to verify the stability of the model.

The regulation [26] required to ensure for each altitude a minimum flutter speed greater

than 115% of the maximum airspeed. It was considered the optimal configuration of

minimum bending moment (wingtip CM spanwise position 6.43 m and chordwise posi-

tion 3.57 m) obtained in Section 3.2.4. Figure 3.24 shows the flutter speed for various
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Figure 3.21: Pareto front on the bending moment and torsional moment plane at the
optimal compromise, flare angle 20°

Figure 3.22: Shear force-bending moment convex hull for the rigid connection and for
optimized configurations

altitude. At low altitude the flutter speed is lower than the limit. In the literature there

are different techniques to increase the flutter speed of a wing, such as changing the

stiffness parameters or adding a balancing mass [20, 89]. This work followed a different

approach and considered the possibility to slightly change the parameters of the wingtip.

In particular, it was considered to change the flare angle or to introduce in the hinge

connection an inerter, a damper or a spring. The results shown that the introduction of

the inerter and the damper are not able to increase the flutter speed but the introduction

of a relatively small value of stiffness (kθ = 2.4· 105 Nm/rad) as well as the reduction

of the flare angle (1.7% reduction) are able to increase the flutter speed as shown in
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Figure 3.23: Shear force-torsional moment convex hull for the rigid connection and for
optimized configurations

Figure 3.24, without compromising the capability for gust load alleviation. The smaller

value able to sufficiently increase the flutter speed was selected for the stiffness and flare

angle selection. Figures 3.25 and 3.26 show the convex hull of respectively the shear

force and bending moment and the shear force and torsional moment for the reference

configuration, for the optimized configuration, for the optimized configuration with the

reduction of the flare angle (strategy 1) and for the optimized configuration with the

introduction of the stiffness on the hinge (strategy 2).

Figure 3.24: Flutter speed at different altitudes, in the reference configuration, in the
optimized configuration, in the optimized configuration with smaller flare angle (strategy 1)

and in the optimized configuration with stabilizing stiffness connection (strategy 2)
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Figure 3.25: Shear force-bending moment convex hull obtained in the reference config-
uration, in the optimized configuration, in the optimized configuration with smaller flare
angle (strategy 1) and in the optimized configuration with stabilizing stiffness connection

(strategy 2)

Figure 3.26: Shear force-torsional moment convex hull obtained in the reference config-
uration, in the optimized configuration, in the optimized configuration with smaller flare
angle (strategy 1) and in the optimized configuration with stabilizing stiffness connection

(strategy 2)
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3.3 Conclusions

The simplified model considers a civil commercial aircraft’s dimensions and weight dis-

tribution. The gust response for the whole flight envelope was considered and in the

frequency range prescribed by the airworthiness regulations. Different multi-objective

optimizations were performed to explore the possible combinations of the flare angle,

wingtip span and position of the wingtip centre of mass. The results show a wide range

of suitable combinations, so when a detailed model is available, it is possible to select the

most suitable configuration. The different possible solutions were shown to overcome the

reduction in the flutter speed through the use of a spring in the connection between the

wing and the wingtip and through the reduction of the flare angle. These solutions result

in a small deterioration in the ability to relieve gust loads. The optimizations shown that

the choice of the wingtip span, the centre of mass and the flare angle are interconnected.

Further investigations are needed in order to better understand the effect of the degrees

of freedom not considered.



Chapter 4

GUST IDENTIFICATION

Analysing the effect of aeroelastic modelling with different levels of fidelity is one of the

aims of this PhD thesis. This aim can be achieved by considering different strategies. In

this Chapter, an inverse problem is considered. Defining the gusts of interest in designing

GLA systems is crucial in determining the final GLA. However, the direct measurement

of gusts and turbulence events is difficult, if not impossible, and so an indirect measure is

necessary. This Chapter demonstrates a robust technique for aircraft gust identification

based on cubic B-splines. To enable the performance of the identification methods to

be assessed, the aeroelastic equations of motion are used not only as a model for gust

identification but also to create simulated data. The aeroelastic models introduced in

Chapter 2, representative of a civil jet aircraft with folding wingtips, were considered.

These two models, with different levels of fidelity, allow the measured data to be simu-

lated with the detailed model and the gust to be identified with the simplified model to

determine the effects of modelling error.

4.1 Identification Theory

The direct measurement of many properties of real-world systems is not possible and this

information can be deduced from other quantities which may be measured directly [115].

In general, an inverse problem consists of either reconstructing forcing signals acting on

71
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a system whose internal characteristics are known, or determining the characteristics of

a system driven by controlled or known exciting signals. Figure 4.1 shows the difference

between direct and inverse problems. In the direct problem, the input, as well as the

system, are known, so it is possible to calculate the output (see Figure 4.1a). In the

inverse problem, the input or the dynamics of the system is unknown and can be esti-

mated by exploiting the known output (see Figure 4.1b). Many problems in science and

(a) Direct problem (b) Inverse problem

Figure 4.1: The definition of direct and inverse problems

engineering have the form of a Fredholm integral equation of the first kind [115]. This

class of problems are typically ill-posed or strongly ill-conditioned after discretization.

The generic form of the Fredholm integral equation can be written as

y(x) =

∫ b

a

k(x, t)f(t)dt a ≤ x, t ≤ b (4.1)

Eq.(4.1) links the unknown function f(t), wg(t) in the aeroelasticity application, over

the interval [a, b] to the given kernel function k(x, t) and real-valued function y(x). The

kernel function k(x, t) represents the mathematical characteristics of the system and y(x)

is the observed data. The inverse problem takes the form of a deconvolution problem

where the kernel function satisfies k(t, x) = h(t − x). The transfer function h(t) is the

impulse response function and represents the response to a unit impulse force. For linear

time-invariant systems, assuming zero initial conditions of displacement and velocity,

i.e., y(0) = 0 and ẏ(0) = 0, the time-domain convolution integral between the impulse

response function h(t) and the exciting gust wg(t) is written as

y(t) =

∫ t

0

h(t− τ)wg(τ)dτ (4.2)

where τ is the time delayed operation satisfying t ≥ τ and the kernel function h(t − τ)

is a convolution-type kernel.

Many inverse problems of science and engineering have the form of a Fredholm integral

equation of the first kind which is commonly ill-posed. Different regularisation tech-

niques were widely used for the numerical solution of this ill-posed problem, such as

truncated singular value decomposition, Tikhonov regularisation, basis function expan-

sion and collocation methods [116, 117]. The Fredholm integral equation was solved by
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expansion methods using different techniques, for example the Coifman wavelet method

[118], the Rationalized Haar wavelet method [119], the Sinc-collocation method [120] and

collocation methods based on cubic B-spline [121]. Regularisation techniques applied to

force identification are mainly divided into two categories, namely frequency-domain and

time-domain methods. Frequency-domain method are based on fast-Fourier transforma-

tion (FFT) and it was widely developed for stationary and pseudo-stationary conditions.

However, these methods give poor results for nonstationary and transient responses [122].

On the other hand, time-domain methods show great promise for the study of transient

and impulsive phenomena. Methods based on artificial neural networks [123], wavelet

decomposition [124], Chebyshev polynomials [125] and cubic B-spline [126] were used

for impact force identification. In force identification, the basis functions used to reg-

ularise the problem could also be ill-posed. The inverse problem of force identification

can become well-posed if the selected number of basis functions can accurately approx-

imate the impact force [126]. In numerical solution of integral equations, more basis

functions give better results. However in force identification, more basis functions could

introduce oscillations in the solution [127]. Moreover, it is important to select proper

basis functions that can reasonably represent the characteristic of the desired solution.

Cubic B-splines were used in a Newton form to reconstruct the impact force by solving

two linear systems of equations [121] and as an efficient regularization method combined

with the generalized cross-validation criteria to identify impact forces [126].

Traditional research in force identification is based on deterministic assumptions. How-

ever, uncertainties are inevitable in practice due to material property variation, mea-

surement imperfections, or other factors. Uncertainties can lead to a deterioration of the

identification accuracy. The implementation of high-precision identification methods on

stochastic structures with distributed dynamic loads is still an unsolved problem [128].

Researchers considered dynamic loads with a defined probability density function [129],

dynamic loads in the context of the probability theory [130] and unknown-but-bounded

uncertainty in the structural system [128, 131].

Chapter 2 described methods to calculate the aeroelastic equation. Regardless of the

approach used for the modelling, the aeroelastic problem can be formulated in terms of

the physical displacement y or modal coordinates q using the relation

y = Φq (4.3)
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where Φ is the modal matrix. The aeroelastic equation of motion representative of an

aircraft subjected to gust can be expressed as

Aq̈+ (ρVB+D)q̇+ (ρV 2C+ E)q = fgwg(t) (4.4)

Eq.(4.4) can be expressed in the frequency domain, as

[− ω2A+ jω(ρVB+D) + (ρV 2C+ E)]q(ω) = fgwg(ω) (4.5)

where ω = 2πf is the frequency of interest. Eq.(4.5) can be used to calculate the transfer

functions between the gust wg(ω) and the degrees of freedoms q(ω).

In the aeroelastic problem, the kernel function h(t − τ) is calculated in the frequency

domain as the transfer function between the gust wg(ω) and the measurement of interest

y(ω) by means of Eq.(4.5) and is converted to time domain using the inverse Fourier

transformation. The observed data y(t) can represent any response (e.g. displacement,

velocity, acceleration, deformation, etc.) at an arbitrary point of the system. In practical

applications, Eq.(4.2) is discretized over the interval [0, t]. Considering n sample points

uniformly distributed over the time integral [0, t], a set of n discrete linear equations can

be obtained. For convenience Eq.(4.2) can be written in matrix-vector form as

y = Hwg (4.6)

where y and wg are n × 1 vectors composed of discrete values of the response y(t) and

excitation gust wg(t), respectively. H is an n×n transfer matrix with Toeplitz structure

composed of discrete values of the impulse response function h(t) as

H =


h(t1) 0 . . . 0 0

h(t2) h(t1) . . . 0 0
...

...
. . .

...
...

h(tn−1) h(tn−2) . . . h(t1) 0

h(tn) h(tn−1) . . . h(t2) h(t1)

∆t (4.7)

A possible strategy to determine wg when H is known and is non-singular and y is

measured is to solve directly Eq.(4.6), to give

w̃g = H−1y (4.8)

where w̃g is the identified gust. However, this method is very sensitive to the inversion

of the transfer matrix due to its large condition number. Inverse problems are typically
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ill-posed problems, and thus small disturbances in the measured y may result in a large

error in the identified w̃g.

4.1.1 Regularisation Methods

This section presents a brief overview of the regularisation methods used in this Chapter,

and more information can be found in [117, 132, 133]. The linear system of equations

Hwg = y (4.9)

is ill-posed if the singular values of H decay gradually to zero and the ratio between the

largest and the smallest nonzero singular values is large [117]. When the matrix H is

ill-conditioned, the problem of Eq.(4.9) is ill-posed in the sense that a small perturbation

of y or H may lead to a large perturbation of the solution. Although different types of

direct and iterative regularisation methods exist [117], this work considers three direct

regularisation methods: Tikhonov regularisation, Truncated Singular Value Decomposi-

tion (TSVD) and Damped Singular Value Decomposition (DSVD).

The general version of Tikhonov’s method takes the form

min{||Hwg − y||22 +λ||Lwg||22} (4.10)

where λ is the regularisation parameter defined as a positive constant chosen to control

the norm of the solution vector and L can represent the first or second derivative operator

but is often the identity matrix [133].

The TSVD and DSVD methods are based on the Singular Value Decomposition (SVD).

In linear algebra the SVD of H is a decomposition of the form

H = UΣVT (4.11)

where U = (u1, . . . ,un) and V = (v1, . . . ,vn) are matrices with orthonormal columns,

and Σ = diag(σ∗
1, . . . , σ

∗
n) where σ

∗
i are the singular values of H sorted in non-increasing

order such that

σ∗
1 ≥ . . . ≥ σ∗

n ≥ 0 (4.12)

The TSVD defines a new well-posed problem, related to the ill-posed problem of Eq.(4.9)

and has a solution which is less sensitive to perturbations. The method approximates

the matrix H with a lower rank matrix Hk. The matrix Hk is defined as the rank-k
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matrix

Hk = UΣkV
T , Σk = diag(σ∗

1, . . . , σ
∗
k, 0, . . . , 0) (4.13)

where k < n [117, 132].

In the DSVD instead of neglecting n−k singular values, as in TSVD, a smoother cut-off

is used by means of filter factors fi defined as

fi =
σ∗
i

σ∗
i + λ

(4.14)

These filter factors decay more slowly than the Tikhonov filter factors and thus, in a

sense, introduce less filtering. The regularisation parameter λ is a positive constant

and plays a similar role to the parameter in Eq. (4.10), although gust estimates from

Eqs.(4.10) and (4.14) will be slightly different even if the same value of λ is used.

The selection of the regularisation parameter is a balance between the perturbation error

and the regularisation error in the regularised solution. In this work the Generalized

Cross-Validation (GCV) method is used. The selection of the regularisation parameter

is obtained through the minimization of the GCV function defined as

G =
||Hw̃g − y||22

(trace(I−HHI))2
(4.15)

where HI is a matrix which produces the regularised solution w̃g when multiplied by y,

i.e. w̃g = HIy [117, 134].

4.1.2 Identification Using Cubic B-Spline Collocation Method

Splines are piece-wise polynomials of degree k and continuity Ck−1 [135] and they can be

used to solve the Fredholm integral equation of the first kind [126, 136]. Cubic B-splines

are piecewise polynomials of degree three with C2 continuity at the junction points

between adjacent segments. In this work, gusts are represented as a summation of cubic

B-splines with uniformly distributed knots. Therefore, the problem of gust identification

becomes the identification of the weight of each B-spline.

Let ∆ : {a = τ0 < τ1 < . . . τm−1 = b} be a uniform partition over the interval [a, b],

where the uniform interval is h = (b − a)/(m − 1), and the abscissas τi = a + ih,

i = 0, 1, . . . ,m− 1 are called knots or collocation points. The cubic spline function S(t)

is introduced under the hypothesis that over each interval [τi−1, τi], S(t) is a polynomial

of degree three and the function and its first and second derivatives are all continuous. A

typical cubic B-spline function requires five knots and introducing additional point knots
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at the beginning τ−3 < τ−2 < τ−1 < τ0 and at the end τm−1 < τm < τm+1 < τm+2 the

cubic polynomial Bi(t) on the (m+2) interval can be defined in a piece-wise polynomial

function form form by collocating at the five knots [136]

Bi(t) =
1

6h3



(t− τi−2)
3 t ∈ [τi−2, τi−1]

h3 + 3h2(t− τi−1) + 3h(t− τi−1)
2 − 3(t− τi−1)

3t ∈ [τi−1, τi]

h3 + 3h2(τi+1 − t) + 3h(τi+1 − t)2 − 3(τi+1 − t)3t ∈ [τi, τi+1]

(i = −1, 0, ...,m− 1,m)

(τi+2 − t)3 t ∈ [τi+1, τi+2]

0 otherwise

(4.16)

where the degree of expansion of the cubic B-spline functions is controlled by the col-

location interval h controls. The transitions between two adjacent cubic polynomial

segments is marked by the knots [τi−2, τi−1, τi, τi+1, τi+2]. Figure 4.2 illustrates one cubic

B-spline, which is composed of four cubic polynomials. Figure 4.2 also shows that at

Figure 4.2: A cubic B-spline curve constructed by four cubic polynomials

least five knots are required to reconstruct a discrete gust. Figure 4.3 shows translated

cubic B-spline functions in the domain [0, 1] for the collocation interval h = 1/6 with

seven uniform spaced knots, and each cubic B-spline function is a translated copy of

the previous one. To control the boundary conditions, several additional basis function

are required, otherwise the desired solution has a poor accuracy at the extrimity. The

number of cubic B-spline functions is equal to the number of control points m + 2 over

the interval [a, b]. Cubic B-spline function has a three important propriety:

� Each cubic B-spline function is non negative for all parameter values,
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Figure 4.3: Cubic B-spline functions in the interval [0, 1] for the collocation interval h =
1/6

� Each cubic B-spline function has only one maximum value.

� The sum of cubic B-spline functions for any parameter value t within a specified

collocation interval is always equal to 1,

m∑
i=−1

Bi(t) = 1 ∀t (4.17)

Figure 4.4 shows cubic B-spline curves with different values of collocations interval h

from 1/10 to 1/4. The shape of the basis function depends on the collocation interval

h = 1/4

h = 1/6

h = 1/8

h = 1/10

Figure 4.4: Cubic B-spline curves with different values of collocations interval h

h but does not depend on the specific knot values because B-spline functions are based
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on knot differences, as shown in Figure 4.4. Thus, the collocation parameter h, which

controls the mesh size of the cubic B-spline function, can be considered a regularisation

parameter.

The cubic B-spline functions S(t) is constructed as a weighted sum ofm+2 cubic B-spline

basis functions Bi(t), namely

S(t) =
m∑

i=−1

ciBi(t) (4.18)

where ci are the unknown parameters of the cubic B-spline basis functions Bi(t). It

is possible to approximate the unknown gust w̃g(t) by the constructed cubic B-spline

function of Eq.(4.18) as

w̃g(t) ≈ S(t) =
m∑

i=−1

ciBi(t) (4.19)

Figure 4.5 shows the approximation of a discrete gust as a summation of cubic B-Splines.

Figure 4.5: Gust represented as a summation of cubic B-Splines and the cubic B-Splines
involved

Substituting Eq.(4.19) into Eq.(4.2) gives

y(tj) =
m∑

i=−1

ci

∫ t

0

h(tj − τ)Bi(τ)dτ j = 1, 2, ..., n (4.20)

By solving Eq.(4.20) it is possible to obtain the coefficients ci and then substituting ci

into Eq.(4.19) the gust w̃g(t) can be estimated.
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Let Ψ ∈ Rn×(m+2) where the (i, j) element of Ψ is Bj(ti) be a known matrix consisting

of m+2 cubic B-spline basis vectors, satisfying m+2 ≤ n. Eq.(4.20) can be discretized

in matrix–vector form as

y = (HΨ)c (4.21)

Since Ψ is a sparse matrix whose elements are mainly close to the diagonal, the matrix

A = HΨ is diagonally dominant. The identification problem can be solved by means of

the least squares method as

c = A+y (4.22)

where the matrix A+ is the Moore–Penrose generalized inverse matrix. Finally, the

calculation of the unknown vector w̃g can be reformulated in matrix vector notation as

w̃g = Ψc (4.23)

The number of collocation points governs the degree of expansion of the cubic B-spline

functions employed for to approximate the unknown force. The residual is used to

determine the optimal number of collocation points, by minimising

r = ||y −Hw̃g||2 (4.24)

4.2 Aeroelastic Models

Sections 2.2 and 2.4 describe a simplified and a detailed model. In Section 3.1 the

simplified model is applied considering similar dimensions and weights of the detailed

model. All the analysis in this chapter will be performed at sea level and 200 m/s.

Table 4.1a shows the elastic modes of the simplified aircraft model with no aerodynamic

forces present. Table 4.1b shows the frequencies of the aeroelastic model at 200 m/s

and sea level. All the modes are oscillatory, except for the modes related to the wingtip

deflection which are overdamped (eigenvalues -4.9 and -1680 s−1). All the eigenvalues

have a negative real part which show the modes are all stable at 200 m/s. The total

mass of the simplified model is the same as the FFAST model. The bending natural

frequency of the simplified model at 2.50 Hz in Table 4.1a is also close to the wing

bending dominant modes of the FFAST model at 2.22 Hz (Table 2.4). The rigid body

mode of the wing tip deflection of the simplified model is 0.03 Hz, while the similar mode

of the FFAST model is 0.0417 Hz.
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Frequency [Hz] Mode shape
0.03 Wingtip deflection
2.50 Wing bending
4.50 Wing torsional

(a) Structural model

Frequency [Hz] Damping ratio [-] Mode shape
2.50 0.01 Wing bending
3.33 0.03 Wing torsional coupled with wingtip

(b) Aeroelastic model at an air velocity of 200 m/s and sea level

Table 4.1: Natural frequencies and damping ratios of the simplified model

The modes related to the wingtip deflection and wing bending deflection are the modes

that mainly contribute to the gust response as will be shown in the sequel. The extremely

simplified version of the FFAST model lacks several details such as coupling between the

modes, the effect of swept angle, etc, however, it can reasonably represent the gust

response of the detailed FFAST model, as shown in Figures 4.6a, 4.6b, 4.7a and 4.7b.

(a) Simplified model (b) Detailed model

Figure 4.6: Aircraft centre of mass pitch angle gust responses

The proposed method used in this Chapter will use flight measured data from a physical

structure and utilise them along with the numerical model to identify the gust. In

reality, the numerical models are not accurate and often include modelling errors. In

this Chapter, one may assume that the ‘measured’ data is simulated using the FFAST

model. In section 4.4.2, it is shown that the simulated measured data of the FFAST

model may be identified using the simplified model, which highlights the robustness of

the identification method to modelling errors.
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(a) Simplified model (b) Detailed model

Figure 4.7: Wingtip angle gust responses

Figures 4.6a and 4.6b show the aircraft centre of mass pitch angle gust responses for

the simplified model and the detailed model, respectively. Figures 4.7a and 4.7b show

the wingtip deflection gust responses for the simplified model and the detailed model,

respectively. The peak angular deflection of the wingtip is different in the two models

because of slight differences in the hinge stiffness. The wingtip deflection was defined

such that a positive angle variation produces an upwards displacement.

4.3 Identification Results for the Simplified Model

In this section, the identification results based on the simplified model are presented. The

measurement data are simulated by using Eq.(4.4) and the identification is based on the

corresponding model in the frequency domain, Eq.(4.5). The response is obtained as a

time history of 1000 equally spaced samples representative of 20 seconds. This section

analysis compares the results of gust identification based on the regularisation with the

one obtained by approximating the gust as a summation of cubic B-spline functions. In

addition, for the identification based on cubic B-spline functions, the effects of collocation

points location and the ability to identify atmospheric turbulence are investigated. The

results assume that the degrees of freedom of the model in modal coordinate may be

measured directly (e.g. the bending or the torsional modal coordinate of the wing). In

practice, the modal coordinates would be estimated from the physical coordinates using

Eq. (4.3). Nevertheless, this is not a limitation of the method and similar results can be

obtained using different measurements.
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4.3.1 Gust Identification Considering Measurement Noise

An important feature of a reliable gust identification technique is the ability to recon-

struct the gust in the presence of noisy data, since in the measurement process, mea-

surement noise cannot be avoided. In this work, the noisy measurements data (ŷ) are

created by summing the measurements and the noise as

ŷ = y + lnoise · std(y) · (2 · rand(n, 1)− 1) (4.25)

where the MATLAB script function std(•) denotes the standard deviation of the vector,

the MATLAB script function rand(n,1) returns an n × 1 vector containing uniformly

distributed random numbers on the interval (0, 1) and lnoise is the current noise level of the

simulated response. In the results 10%, 20% and 30% of measurement noise correspond to

lnoise = 0.1, 0.2 and 0.3, respectively. Figure 4.8 shows the gust reconstruction considering

the model inversion technique of Eq.(4.8) and the measurement of the bending mode in

the case of clean data and 10% measurement noise. The reconstruction in the case of

Figure 4.8: Gust reconstruction by model inversion considering clean and noisy measure-
ments of the bending mode

noisy data has a large error, while the reconstruction from the clean data gives good

results. In this case, the order of magnitude of the condition number of the matrix

H is 1019; so the problem is ill conditioned and a regularisation method is required.

Figures 4.9, 4.10 and 4.11 show the GCV function considering the noisy data, in the

case of Tikhonov (TIKH) regularisation, TSVD regularisation and DSVD regularisation,

respectively. The GCV function considering clean measurement, in the case of the

DSVD and Tikhonov regularisation methods, is a monotonically increasing function and

in the case of the TSVD method is a monotonically decreasing function. On the contrary,
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Figure 4.9: GCV of noisy measurement of the bending mode with Tikhonov regularisation

Figure 4.10: GCV of noisy measurement of the bending mode with TSVD regularisation

in the case of noisy measurement the GCV function has a minimum and the lowest GCV

achievable increases with the increase of the noise. Figures 4.12 and 4.13 show the

gust reconstruction from the model inversion method considering different regularisation

techniques, in the case of 10% and 30% of measurement noise, respectively. The results

were obtained by setting the regularisation parameter to the value associated with the

minimum GCV. The comparison between the gust identification from noisy data of

Figures 4.8 and 4.12 show that the DSVD regularisation method is able to reduce the

error in the reconstruction of the gust. Moreover, Tikhonov regularisation and TSVD

regularisation can further reduce the reconstruction error.

Figures 4.14 and 4.15 show the results of the gust identification based on cubic B-spline
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Figure 4.11: GCV of noisy measurement of the bending mode with DSVD regularisation

Figure 4.12: Gust reconstruction by model inversion considering measurements of the
bending mode with 10% measurement noise and three regularisation methods

functions. Figures 4.14 shows the residual in the cases of clean and noisy measurement

from the bending mode. It shows that for low numbers of cubic B-splines and low noise

levels, the noise does not affect the reconstruction of the gust. Moreover, increasing the

noise level, the lowest residual value achievable increases. Figure 4.15 shows the gust

reconstruction based on cubic B-spline in the case of 10% and 30% of measurement noise.

The reconstruction based on 73 collocation points gives good results for both 10% and

30% of measurement noise. The reconstructions for 30% measurement noise in Figure

4.15 confirm the trend of the residual in Figure 4.14. Indeed, the reconstruction based on

200 collocation points is less accurate than the one based on 73 collocation points. Thus,

Figure 4.15 shows that the cubic B-spline identification acts as a filter and decreasing the
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Figure 4.13: Gust reconstruction by model inversion considering measurements of the
bending mode with 30% measurement noise and TIKH and TSVD regularisation

Figure 4.14: Residual considering clean measurement and measurement with 10%, 20%
and 30% of noise

distance between collocation points the identification never converges to a smooth result.

These gust identification techniques are also tested using different levels of coloured noise

using ‘pinknosie’ command in MATLAB, and similar results were obtained.

Figures 4.12, 4.13 and 4.15 show that the matrix regularisation through TSVD and

the approximation of the solution through cubic B-spline functions give similar results.

Indeed, in the cubic B-spline method the number of cubic B-splines plays a similar

role to the regularisation parameter [126]. The B-spline method was found to perform

better than the regularisation methods and therefore the effects of the location of the

collocation points will be shown in the next section. Moreover, turbulence identification
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Figure 4.15: Gust reconstruction by cubic B-spline function, considering clean measure-
ment and measurement with 10% and 30% noise

using cubic B-spline functions will be used for gust identification for the FFAST model.

Figure 4.16 compares the gust response obtained from the real gust and the identified

gusts calculated using TSVD and cubic B-Spline (73 collocation points), considering

30% measurement noise. The results show that TSVD and cubic B-Splines have similar

performance. Although, in the first second of the simulation, the result from TSVD is

associated with higher amplitude oscillations when the real gust is zero.

Figure 4.16: Gust response considering the real gust and the identified gusts from noisy
measurements
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4.3.2 Effect of the Location of the Collocation Points

In the identification through B-spline functions, a fundamental aspect is related to the

choice of the number of collocation points. Gusts defined by EASA can have different

frequencies and amplitudes and the optimal choice of the number of collocation points

for one gust could lead to some error in the identification of a different gust [26]. Figure

4.17 shows the trend of the residual in the interval 1 to 200 cubic B-spline considering

as measurement the bending modal coordinate. In the considered interval the residual is

not a monotonic decreasing function but has local minima at 73 and 93 cubic B-splines

and local maxima at 79 and 99 cubic B-splines. Figures 4.18, 4.19 and 4.20 show the

gust reconstruction, the position of the collocation points and the B-splines used for

the identification considering 73, 79 and 99 collocation points, respectively. The gust

reconstruction based on 73 cubic B-splines has a smaller error with respect to the case

of 79 and 99 cubic B-splines. Figure 4.18 shows that the major contribution to the gust

reconstruction is given by four B-spline defined in such a way that when the gust is zero

they are zero. Instead, Figures 4.19 and 4.20 show a higher number of B-spline that have

an effect on the identification of the gust and it produces errors in the reconstruction.

The introduction of additional collocation points does not increase the accuracy of the

reconstruction because the collocation points are not symmetrically distributed about

the gust.

Figure 4.17: Residual considering measurement of the bending mode
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Figure 4.18: Gust reconstruction considering 73 cubic B-splines

Figure 4.19: Gust reconstruction considering 79 cubic B-splines

4.3.3 Gust and Turbulence Event Identification

EASA regulation requires to consider the response of the aircraft to discrete gusts and

continuous turbulence event separately [26]. In this section, the identification based on

cubic B-spline functions in the case that the gust and the turbulence event are combined

together is considered. For all the time histories the turbulence is present and the gust

acts after 5 seconds of the simulation. The time-domain response is obtained as a time

history of 5000 equally spaced points representative of 40 seconds. The atmospheric

turbulence is obtained in the time-domain as the output of the state-space form of the

transfer function Eq.(2.10) whose input is band-limited (from 0.01 Hz to 10 Hz) white

noise. To increase the stability of the solution in the calculation of the Moore-Penrose
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Figure 4.20: Gust reconstruction considering 99 cubic B-splines

generalized inverse matrix of Eq.(4.22) all values smaller than 10−6 were set to zero.

Figures 4.21 and 4.22 show the residual and the gust and turbulence event identification

considering the measurement of the bending mode. In the case of identification consider-

ing 230 collocation points, the error in the reconstruction of the maximum peak is 0.9%

and the error in the identification of the turbulence field is in the interval ±0.25 m/s.

Figure 4.21: Residual for the identification of gust and turbulence event using the mea-
surement of the bending mode
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Figure 4.22: Gust and turbulence event reconstruction considering 230 collocation points
using the measurement of the bending mode

4.4 Identification Using Measurements from the FFAST

Model

In this section, the results of the identification based on cubic B-spline functions of

the FFAST model are presented. The simulation is performed for 100 seconds and is

composed of 4000 equally spaced points. In all the cases, the measurement data are

generated considering the 55 modes model. The time response from 5 seconds to 100

seconds is considered for identification and the rotation of the centre of gravity of the

aircraft in pitch is used as a measurement because this information is typically available

on the aircraft. The first 5 seconds of the measurement are not considered for the

identification because, due to the complexity of the model and the numerical errors

without any gusts, the response of the system is not exactly zero initially. Moreover,

for the identification process, the impulse response function assumes zero response and

zero first derivative of the response at the initial time. In the B-spline function, it would

be possible to introduce controlled end conditions in order to reduce the error at the

extremities of the identification [137]. In this work this was not done because it is always

possible to change the initial and final time of the identification. In any case controlled

end conditions will alleviate but not cancel the identification errors at the extremities.

The models used for the identification are based on two approaches; in the first case, the
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model is obtained through a modal reduction and in the second case a simplified model

is used.

4.4.1 Identification Model: Modal Reduction

The definition of the model through modal coordinates allows us to introduce or exclude

modes in the model in order to have different levels of accuracy. The identification is

performed considering that the model used for the identification has an increasing number

of modes. Figure 4.23 shows the residual when the model used for the identification has

the lowest 4 modes, 5 modes and 55 modes. The gust identification based on the 4 modes

Figure 4.23: Residual considering 4 modes model, 5 modes model and 55 modes model
and measurement of the pitch of the aircraft

model is not able to converge to the correct result, but the identification based on the

5 modes model gives results similar to the identification based on 55 modes. Table 4.2

shows the first five natural frequencies, damping ratios and mode shapes of the FFAST

model at 200 m/s and sea level. The fifth mode is associated with the torsion of the

wing. Figure 4.24 shows the identification results considering the 5 modes model, the 8

modes model and the 55 modes model for 600 collocation points.

Figure 4.25 shows the difference between the real gust and the reconstructed gusts of

Figure 4.24. As expected, decreasing the accuracy in the model increases the error

in the reconstruction. The error in the first seconds of identification is related to the

aforementioned problem of the initial conditions and disappears after two seconds of

identification. This error can be mitigated by increasing the time of the simulation.

Moreover, after the initial condition, the identification error using 55 modes is in the
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Mode Frequency
[Hz]

Damping
ratio
[%]

Mode shape

1 0.21 15 Rigid body mode
2 0.34 56 Rigid body mode
3 2.33 8 Sym. 1st wing bending & wingtip
4 2.58 2 Anti-sym. 1st wing bending
5 2.63 0.3 Anti-sym. 1st wing torsion

Table 4.2: First five natural frequencies and damping ratios of the FFAST aeroelastic
model at 200 m/s and sea level

Figure 4.24: Gust and turbulence event reconstruction considering 5 modes model, 8
modes model and 55 modes model, measurement of the pitch of the aircraft and 600 collo-

cation points

Figure 4.25: Error in the gust and turbulence event reconstruction
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interval ±0.2 m/s and it can be reduced further by increasing the number of B-splines.

The identification based on the 5 and 8 modes models has the maximum error during

and soon after the peak of the gust where the higher frequency modes are exited. The

error in the identification of the peak of the gust is 25% for the 5 modes model and

4% for the 8 modes model. Moreover, Figure 4.25 shows that in the second part of the

identification, where the contribution is only from the turbulence event, the three models

give similar results.

Figure 4.26 reports the gust and turbulence event response in the frequency domain

obtained using the 5, 6, 7, 8 and 55 modes models. The response of the 55 modes model

has a higher amplitude at low frequencies and then the amplitude decreases for higher

frequencies. The good estimation of the gust and turbulence event with the low order

model can be explained considering that they are obtained through a modal reduction,

so considering only a subset of the low-frequency modes. Indeed, in Figure 4.26 at low

frequency, the response of the reduced order models is similar to that of the complete

model.

Figure 4.26: Pitch angle gust and turbulence event response considering 5, 6, 7, 8 and 55
modes models

4.4.2 Identification Model: Realistic Example, Simulating Mea-

sured Data Using the Detailed Model and Using the Simplified

Model for Identification

In this section, the simplified model is used for identification purposes while the higher

fidelity model is utilised to simulate measurement data. Figure 4.27 shows the residual
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considering the measurement of the pitch of the aircraft. Figure 4.28 shows the identi-

fication based on 450 and 600 collocation points. The comparison between Figures 4.24

and 4.28 show that the identification based on the simplified model gives similar results

to the identification based on a reduced order model. It is worth highlighting that the

two models were defined using different techniques and the aerodynamic models are dif-

ferent; thus the identification method is robust with respect to modelling errors. Figure

4.29 shows the reconstruction error in the case of identification based on 450 and 600

collocation points. The error in the identification of the peak is 8% in the case of 450

collocation points and 3% in the case of 600 collocation points. The positive and negative

peaks of the gust identification error are related to a time delay in the identification of

the peak of the gust. Indeed, Figure 4.28 shows in the identification of the peak a time

delay of 0.1 seconds in the case of identification considering 450 collocation points and

0.07 seconds in the case of identification considering 600 collocation points. This is due

to fact that the simplified model reacts faster than the detailed model. However, the

faster reaction of the simplified model does not affect the turbulence event reconstruction

that has an error in the interval of ±0.5 m/s.

Figure 4.27: Residual considering the simplified model and measurement of the pitch of
the aircraft
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Figure 4.28: Gust and turbulence event reconstruction considering the simplified model,
the measurement of the pitch of the aircraft and 450 and 600 collocation points

Figure 4.29: Error in the gust and turbulence event reconstruction

4.5 Conclusion

This Chapter demonstrates a robust technique for aircraft gust identification based on

cubic B-splines. Two aeroelastic models were used, a simplified model and a higher

fidelity model. Both the models were used to generate data and the identification by cubic

B-splines were performed considering reduced-order models of the detailed model and

the simplified model. The results shown that it is possible to reconstruct the gust using
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models with a small number of degrees of freedom. The identification of the turbulence

event gives similar results considering different reduced-order models and, better results

can be obtained considering reduced-order models than the simplified model.



Chapter 5

GENERATION OF GUSTS IN

THE WIND TUNNEL

The validation of active and passive wing gust load alleviation system in the wind tunnel

require a Gust Generator (GG). In this Chapter, the design, installation, and commis-

sioning of a GG in the Swansea University wind tunnel are reported. First of all, the

desired gusts, as well as the GG design with the component selected, are introduced.

Consequently, hot-wire anemometer, vane rotation profile, post-processing technique

used are discussed. Discrete and continuous gusts and flow uniformity measurements

are presented along with the main reason behind the discrepancy between the desired

and the measured ‘1-cos’ gusts. Two innovative techniques to improve the discrete gusts

were considered. When a ‘perfect’ ‘1-cos’ gust profile is produced in the wind tunnel,

the comparability between data from different facilities and experiments and simulations

is significantly improved. In addition, standardization, benchmarking, simulation val-

idation, and reproducibility are improved when a ‘book’ case is correctly reproduced

experimentally.

98
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5.1 Gust Generator Design, Installation and Com-

missioning

The aim of the GG is to create gusts according to the CS25 certification from the

EASA [26]. In this work, discreate gusts and continuous sinusoidal (harmonic) gust are

considered. Figure 5.1a shows gusts at different wavelengths at 200 m/s and sea level

according to EASA. Discrete gusts can be seen as a realistic impulse excitation for an

aircraft. The duration of the impulse influences the frequency content of the impulse

response. Figure 5.1b shows the Fourier transform of the discrete gusts with a maximum

amplitude of 20 m/s and gust wavelengths of 40 m and 20 m at an airspeed of 200

m/s, which corresponds to 5 Hz and 10 Hz for 40 and 20 m, respectively. The range of

frequency with a flat frequency content is inversely proportional to the duration of the

impulse, which in this case, is the gust length. Indeed, a discrete gust with a high gust

length mainly excites aircraft’s rigid body modes, while a discrete gust with a small gust

length excites aircraft’s rigid body modes and elastic modes. In the rest of this work,

discrete gusts are described in terms of maximum amplitude and frequency, where the

frequency is defined as the inverse of the impulse duration.

(a) Time domain (b) Frequency content

Figure 5.1: Discrete gust with different gust wavelengths

Figure 5.2 shows the Swansea University wind tunnel, which is a closed section, closed-

circuit system with a test section of 1.5 m by 1 m and a length of 2.36 m. It has tem-

perature control and an airspeed control system that allows working velocities between

10 m/s to 50 m/s.
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Figure 5.2: Swansea University wind tunnel

The GG should be able to produce continuous and discrete gusts with a maximum

frequency of 14 Hz and amplitude range from 5° to 20°. The design of the GG, e.g.,

number of vanes, vane profile, chord and span dimensions, the separation between vanes,

and actuation type, were selected based on suggestions given in [14, 82] and engineering

judgment. As discussed in [14], increasing the number of vanes could both increase

the maximum gust angle and lead to a more uniform gust field in the wind tunnel,

but it would increase the blockage in the test section. Moreover, the flow in the test

section would be affected by the wakes of the vanes [14]. Vanes with a higher chord

dimension could produce gusts with higher intensity, but increasing the chord dimension

will increase the inertia and the torque required to rotate the vanes. Reducing the

vertical separation between the vanes could produce more significant gusts. However, for

future aeroelastic testing of wings subjected to gusts, considering keeping the wing to be

tested between the vanes, a small vertical separation would reduce the working height

[82]. Considering the Swansea University wind tunnel size, two horizontal vanes were

used to cover the entire width of the chamber. The rest of this section will present the

vane design, vane actuation, the GG installation, the vane structural characterisation,

and the smoke test.

5.1.1 Vane Design

A NACA0015 profile with 200 mm chord was chosen to have a symmetric airfoil, limiting

the thickness but allowing a spar to fit inside. For manufacturing simplicity, 3D printed
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vanes were used. The rigidity of each vane was ensured by a hardened steel shaft to

which the 3D printed vanes were bonded at the quarter chord to limit the aerodynamic

and structural coupling. Due to the 3D printer size limitations, each vane consists of

eight sections. Table 5.1 reports the main vane proprieties. SOLIDWORKS [138] was

used to calculate the vane inertia around the axis of rotation. Figure 5.3 shows one 3D

Vane
Chord 200 mm
Span 1500 mm
Airfoil profile NACA0015
Vane material ABS
Density 1.04 g/cm3

Young’s modulus 2.4 · 109 Pa
Inertia 113.03·10−4 kg·m2

Spar
Spar diameter 16 mm
Inertia 0.99·10−4 kg·m2

Spar material Hardened steel
Density 8000 kg/m3

Young’s modulus 2.00 · 1011 Pa

Table 5.1: Vane design and dimensions

printed section of the vane. Only some parts of the internal airfoil cross-section were 3D

printed to reduce the vane’s weight but keeping a high stiffness.

Figure 5.3: 3D printed section

Each 3D printed section was bounded to the shaft using PERMABOND TA4204, a

2-part, 1:1 toughened acrylic adhesive. Figures 5.4 and 5.4b show vanes during the

assembly process and before the installation.

The vanes are supported on both sides by a 20 mm aluminum plate, and cylinder bearings

constrain all the degrees of freedom except for the translation and rotation around the

bearing axis. The supporting plates are connected to the wind tunnel aluminum frame.
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(a) Vanes during manufacturing (b) Vanes before installation

Figure 5.4: Vanes during manufacturing and before to be installed

From the Euler Bernoulli beam theory, the first natural frequency of a fixed-fixed beam

with homogeneous isotropic linear elastic material is inversely proportional to the square

of the length. Therefore, the bearings are at 3 mm from the wind tunnel plexiglass to

reduce the first out-of-plane bending frequency. Figure 5.5 shows the vane support plate.

5.1.2 Actuation

The gust vanes are actuated using two independent servomotors, which ensures inde-

pendent motion. The maximum bandwidth of the motion is limited by the maximum

torque available from the motor. Servomotors are specified by peak torque and velocity

requirements; the first principle can be used to calculate those parameters. The vane

deflection θGG(t) is expressed as,

θGG(t) =
AGG

2

[
1− cos(2πft)

]
(5.1)

where AGG is the maximum deflection of the vanes in degrees and f is the frequency

in Hertz. Differentiating Eq.(5.1) with respect to time provides, the expression for the
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(a) Before installation (b) Installed in the wind tunnel

Figure 5.5: Vane support before installation and installed in the wind tunnel

rotational velocity,

θ̇GG(t) = AGGπfsin(2πft) (5.2)

Differentiating Eq.(5.2) with respect to time, provides the expression for the rotational

acceleration,

θ̈GG(t) = 2AGG(πf)
2cos(2πft) (5.3)

Table 5.2 shows the peak rotational velocity and rotational acceleration values from

Eqs.(5.2) and (5.3). The peak torque requirement is based upon the peak acceleration

Amplitude [deg] Frequency [Hz] Velocity [rad/s] Acceleration [deg/s2]
5 30 8.22 15503
10 25 13.71 21532
20 20 21.93 27561

Table 5.2: Minimum required vane deflection performance

and the combined rotational inertia of the whole system, including the vane, motor coil,

couplings, and any other rotating parts. The minimum required torque Tmax for each

motor, considering n components connected to it, can be expressed as,

Tmax =
n∑
i

Iiθ̈GGi
(5.4)
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where θ̈GGi
and Ii are the peak rotational accelerations and inertia of the i−th compo-

nent, respectively. A low backlash gearbox was introduced between the vane and the

motor to reduce the required motor torque and increase the motor rotation. Moreover,

the gearbox is essential as it decreases the motor error by a factor of the gearing ratio,

as

Btot =
Bm

rg
+Bg (5.5)

where rg is the gearbox ratio, Btot, Bm, and Bg are the backlash of the motor coupled with

the gearbox, the backlash of the motor, and the backlash of the gearbox, respectively. An

iterative process was followed to select the components to ensure the torque requirements.

Servomotor and drive were selected to ensure with a safe margin the torque requirements.

The gearbox was selected to have the lower backlash possible. Indeed, gearboxes vary in

backlash from 15 to 1 arcmin. Up to a ratio of 10:1, single-stage gearboxes can be used,

but at higher ratios, two-stage gearboxes must be used, which have significantly more

backlash due to extra moving parts, so a 10:1 ratio was chosen. An elastomer coupling

was selected to couple the gearbox with the spar allowing a minor misalignment. Table

5.3 summarise the parts selected with the main features. The final torque requirements

Servomotor Kollmorgen AKM43E-AN9NCA00
Peak torque 15.9 Nm
Maximum torque 40 Nm
Inertia 2.09·10−4 kg·m2

Accuracy 10 arcmin
Drive Kollmorgen AKD-P00306-NBCC-E000
Gearbox SP+075MF

2 arcmin of backlash
Inertia 0.54·10−4 kg·m2

Torsional rigidity 10 Nm/arcmin
Coupling EKL-00020BA022

Maximum torque 37.8 Nm
Axial misalignment 2 mm
Angular misalignment 0.8°
Lateral misalignment 0.08 mm
Torsional rigidity 1.3 Nm/arcmin
Moment of inertia 0.2 kg·cm2

Table 5.3: Parts selected

are summarised in Table 5.4. The peak motor torque requirement is found summing all

the torque requirements transformed in the motor reference frame. Considering all the

contributions from Table 5.4, the minimum peak torque required from the motor is 10.95

Nm. The selected servomotor has a sufficient peak torque.
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Component Inertia [kg·m2] Acceleration
[rad/s2]

Torque [Nm] Torque motor
reference frame [Nm]

Motor 2.09·10−4 275610 5.76 5.76
Gearbox 0.54·10−4 275610 1.49 1.49
Couppling 0.20·10−4 27561 0.06 0.006
Spar 0.99·10−4 27561 0.27 0.03
Vane 113.03·10−4 27561 36.66 3.67

Table 5.4: Inertia and torque requirements of rotating parts in their own reference frames

Figure 5.6 shows motors, gearboxes, and couplings installed in the wind tunnel.

Figure 5.6: Motors, gearboxes, and coupplings

Figure 5.7 shows the drives with the electrical connections used to control the servomotors

controlled by a laptop. Figure 5.8 shows the vanes installed in the wind tunnel. The GG

was located at the start of the wind tunnel test section to have enough space to fit future

models for wing gust experiments. Figure 5.9 shows the vanes during the installation in

the wind tunnel.

5.1.3 Vane Structural Characterisation

Structural dynamic characterisation was performed to assess the first natural frequency

of the vane installed in the wind tunnel. Knowing the first vane natural frequency allows

the identification of oscillations in the gust profile that are due to the vane vibration.

The first natural frequency was identified by hammer test at 19.7 Hz.
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Figure 5.7: Drives

Figure 5.8: Gust generator installed in the wind tunnel

5.1.4 Smoke Test

The smoke test was performed to visually assess the ability of the GG to produce discrete

gusts. The vanes were setup to rotate to produce discrete gusts, and smoke was intro-

duced in the chamber. Figure 5.10 illustrates how the gust is produced by the rotation

of the vanes. The steps involved in the creating of the gust are:

(a) at the initial conditions, vanes are at 0°, and the smoke is undisturbed;

(b) vanes are rotating downwards, and the smoke is not affected;
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(a) Levelling block to ensure the vanes are
in the horizontal position

(b) Levelling block to ensure the vanes are
at 0° angle of attack

Figure 5.9: Gust generator installation

(c) vanes are back to 0°, and the smoke move upwards due to the starting vortices;

(d) the discreate gust appear at the vanes trailing edge;

(e) the discreate gust travel downstream, after the gust the smoke is undisturbed;

(f) the discreate gust travel downstream, after the gust the smoke is undisturbed;

(g) the discreate gust travel downstream, after the gust the smoke is undisturbed;

(h) at the final conditions, the smoke is undisturbed;

5.2 Experimental Setup

The measurement of turbulence or airspeed fluctuations in the wind tunnel is carried out

using suitable instrumentation like hot-wire anemometers, Laser-Doppler Anemometers

(LDA), and with Particle-Imaging Velocimetry (PIV). The instrumentations available

at the Swansea University Wind Tunnel and suitable for the characterisation of the GG

are the PIV and the hot-wire anemometer. The PIV has a sampling frequency of 15 Hz,

which does not ensure a proper airspeed characterisation, so hot-wire anemometer was

used. This section shows the experimental setup of the hot-wire sensor, the test cases

considered, and the procedure used for the post-processing of the data.



Chapter 5. Gust generation 108

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.10: Gust generator smoke test
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5.2.1 Hot-Wire Sensor

The hot-wire anemometer, also called Constant Temperature Anemometer (CTA), is

based on convective heat transfer from a heated sensor to the surrounding fluid, where

the heat transfer is primarily related to the fluid velocity. Using very fine wire sensors

placed in the fluid, coupled with a servo-loop technique, ensures the measurement of

velocity fluctuations on a fine-scale and at high frequencies. The advantages of hot-wire

sensor over other flow measuring principles are ease of use, the output is an analogue

voltage, so no information is lost, very high temporal resolution, and more affordable

than LDA or PIV systems [139].

The measuring equipment consisit of a probe, probe support, a MiniCTA, an A/D con-

verter, and a computer. Probes are primarily selected on basis of:

� Fluid medium;

� Expected velocity range;

� Number of velocity components to be measured (one, two or three);

� Quantity to be measured (velocity, wall shear stress etc.);

� Turbulence intensity and fluctuation frequency in the flow;

� Required spatial resolution;

� Temperature variations;

� Available space around the measuring point;

� Contamination risk;

For all the measurements, the straight miniature X wire probe 55P61 was used to measure

the horizontal and vertical components of the flow field. The probe has a 5 µm diameter,

1.25 mm long plated tungsten wire sensors, and a 2.3 mm diameter ceramic tube body.

The sensors are arranged in X-arrays, where they form an angle of 90° with one another.

The dual-sensor probes are designed for use in two-dimensional flows of low turbulence

intensity [140]. Figures 5.11a and 5.11b show the cross hot-wire sensor. Figure 5.11c

shows the straight, 6 mm diameter, and 235 mm long probe support used. MiniCTA has

built-in signal conditioners for high-pass and low-pass filtering and signal amplification

and is used to supply power to the sensor. Figure 5.11d shows the two MiniCTA used.

To read the analog voltage given as output from the MiniCTA, the National Instruments

USB-6210 was used and is shown in Figure 5.11e.
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(a) Sensor (b) Sensor design (Directly adapted from [140])

(c) Probe support (d) MiniCTA (e) Data aquisition sys-
tem

Figure 5.11: Hot wire anemometer equipment used

Two types of calibrations are required to find the relation between the voltages and

airspeed, velocity and directional calibration. In the velocity calibration, the probe is

exposed to a set of known velocities at fix angle to determine the coefficients of a fourth-

order polynomial equation for each wire probe. Corrections can be used to compensate

for the effects of temperature variation. In the directional calibration, the probe is

exposed to a set of known velocities at different angles to determine the coefficient of

a linear equation for each wire probe. Figure 5.12 shows the equipment used for the

calibration. In all the tests, the sampling frequency was kept at 1kHz. The hot-wire

anemometer was placed in the center of the cross-section, at the longitudinal distance of

1.234 m from the vane trailing edge (corresponding to 6.2 chords), where future wings



Chapter 5. Gust generation 111

Figure 5.12: Hot wire calibration

will be set to measure the wing gust response. A 0.3 m stainless steel tube was used as a

probe extension to prevent the interference of the probe support on the measurements.

The natural frequency of the probe joined with the probe extension was experimentally

identified at 25 Hz. Figure 5.13 shows the GG in the wind tunnel with the hot-wire

anemometer and the probe extension connected to the traverse.

Figure 5.13: Gust generator in the wind tunnel
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5.2.2 Test Cases

A series of wind tunnel tests were performed to assess the ability of the GG to produce

single and continuous gusts. In the case of discrete gusts, the shape of the desired gusts

are described by Eq. (2.7), so the vane rotation profile θGG(t) was set to follow a similar

movement according to

θGG(t) =

 AGG

2

[
1− cos(2πft)

]
for 0 ≤ t ≤ 1

f

0 for t > 1
f

(5.6)

where AGG is the maximum deflection of the vanes in degrees and f is the frequency

in Hertz. An encoder on the motor was used to record the motor rotation to ensure a

correct actuation. Due to the high-performance coupling and low backlash gearbox, the

vane rotation is expected to follow the motor at the gearbox location. Moving along the

vane, the torsion flexibility will introduce a difference between the real and the expected

rotation. Nevertheless, at the vane opposite extremity with respect to the motor, the

error is expected to be small due to the spar’s high torsional stiffness. The free stream

velocity ranged from 10 m/s to 26 m/s. This corresponds to a Reynolds numbers in the

range of 2.45 · 105 to 6.4 · 105 considering the vane chord as characteristic length. In the

tests, the vane maximum pitch amplitude ranged from 5° to 20° in 5° increments, while

the vane rotation frequency ranged from 1 Hz to 14˙Hz. Higher pitching frequencies were

avoided to avoid excessive vane vibrations. The maximum reduced frequency is k = 0.88,

where k is defined as

k =
ωc

2V∞
(5.7)

where ω = 2πf , c is the vane chord and V∞ is the free stream velocity.

In the case of continuous sinusoidal gusts, the vane rotation profile was set to follow a

sinusoidal trajectory, defined as

θGG(t) = AGGsin(2πft) (5.8)

In this case, the free stream velocity ranged from 10 m/s to 18 m/s, the vane maximum

amplitudes are 5° and 12.5°, and the vane rotation frequency varies from 1 Hz to 10 Hz.

At the highest rotational speed, the reduced frequency is k = 0.63. The main objective

of this work was to improve the creation of discrete gusts, and so continuous sinusoidal

gusts were considered for only a limited set of airspeed and frequency.
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5.2.3 Post-Processing

The effect of the gust was considered as a temporary change of the angle of attack,

calculated as

α = atan

(
Vhw

Uhw

)
(5.9)

where Vhw and Uhw are the vertical and horizontal airspeeds measured by the cross hot-

wire sensor. The measured data were filtered using a low-pass filter and a notch filter.

The measurement from the hot-wire sensor introduces noise at all frequencies. Therefore,

the low-pass filter is required to attenuate the high-frequency noise. The low-pass filter

has the transfer function as

H(s)
ω0

s+ ω0

(5.10)

where ω0 = 2πf0 and f0 is the cut-off frequency in Hertz. The low-pass filter is required

to attenuate the high-frequency noise measured due to the high sampling ratio. As, the

GG will be used to measure the gust response of wings characterized by low aeroelastic

frequencies, which would act as a low pass filter, it is expected that higher frequencies

will have a negligible impact. The cut-off frequency was set to 20 Hz. Figure 5.14a shows

the Bode plot of a low-pass filter with 20 Hz cut-off frequency. A notch filter with a

transfer function as

H(s) =
s2 + ω2

0

s2 + ωcs+ ω2
0

(5.11)

where ω0 is the central rejected frequency and ωc is the width of the rejected band. The

notch filter with a central rejected frequency of 25 Hz and rejected band of 5 Hz was

used to reduce the noise due to the probe extension vibrations. Figure 5.14 shows the

Bode plot of the notch filter used.
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Figure 5.14: Bode plot of the filters used
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5.3 Initial Results

In this section, the results for the discrete gusts and continuous sinusoidal gusts are

presented. Figure 5.15 shows the measured gust and the filtered gust. The oscillations

at 25 Hz before and after the main peaks and the high-frequency oscillations were filtered

out. Indeed, the maximum gust peak is attenuated. Figure 5.16 shows the measured

angle of attack repeated three times, measured when the vane rotation amplitude is 10°,

the frequency is 8 Hz, and the airspeed is 14 m/s. The maximum standard deviation of

the measurements is 0.14°, and it is at the maximum peak.

Figure 5.15: Measured gust and filtered
gust

Figure 5.16: Discrete gust, evaluation
repeatability

5.3.1 Discrete Gust

Figures 5.17 and 5.18 show the measured flow angles at different airspeeds and pitching

amplitude. The results show that with increasing airspeed, the maximum peak reduces

while increasing the pitching frequency or increasing the pitch amplitude causes the peak

to increase. Figure 5.18 shows that varying the airspeed, or maximum vane rotation

amplitude, or gust frequency gives consistent results. Figure 5.17 shows that varying

airspeed, and gust frequency gives consistent results only for small (5° and 10°) pitch

amplitude. For low gust frequency and high maximum vane rotation amplitude, the gust

profile is chaotic and inconsistent.

It is likely that the behavior is related to dynamic stall. This phenomenon is significantly

affected by the reduced frequency, while the Reynolds number has only a small effect

on it [141, 142]. The effect of reduced frequency on the dynamic stall phenomenon is
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a well-studied problem; in particular, the dynamic stall angle increases with reduced

frequency [141–144]. In the case of reduced frequencies smaller than 0.05, it is possible

to consider the flow as steady flow, while for reduced frequencies greater than 0.2, the

flow is highly unsteady [144]. The results shown in Figure 5.17 cover a wide range

of reduced frequencies. In the literature for a profile NACA0015 at Reynolds number

3.6 · 105 the static stall angle is at 13.9° [145]. In the case of airspeed 26 m/s and gust

frequency 1 Hz, the reduced frequency is 0.024, and the Reynolds number is 2.45 · 105,
so, it is plausible that at 15° the profile is stalled and at 20° the profile is well beyond the

stall condition. At the same gust frequency and lower airspeed, the reduced frequency is

increasing, so the effect of the dynamic stall vortex is becoming more important. Indeed,

for a gust frequency 1 Hz and maximum vane rotations of 15° and 20° and increasing

the airspeed causes the measured gust to become less chaotic. The low repeatability of

the measurements affected by the dynamic stall is expected because experimental data

shown that the stall behaviour is associated with different separation patterns and is not

repeatable [146, 147]. Similar trends are exhibit for gusts with higher frequencies. Based

on repeatability and shape of the gust, for the very low value of k, the GG can always

generate gusts for vane rotation amplitude of 5°. For k ≥ 0.19, it can create gusts for

vane rotation amplitude of 10° and 15° and for k ≥ 0.38, it can create gusts for vane

rotation amplitude of 20°. The results are also in agreement with previous similar work

[82].

Figure 5.19 shows the maximum gust peaks as a function of frequency and maximum vane

angle of rotation generated using Eq. 5.6 at an airspeed of 18 m/s. At each frequency

considered, the trend is again linear in the range of 5° to 15°. For frequencies greater

than 9 Hz, the trend is linear in the range 5° to 20°. Similar trends were observed at

airspeeds of 10 m/s, 14 m/s, 22 m/s, and 26 m/s.

5.3.2 Continuous Gusts

Figures 5.20 and 5.21 shows the pitch angle measurements in the case of the continuous

gust. As in the case of the discrete gust, increasing the airspeed, causes the maximum

peak to reduce while increasing the pitching frequency of rotation or increasing the

maximum vane rotation amplitude causes the peak to increase.

The gusts in Figure 5.18 for gust frequencies greater than 10 Hz show some oscillations

at 19.7 Hz, after the main peak, which are due to vibrations of the vanes. This effect is

not important in harmonic excitation because the transient response is ignored.
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Figure 5.17: Discrete gust vane rotations amplitude of 5°, 10°, 15° and 20°, 1 to 7 Hz
rotation frequency. Each case was repeated three time and all data are plotted

5.3.3 Flow Uniformity

Two tests were performed to assess the uniformity of the gust produced by the GG in the

wind tunnel cross-section. In both cases, the symmetry of the test chamber is considered.

In the first test, the anemometer was moved horizontally (in the vane span direction) in

three additional positions with respect to the central position. Each point is 150 mm

from the previous one. Figure 5.22a shows the locations considered. Figure 5.22b shows

the discrete gusts measured at the four positions, considering an airspeed of 10 m/s,

10° maximum vane rotation, and a gust frequency range of 5 Hz to 10 Hz. The results

show a good uniformity of the gust field at all the stations considered. For all the cases

considered, the difference between the gusts peaks measured at the central position and

the ones measured at positions 2, 3, and 4 are 0.046°, 0.003°, and 0.163°. The uniformity

of the flow ensures that in future aeroelastic tests, the wing will be subjected to a uniform

gust along the span.
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V = 10 m/s V = 14 m/s V = 18 m/s V = 22 m/s V = 26 m/s
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Figure 5.18: Discrete gust vane rotations amplitude of 5°, 10°, 15° and 20°, 8 to 14 Hz
rotation frequency. Each case was repeated three time and all data are plotted

Figure 5.19: Maximum gust peaks as a function of frequency and maximum vane angle of
rotation for gusts at 18 m/s
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Figure 5.20: Continuous gust for vane rotations amplitude of 5° and 12.5°, at 1 to 5 Hz

V = 10 m/s V = 14 m/s V = 18 m/s

6
H
z

P
it
ch

[d
eg

]
7
H
z

P
it
ch

[d
eg

]
8
H
z

P
it
ch

[d
eg

]
9
H
z

P
it
ch

[d
eg

]
1
0
H
z

P
it
ch

[d
eg

]

Time [s] Time [s] Time [s]

Figure 5.21: Continuous gust for vane rotations amplitude of 5° and 12.5°, at 6 to 10 Hz
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Figure 5.22: Gust uniformity at different horizontal locations (a) and discrete gusts at
each location (b)

In the second test, five points in the vertical direction spaced at an equal distance

were considered. Figure 5.23a shows the locations considered. Positions 1 and 2 are

between the vanes, position 3 is on the wake of the vane, and positions 4 and 5 are

between the vane and the wind tunnel top wall. Figure 5.23b shows the discrete gust

measured at the different locations, considering an airspeed of 10 m/s, 10° maximum

vane rotation, and gust frequencies in the range from 5 Hz to 10 Hz. The results show

a slight difference between the gust measured at position 1 and position 2. At each

frequency, the measurements show a similar trend at all the positions considered with

the maximum peak reducing from position 1 to position 5. Midway between the two

vanes, the gust has its maximum value due to the contribution of both vanes, whereas

moving towards a vane, the effect of the farthest vane reduced. Position 3 is in the wake

of the vane, and as such it is characterized by high fluctuations before and after the gust.
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Figure 5.23: Gust uniformity at different vertical locations (a) and discrete gusts at each
location (b)

5.4 Improvement of the ‘1-cos’ Gust Profile

The measurements of the discrete gust described in Figures 5.15 to 5.18, 5.22, and

5.23 show a negative peak before and after the positive peak. This behaviour can be

observed in the measurements from other gust generator tests [14, 77, 82], but there are

no published methods to counter this undesirable effect effectively. The negative peak

before the gust is due to the starting vortex that is generated in the wake of the pitching

vanes as their angle of attack with respect to the free stream increases [148].

The starting vortex is the vortex which is created downstream of the trailing edge of

an airfoil that is impulsively accelerated in a fluid. Figure 5.24 shows experimental

measurements of the starting and stopping vortices [21]. Figure 5.25 shows the creation

of the starting vortex. The circulation Γ1 around an airfoil at rest (zero airspeeds) is

zero. When the airfoil is impulsively accelerated, it generates lift, which corresponds

to a nonzero circulation, Γ4 in the Figure 5.25b. Initially, the flow will tend to curl

around the trailing edge, having a theoretically infinite velocity. Indeed, experimental
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Figure 5.24: Starting and stopping vortices (directly adapted from [21])

(a) At rest (b) After start of motion

Figure 5.25: The creation of the starting vortex and the resulting circulation around the
airfoil

flow visualisations show a starting vortex of circulation Γ3 shed from the airfoil trailing

edge [148].

According to Kelvin’s Theorem, the overall circulation, Γ2 = Γ3+Γ4 is equal to the total

circulation prior to the airfoil movement, or

Γ1 = Γ2 = 0 (5.12)

Hence, the airfoil and the starting vortex must have equal and opposite circulations. In

essence the starting vortex is a result of the change in lift produced by the airfoil.

In the case of the gust generator, a change in lift is produced by the pitching motion

of the gust vanes in a constant flow. This change in lift leads to the generation of a

starting vortex, responsible for the initial negative peak before the main gust. Similarly,

the negative peak after the gust is due to the stopping vortex [149]. In this case, the
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stopping of the airfoil pitch down motion leads to a change (reduction) in lift, which is

responsible for the generation of the stopping vortex.

To improve the ‘1-cos’ gust, two test campaigns were performed. The first test campaign

aimed to identify a transfer function that links the gust time history with the motor

rotation and hence to find the motor rotation required to obtain an improved ‘1-cos’ gust.

In the second test campaign, a parametric study of the vane rotation was performed.

The results of both techniques are shown in the following sections for test campaigns at

airspeed of 18 m/s. To quantify the effect of different techniques on the alleviation of

the negative peaks, a Negative Peak Factor (NPF) n was defined as

nGG =

∣∣∣∣αmin

αmax

∣∣∣∣ (5.13)

where αmin and αmax correspond to the minimum and maximum values of the gust,

respectively.

5.4.1 Identification of the Transfer Function

The Navier-Stokes equations, which describe the motion of fluids, are notoriously non-

linear [150]; nevertheless, as a first approximation, we considered approximating the GG

in the wind tunnel as a linear system. The input-output relation for a linear system

is described by a transfer function. To experimentally identify the transfer function,

the measurements from the cross hot-wire sensor and an encoder on the motor were

recorded on the same National Instruments data acquisition system. Two strategies

were considered, a series of periodic sinusoidal rotations and impulsive rotation of the

vanes.

5.4.1.1 Periodic Sinusoidal Vane Rotation

In the first case, the vane rotation was obtained from Eq.(5.8) for AGG = 10 and values of

f from 1 Hz to 10 Hz in 1 Hz increments. Figure 5.26 shows the motor rotation for AGG =

10 and the measured angle of attack at 18 m/s. For each continuous sinusoidal rotation,

it is possible to calculate the input-output relation in terms of amplitude and phase. To

identify the transfer function, an optimisation process based on a genetic algorithm was

used. Figure 5.27 shows the experimental points obtained and the identified transfer

function at 18 m/s. The amplitude of experimental points suggest a behavior as a first-

order system with a zero at a lower frequency with respect to the pole. The phase

experimental points suggest a pure delay.
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Figure 5.26: Motor rotation and gust measured by the cross hot-wire sensor for the iden-
tifiation of the trasfer function
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Figure 5.27: Identified transfer function by periodic sinusoidal rotations of the vanes
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The amplitude of the experimental points suggests a behavior as a first-order system

with a zero at a lower frequency with respect to the pole. The phase of the experimental

points suggests a pure delay. Although the identification of the transfer function should

consider amplitude and phase together, in this work, amplitude and phase identification

was performed separately. This strategy was followed because the objective of this work

was to find a simplified input-output relation based on the experimental results, while

future works will consider more sophisticated identification strategies.

The procedure was repeated at 10 m/s and 14 m/s. The results found have similar trends

as the one in Figure 5.27. For each airspeed, a first-order transfer function of the type

H1(s) = K
s+ ztf
s+ p

(5.14)

was identified from the experimental points of the amplitude. K, ztf , and p are the gain

factor, zero, and pole of the transfer function, respectively. For each airspeed, from the

experimental points of the phase, it was identified a pure delay transfer function of the

type

H2(s) = e−τtf s (5.15)

where τtf is the delay of the transfer function. Table 5.5 shows K, ztf , p, and τtf . The

Airspeed K ztf p Identified delay Convection time Shedding time
[m/s] [-] [rad/s] [rad/s] τtf [s] tconv [s] ts [s]
10 0.0535 0.0001 30.67 0.157 0.123 0.034
14 0.0470 0.00003 39.33 0.123 0.088 0.035
18 0.0495 5.81 69.9 0.105 0.068 0.037

Table 5.5: Identified delay, convection time, and shedding time at 10 m/s, 14 m/s, and 18
m/s identified from continuous sinusoidal vane rotation

identified delay, τtf , represents the time between an ideal impulse vane rotation and the

measured gust. Further to the transfer function parameters, Table 5.5 also shows the

convection time, tconv, and the shedding time, ts. The convection time is defined as

tconv =
dvs
V∞

(5.16)

where dvs is the longitudinal distance between the vane trailing edge and the sensor

location. The shedding time is defined here as

ts = τtf − tconv (5.17)



Chapter 5. Gust generation 125

In the airspeed range considered, the shedding time is practically constant. Further to the

shedding time for an ideal gust impulse, the shedding time for realistic vane rotations

is considered next. At each airspeed and frequency of the vane continuous sinusoidal

rotation the sinusoidal excitation shedding time tss, was calculated as

tss = τf − tconv (5.18)

where τf is the time delay between the sinusoidal vane rotation and the measured gust,

as measured in the experiments. Figure 5.28 shows the sinusoidal excitation shedding

time at 10 m/s, 14 m/s, and 18 m/s, and the identified shedding time as a function of

the vane frequency sinusoidal rotation. The sinusoidal excitation shedding time shows a

similar trend for all airspeeds, decreasing with increasing vane rotation. A second-order

polynomial equation, tivs, was fitted to the experimental data to identify the shedding

time ts as a function of the frequency of the vane rotation f as

tivs = 0.0002f 2 − 0.0063f + 0.07 (5.19)

It is noted that for the highest vane rotation frequency, the mean shedding time is 0.031

s, very close to the relevant identified value for the ideal gust.
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Figure 5.28: Experimental and identified shedding times from continuous sinusoidal vane
rotation
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5.4.1.2 Impulsive Vane Rotation

In the second case, a series of impulse rotations were considered by using Eq. (5.6) at

A = 5°, for increasing values of f and airspeed of 10 m/s, 14 m/s, and 18 m/s. From each

vane rotation and gust time history, a transfer function was calculated and the mean of

all the calculated transfer functions was used to identify the transfer function. As in

the case of continuous sinusoidal vane rotation, the amplitude of the transfer function

suggests a first-order system while the phase suggests a pure delay. The coefficients of the

transfer functions H1(s) and H2(s), see Eqs. 5.14 and 5.15, were identified. Figure 5.29

shows the experimental points, the average transfer function and the identified transfer

function at 18 m/s. Table 5.6 shows for each airspeed the transfer function parameters
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Figure 5.29: Measured transfer function, mean transfer function and identified transfer
function from impulse tests at 18 m/s

along with convection time, and shedding time identified from the measurements. The

Airspeed K ztf p Identified delay Convection time Shedding time
[m/s] [-] [rad/s] [rad/s] τtf [s] tconv [s] ts [s]
10 0.0461 2.18 23.85 0.159 0.123 0.036
14 0.0503 4.77 45.16 0.127 0.088 0.039
18 0.0370 6.76 42.55 0.109 0.068 0.041

Table 5.6: Identified delay, convection time, and shedding time at 10 m/s, 14 m/s, and 18
m/s identified from impulse vane rotation

identified delays in Tables 5.5 and 5.6 have a maximum difference of 0.004 s, which is

considered negligible since the sampling frequency was 1 kHz.
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To calculate the time delay between the vane rotation and the gust, the Matlab function

‘finddelay’ was used [151]. It calculates and then normalises the cross-correlation between

each pair of signals at all possible lags. Figures 5.30, 5.31 and 5.32 show the identified

time delay between the vane rotation and the gust.
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Figure 5.30: Time delay between impulse vane rotation and gust at 10 m/s

Time [s]

A
m

p
lit

u
d
e
 [
d
e
g
]

Figure 5.31: Time delay between impulse vane rotation and gust at 14 m/s

Table 5.7 shows the comparison between the identified time delay reported in Tables 5.5

and 5.5 and the calculated delay between the impulse vane rotation and the gust. The

time required from an ideal impulse vane rotation to create a gust is the identified delay.
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Figure 5.32: Time delay between impulse vane rotation and gust at 18 m/s

Table 5.7 shows the difference between the ideal and the realistic impulse vane rotation.

Considering the identified delay from the sinusoidal vane rotation as a reference, at 10

m/s, the realistic impulse vane rotation requires 6 ms more than the ideal case to create

the gust, and at 14 m/s and 18 m/s, the realistic impulse vane rotation requires 5 ms

more than the ideal case to create the gust.

Airspeed Identified delay Identified delay Delay between vane
.[m/s] sinusoidal rotation impulse rotation rotation and gust
10 0.157 0.159 0.151
14 0.123 0.127 0.118
18 0.105 0.109 0.100

Table 5.7: Comparison identified delay at 10 m/s, 14 m/s, and 18 m/s

5.4.1.3 Results of the Identified Transfer Functions

Figure 5.33 shows the identified transfer functions at 18 m/s in the two cases considered,

and they have a similar trend.

In the frequencies of interest, the amplitude of the transfer function increases with the

frequency, as observed from Figures 5.17 to 5.23. The phase increases with the frequency

in accordance with the Theodorsen function [20]. Figure 5.1b shows that discrete ‘1-cos’

gusts are characterized by significant low-frequency components and so a good charac-

terisation of the low frequency response is required. Although the identified transfer
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Figure 5.33: Comparison of identified transfer functions at 18 m/s

functions have analogous trends both in terms of amplitude and phase, the continuous

sinusoidal rotations do not provide a good characterisation of the low frequency range

because gust at low frequencies are associated with low amplitude. Indeed, the gust

generator cannot produce continuous gusts for frequencies lower than 1 Hz. At the same

time, higher amplitude, low-frequency content is provided in the case of impulse rotation

of the vane. In hence it was decided only to consider the transfer function obtained by

impulse vane rotation at 18 m/s for the remaining of this work.

To calculate the vane rotation required to obtain a ‘1-cos’ gust as in Eq. (2.7) and in Fig-

ure 5.1a the desired gust and the vane rotation was considered in the frequency domain.

The vane rotation amplitude and the phase content were considered separately. The

amplitude was calculated at each frequency by multiplying the inverse of the amplitude

of H1(jω) by the corresponding amplitude of the desired gust. The phase was calculated

at each frequency by multiplying the inverse of H2(jω) by the corresponding phase of

the desired gust. The generated vane rotation was applied at the gust generator vanes.

Figures 5.34 and 5.35 show the results obtained in the case of desired maximum ampli-

tudes of 1°, 2°, and 3° and gust frequencies between 6 to 15 Hz and the desired gust. The

results show an attenuation of the negative peaks. However, compared to the desired

gust, it is noted that deviations from the ideal ‘1-cos’ persist.

A direct comparison between the gusts obtained considering vane rotations from Eq.

(5.6), and the inverse of the transfer function is possible only when the same vane pitch

amplitude produces similar gusts. Indeed, Eq. (5.6) does not contain any previous

knowledge of the expected maximum gust amplitude. In the following, a comparison
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Figure 5.34: Discrete gust vane rotations with desired AoA 1°, 2° and 3°, and frequency 6
to 10 Hz
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Figure 5.35: Discrete gust vane rotations with desired AoA 1°, 2° and 3°, and frequency
11 to 15 Hz

is given between similar gusts obtained by ‘1-cos’ vane rotation and by the inverse of

H1(s) and H2(s). The comparison aims to compare similar gusts obtained with different

strategies, although the two strategies followed two different aims. Indeed, in the first

case, the vane rotation was imposed without any knowledge of the desired gust, while

in the second case, the vane rotation was calculated to obtain the desired gust. As an

example, the case with a gust of maximum amplitude of ∼3° at 9 Hz is considered. In

order to achieve such a gust, a ‘1-cos’ vane rotation of 15° at the same frequency is

required. The motor rotation found by the inverse of H1(s) and H2(s) for a desired

discrete gust with a maximum amplitude of 3° is shown in Fig. 5.36. Figure 5.37 shows

the desired discrete gust with a maximum amplitude of 3° and frequency of 9 Hz, the gust



Chapter 5. Gust generation 131

Time [s]

V
a
n
e
 r

o
ta

ti
o

n
 [
d
e
g
]

Figure 5.36: Comparison motor rotation found from inverse transfer function and ‘1-cos’

produced by a ‘1-cos’ vane rotation of amplitude 15° and the gust produced using the

vane rotation found using the inverse of the transfer function identified. The proposed

Figure 5.37: Comparison desired gust profile at 9 Hz, gust obtained from ‘1-cos’ vane
rotation and gust obtained from motor rotation obtained from the inverse transfer function

method allows the attenuation of both the negative peaks with direct control of the

gust amplitude. The measured gusts have a similar maximum peak intensity. When

the transfer function approach is used, the maximum pitch is close, but not identical,

to the desired one. In both cases, an iterative process is required to obtain the desired
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amplitude. Nevertheless, the variability in the test conditions would make it very difficult

to get exactly the same gust as the desired. Due to the time limitation in accessing the

wind tunnel, the iterative process was not performed. The NPF for the gust produced

by ‘1-cos’ vane rotation is 0.53, while the NPF for the gust produced using the inverse

of the transfer function is 0.30.

5.4.2 Results of the Parametric Study

The vane rotation defined in Eq. (5.6) has a zero slope at t = 0, and for t > 0 the

slope increases and decreases rapidly before the vanes attain their maximum value (due

to d
dt
(1− cos(t)) = sin(t)). In the same way, at t = 0.5/f and at t = 1/f the slope is zero

and between these points the slope decreases and increases quickly. As previously dis-

cussed, the negative peaks in the discrete gusts are due to the starting and the stopping

vortices and their intensity is related to the rate of change of lift, or equivalently the

angle of attack. Considering Eq. (5.6) as a reference, a parametric study was performed

on the definition of the vane rotation to attenuate these vortices. The parametric study

performed at 18 m/s shown a reduction of both negative peaks when Eq. (5.6) is com-

bined with a growing exponential curve for t < 0.5/f and a decaying exponential curve

for t > 0.5/f . It was shown that defining the vane rotation as

θGG(t) =


exp(BGGt)− 1 for 0 ≤ t < t1

AGG

2

[
1− cos(2πf(t− t01))

]
for t1 ≤ t ≤ t2

exp(CGG(t− t02)) for t > t2

(5.20)

can reduce the NPF and produce accurate discrete gusts. To determine the seven un-

knowns of Eq. (5.20) (AGG, BGG, CGG, t01, t02, t1, t2) the parameters of Table 5.8 were

used for four values of AGG. The values of Table 5.8 were selected as a conclusion of the

parametric study. The values of t1 and t2 can be found considering θGG(t1) = 0.9AGG in

AGG = 5° AGG = 10° AGG = 15° AGG = 20°
t01 0.15 s 0.20 s 0.25 s 0.30 s
t3 t01 + 4/f t01 + 4/f t01 + 4/f t01 + 4/f

θGG(t1) 0.9AGG 0.9AGG 0.9AGG 0.9AGG

θGG(t2) 0.5AGG 0.5AGG 0.5AGG 0.5AGG

θGG(t3) 0.003° 0.003° 0.003° 0.003°

Table 5.8: Selected parameters

the first half of the cosine period and θGG(t2) = 0.5AGG in the second half of the cosine

period. From θGG(t1) = 0.9AGG, t1 can be found. Imposing the continuity at θGG(t1) the
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coefficient BGG can be found. Imposing the continuity at θGG(t2) and the point θGG(t3)

the coefficients CGG and t02 can be found. Figure 5.38 shows the vane rotation in the

case of Eq. (5.6) where an offset of t01 was added to the cosine function and in the case

of Eq. (5.20) where the three constraint points used are shown.

Figure 5.38: Proposed method to parameterize the vane rotation

The effect of the parameters shown in Table 5.8 on the identified gust profile is worth

investigating. Figures 5.39, 5.40 and 5.41 show the effect of t01, θGG(t2) and t3 on the

gust produced. The selection of t01 affects the behavior of the first part of the gust

because it controls the starting vortex. Indeed, a small value of t01 creates a negative

peak before the gust similar to that of the ‘1-cos’ vane rotation while a high value of

t01 creates a positive peak. The selection of t01 has an impact on the maximum peak of

the gust produced; a faster vane rotation creates a gust with a higher maximum peak.

Experiments suggest the use of a value of t01 proportional to the maximum vane rotation

amplitude. θGG(t2) and t3 control the second part of the gust, the negative peak due to

the stopping vortex, and the hump in the last part of the gust. A small value of θGG(t2)

produces a negative peak after the gust and delays the creation of the hump. θGG(t2)

affects the maximum peak of the gust produced; a small value of θGG(t2) creates a gust

with a higher maximum peak. θGG(t2) was kept constant for all the cases considered.

A small value of t3 produces a negative peak after the gust and reduces the amplitude

of the hump. t3 has a negligible effect on the maximum gust peak. θGG(t1) was kept

constant because the effect of the starting vortex is controlled by t01. θGG(t3) was kept

at 0.003° which practically is equivalent to zero.

Figure 5.42 shows the gusts measured when Eq. (5.20) is used considering different

maximum vane rotations AGG. The reduced frequencies k are in the range of 0.14 to
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Figure 5.39: Proposed method, effect of t01 on the gust produced

Figure 5.40: Proposed method, effect of θGG(t2) on the gust produced

0.52. Based on the shape of the gust, the proposed method can create discrete gust for

all values of k for vane rotation amplitudes of 5°, 10° and 15°, while for k ≥ 0.28 it can

create discrete gust for vane rotation amplitude of 20°. For maximum vane rotations of

5°, 10° and 15°, the results show a general reduction of the negative peaks. For high gust

frequency, the results show that after the main peak, some oscillations due to the vane

vibrations appear.

The reduction of the negative peaks improves the frequency content of the gust. Indeed,

Figures 5.43 and 5.44 show the frequency content of the measured discrete gusts at 18
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Figure 5.41: Proposed method, effect of t3 on the gust produced

Freq 4 Hz Freq 5 Hz Freq 6 Hz Freq 7 Hz

P
it
ch

[d
eg

]

Freq 8 Hz Freq 9 Hz Freq 10 Hz Freq 11 Hz

P
it
ch

[d
eg

]

Freq 12 Hz Freq 13 Hz Freq 14 Hz Freq 15 Hz

P
it
ch

[d
eg

]

Time [s] Time [s] Time [s] Time [s]

Figure 5.42: Proposed method to parameterize the discrete gust vane rotation for ampli-
tude of 5°, 10°, 15° and 20°, and frequencies of 4 to 15 Hz
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m/s, frequency of 13 Hz, vane rotation for the amplitude of 5°, 10°, 15° and 20° in the

case of ‘1-cos’ vane rotation and the proposed method, respectively. Figures 5.43 and

5.44 also show the frequency content of discrete gusts with the same gust wavelength

and maximum amplitude. The proposed method is able to produce discrete gusts with

a more constant low-frequency content with respect to gusts produced by ‘1-cos’ vane

rotation.
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Figure 5.43: Frequency content of discrete gusts obtained at 18 m/s, frequency of 13 Hz,
by ‘1-cos’ vane rotation for amplitude of 5°, 10°, 15° and 20° (color lines) and frequency
content of the equivalent exact discrete gusts with the same gust wavelength and maximum

amplitude (black lines)

A comparison between gusts produced by different vane rotations is provided here. Figure

5.45 shows the comparison between discrete gusts at 8 Hz generated by ‘1-cos’ vane

rotation and vane amplitude of 10°, from the vane rotation calculated from the inverse of

the transfer function with the desired gust of 2° and the proposed method with A = 15°.

Figure 5.45 also shows the corresponding ideal ‘1-cos’ gusts. In the three cases considered,

the mean square error is 0.16 in the case of the gust obtained by ‘1-cos’ vane rotation,

0.029 for the gust obtained by the vane rotation from the inverse of the transfer function,

and 0.0063 for the gust obtained by the vane rotation from the proposed method.

Figure 5.46 shows the maximum gust peaks as a function of frequency and maximum

vane angle of rotation found using Eq. (5.20). At each frequency considered, the trend is

linear in the range of 5° to 15°. In the linear region, Figure 5.46 can be used to calculate

the maximum vane angle of rotation required to obtain the desired discrete gust. The

proposed method results in gusts with lower amplitude compared with the maximum

peak obtained by ‘1-cos’ vane rotation (see Figure 5.19) for the same rotation angle
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Figure 5.44: Frequency content of discrete gusts obtained at 18 m/s, frequency of 13 Hz,
by the proposed method for amplitude of 5°, 10°, 15° and 20° (color lines) and frequency
content of the equivalent exact discrete gusts with the same gust wavelength and maximum

amplitude (black lines)

Figure 5.45: Discrete gust at 8 Hz from ‘1-cos’ vane rotation and vane amplitude 10°, from
the vane rotation calculated from the inverse of the transfer function with a desired gust of
2°, from the proposed method with AGG = 15° and corresponding ideal ‘1-cos’ gusts (black

dashed lines)
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and frequency. Indeed, Figures 5.39, 5.40 and 5.41 show the effect of the introduced

parameters in attenuating the maximum gust peak.

Figure 5.46: Maximum gust peaks as a function of frequency and maximum vane angle of
rotation

The three methods used to generate gusts are compared in terms of NPF. Figure 5.47

shows the NPF for discrete gust in the frequency range of 6 Hz to 14 Hz, in the case

of ‘1-cos’ vane rotations, vane rotations from the inverse transfer functions and vane

rotations from the proposed method. In the case of ‘1-cos’ vane rotations the mean NPF

is 0.51 with its minimum for a vane rotation amplitude of 20° and a frequency 6 Hz due

to the high amplitude of the positive peak. For gusts obtained from the vane rotations

calculated from the inverse transfer functions, the mean NPF is 0.36. In this case, the

maximum NPF is at low frequencies and the desired angle of attack of 3°, where the

dynamic stall creates a chaotic behavior. The gusts produced by the vane rotations

defined by the proposed method have a mean NPF of 0.06. The results show a constant

NPF for all cases except for high vane rotation amplitude at low frequency due to the

dynamic stall.

5.5 Conclusions

A two vanes computer controlled GG was designed and successfully implemented in

the Swansea University wind tunnel. A literature review was used as a guide for the
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Figure 5.47: Negative peak factor using the three methods

design of the main components. Experimental data, collected from a cross hot-wire

sensor, confirmed that the system is reliably capable of creating uniform discrete and

continuous gusts. The results shown good repeatability and agree with previous similar

work. Discrete gusts shown discrepancies between the desired and the measured gusts.

Two techniques to improve the discrete gusts were proposed. Transfer functions were

identified using periodic and impulsive vane oscillations and gave similar results. The

transfer functions identified from impulsive vanes oscillation were used to calculate the

vane rotation required to obtain an improved discrete gust. The results shown a reduction

of the negative peaks, although the high nonlinearity due to the unsteady aerodynamic

effects shown the limitation of this approach. The parametric study results shown that

using a more complicated vane rotation function it is possible to obtain discrete gusts

with negative peaks one order of magnitude smaller with respect to the previous cases.



Chapter 6

MODEL VALIDATION

The experimental validation of aeroelastic models is necessary to verify their accuracy.

This chapter presents the design of a wing and different wingtips, the model structural

characterisation, wind tunnel tests and results and the models’ validation. The tests

measured the static and dynamic behaviour of an aeroelastic straight untapered half-

wing model equipped with either a fixed wingtip or a hinged wingtip. Static and dynamic

wind tunnel tests were performed to prove the load alleviation concept and validate

the aeroelastic models. The numerical models developed were based on the detailed

model defined in Chapter 2 and used in Chapter 4. To improve the validation accuracy,

the measurements from the gust generator in Chapter 5 were used as a disturbance to

simulate the gust response.

6.1 Wing and Wingtips Design

To experimentally prove the hinged wingtip device and validate aeroelastic models, a

straight untapered half-wing with 1 m span and 0.134 m chord able to accommodate

different wingtips was designed and manufactured. The wing comprises a 780 mm long

aluminum spar with a cross cross-section and 3D-printed aerofoils connected to the spar.

To minimise the wing thickness but allow the introduction of an aluminium spar, the

140
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constant wing profile selected is the NACA0015 profile. Eight identical 3D-printed aero-

foils are connected along the spar’s span through two pairs of bolts and washers. The

spar’s tip is used to connect the wingtips through four pairs of bolts and washers. This

design was selected to suit different wingtips without changing the rest of the wing.

Figures 6.1a and 6.2 show the manufactured spar and one of the 3D-printed sections.

Figure 6.1b shows the spar internal cross section. To facilitate the wing assembly, it

(a) Spar manufactured (b) Spar section

Figure 6.1: Aluminium spar

(a) Front view (b) Top view

Figure 6.2: 3D printed section

was decided to connect each section to the spar from only the top face of the section
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because a connection from both faces would required a precise clearance, challenging to

ensure with a 3D-printed part. Figure 6.2b shows the material added to connect each

section to the spar. Moreover, it also shows the reinforcement added to ensure higher

torsional stiffness.

Three wingtips with the same span and weight were manufactured. The first wingtip

is fixed, while in the other two, there is a hinge with an angle with respect to the free

stream velocity (flare angle) of 10°. The hinge location is at 80% of the total wingspan.

A 0.35 mm × 25 mm × 100 mm metal plate connects the wingtip root to the main wing

in one of the two hinged wingtips to introduce a torsional stiffness on the hinge. Figure

6.3 shows the fixed and the hinged wingtips.

(a) Fixed wingtip (b) Free hinged wingtip

(c) Hinged wingtip with torsional spring

Figure 6.3: Wingtips manufactured

To make sure the metal plate is equivalent to a linear torsional spring at the hinge,

3D-printed material was added to ensure that the plate is aligned with the hinge axis

for any fold angle. Figure 6.4 shows how the metal plate was added.

To facilitate assembly, the wingtip was divided into different sections. The first section

is split into two parts for the hinged wingtip and connected through the hinge. The

hinge comprises a steel shaft, a metal bush and two bearings assembled together. The

hinge consists of a metal bush connected to a steel shaft rotating in two metal bearings.

The shaft is bonded to a metal bush connected to the 3D-printed section, which is part

of the wingtip. The bearings are bonded to the 3D-printed section, which is part of the
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(a) Side view

(b) Rear view

Figure 6.4: Details of the hinged wingtip with torsional spring

main wing. Moreover, the bearings prevent the bush from moving in the hinge direction.

The last three sections of all the wingtips have the same design. A threaded bar runs

inside the wingtip and compress the different sections. Figure 6.5 shows the internal

view of the fixed wingtip. Table 6.1 contains the weight of the wing components. Due

to the accuracy of the 3D printer, the weight of the 3D-printed sections varies from the

minimum value of 54.3 g and the maximum of 56.4 g. For the aeroelastic model, the

average value of 55.2 g was used.

Figure 6.5: Wingtip threaded bar

The 3D-printed sections were manufactured in the laboratory of Swansea University

by using two different materials: PLA and ABS-M30. PLA and ABS-M30 are both

thermoplastic materials, and in Table 6.2, their proprieties are reported [152, 153]. For

the printing, each material requires specific machine. 3D printing using ABS-M30 is

more time-consuming but allows higher accuracy with respect to PLA. Due to the high
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Component Weight [kg]
Spar 0.292
Pair of bolt and washer 1.9 ·10−3

Wing 3D-printed section 55.2 ·10−3

Wingtip bearings and shaft 3.8 ·10−3

Wingtip threaded bar 13.0 ·10−3

Metal plate ≈ 0
Wingtip assembly 0.1938

Table 6.1: Weight components

precision required in manufacturing the hinge case, ABS-M30 was used. For consistency,

the corresponding section for the fixed wingtip was also 3D-printed using ABS-M30. All

the other parts were 3D-printed using PLA.

ABS-M30 PLA
Density 1040 1240 kg/m3

Young’s modulus 2413 3120 MPa
Tensile stress 36 69.8 MPa

Table 6.2: Properties of the 3D-printing materials

6.2 Experimental Setup

The structural, aerodynamic and aeroelastic characterisation of a wing is performed

using different sensors and equipment depending on the information to be extracted.

Accelerometers, high-resolution cameras, and lasers are typically used for vibration mea-

surement. High-resolution cameras and lasers have the advantage of being non-intrusive.

Accelerometers were used for the impact hammer test and lasers to characterise the

hinged wingtips and for the wind tunnel tests. A six-component force balance was used

for the measurement of the wing root loads. This section shows the experimental setup,

sensors used and the measurement procedure.

6.2.1 Accelerometer

Impact hammer tests were performed using the Data Physics Abacus 901 dynamic sig-

nal analyser [154] and accelerometers to identify mode shapes, natural frequencies and
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damping ratios. Accelerometers can be considered as concentrated masses at their actual

position. Table 6.3 shows the specifications of the accelerometers used [155, 156].

PCB 352C03 PCB-352C22
Sensitivity (±10%)10 (±15%)10 mV/g
Frequency Range (±5%) 0.5 to 10000 1.0 to 10000 Hz
Broadband Resolution 0.0005 0.004 g rms
Sensing Element Ceramic Ceramic
Weight 5.8 0.5 g

Table 6.3: Specifications of the accelerometers used

6.2.2 Displacement Sensor

Three LK-G507 Precision 1D Laser Triangulation sensors were used in the wind tunnel.

Laser triangulation sensors include a detector (CMOS/CCD) and a solid-state laser light

source. They operate on the basic principle wherein a laser beam is projected on the

target under measurement, and a part of this beam is then reflected via focusing optics

onto a detector. When the target shifts, the laser beam moves on the detector. Figure 6.6

shows the laser triangulation principle. The LK-G507 Precision 1D Laser Triangulation

Figure 6.6: Laser triangulation principle (directly adapted from [22])

sensor can measure the distance of objects between 250 mm and 1000 mm from the laser

with an accuracy of ± 500 µm and sampling frequency up to 1 GHz [157]. The laser’s

output is a voltage proportional to the distance between the target and the laser. From

the laser’s controller, it is possible to modify the minimum and the maximum distance

read for which the laser output is - 10 V and + 10 V, respectively. The laser’s output is

0 V when the distance measure is 500 mm.
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To record the voltages, the National Instrument NI-9231 module is used. The NI-9231 has

eight analogue input channels, with 24 Bit resolution and ±5 V range and is connected to

the cDAQ-9189 [158]. The cDAQ-9189 is a CompactDAQ Ethernet chassis for distributed

sensor measurement systems [159]. To ensure the maximum laser output voltage is within

the safety limit and to have a linear relationship between the voltage (Vlaser) and the

measured distance (dlaser) in mm, the following conversion was used

dlaser = claser · Vlaser + 500 (6.1)

where claser= 100 mm/V.

The laser installation outside the wind tunnel with the laser case touching the plexiglass

implies the laser beam has to pass through 25 mm of plexiglass, which deforms the

beam’s trajectory. To assess the effect of the plexiglass, static and dynamic tests were

performed to characterise the sensors.

6.2.2.1 Static Test

Static tests were performed considering the target at a distance between 250 mm and

750 mm from the laser. Each measurement was performed with the plexiglass and

without it to estimate the effect of the plexiglass on the laser’s measurements. During

the test, particular attention was taken to ensure the laser beam was perpendicular to

the plexiglass. A digital voltmeter recorded the voltage of each measurement. Figurea6.7

shows the test setup and the measurement without and with the plexiglass.

Figure 6.8 shows the relation between the points measured with and without the plex-

iglass. The measurements without the plexiglass are considered as reference values. If

the plexiglass was not introducing any measurement error, the measured data should be

along the diagonal of Figure 6.8. Instead, the effect of the plexiglass is to overestimate

the measured distances. Figure 6.9a shows that the identification error due to the plexi-

glass has a mean value of 8.0114 mm. To compensate for the error due to the plexiglass,

Eq. (6.1) was modified as

d = claser · Vlaser + 500− 8.0114 (6.2)

where 8.0114 mm is the correction factor. Figure 6.9 shows that applying Eq. (6.2) the

absolute and relative error in the distance identification is reduced.
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(a) Test setup

(b) Without plexiglass (c) With plexiglass

Figure 6.7: Static test to measure the effect of the plexiglass on static laser measurements
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Figure 6.8: Static effect of the plexiglass

(a) Absolute error (b) Relative error

Figure 6.9: Error due to the plexiglass before and after corrections

6.2.2.2 Dynamic Test

Two lasers measuring the spar tip oscillations were used to assess the effect of the plex-

iglass on dynamic measurements. One laser was located inside the wind tunnel and the

other outside the wind tunnel with the plexiglass touching the laser case. Figure 6.10

shows the test setup. The two lasers measure the same point from the opposite sides

of the spar. Figure 6.11 shows the measurements from the two lasers after subtracting

the static value before the excitation. It also shows the measurement from the laser

outside the wind tunnel multiplied by -1, which corresponds to the measurement inside
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the wind tunnel. Therefore, the plexiglass does not introduce any further error in the

laser measurements.

Figure 6.10: Test setup for the dynamic effect of the plexiglass

6.2.2.3 Fold Angle Identification

The laser displacement sensors were also used to identify the hinge fold angle by measur-

ing the relative vertical displacement of a point on the hinge and a point on the wingtip.

A test was performed to validate this technique. The wing with the free hinged wingtip

was installed in the wind tunnel and a support structure was used to fix the position

of the wing before the hinge. A movable bracket was used to support the wingtip at

different heights and the correct fold angle was read by a protractor connected to the

wingtip. Figure 6.12 shows the test setup. The identification of the fold angle θ was
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Figure 6.11: Measurement from sensors inside and outside the wind tunnel

performed using two lasers at the distance of 36.2 mm by using the relation

θ = atan

(
d2 − d1
36.2

)
(6.3)

where d1 and d2 are the vertical measurements of the point on the wingtip and on the

hinge, respectively. Figure 6.13 shows the measured and identified fold angles. The

maximum error in the identification was when the fold angle was 29.9° and the identified

angle was 31.0° giving a 1.1° error which corresponds to 3.8% error. The error in the

angle identification is lower than 5% so it is considered acceptable.

6.2.3 Balance

The Swansea University wind tunnel is equipped with AMTI GEN 5, a six-component

force balance able to measure wing root force and moment [160]. Moreover, the bal-

ance can rotate to impose different wing root angles of attack. The balance has signal

conditioning with a 1 kHz anti-aliasing filter, oversampling and digital signal processing.

Each of the six analogue output channels has an independent 16-bit DAC conditioned by

a low-pass reconstruction filter and amplifier. Each channel has a configurable gain to

select the measurable maximum and minimum level load. Considering the wing dimen-

sions, the gains were selected to the lower maximum and minimum load levels. Table

6.4 reports each channel’s minimum, maximum and resolution level of load measurable.

The z-axis is the one perpendicular to the balance.
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(a) Negative fold angle

(b) Positive fold angle

Figure 6.12: Test setup for the identification of the fold angle

Minimum Maximum Resolution
Fx, Fy 190.67 N -190.67 N 5.8 mN
Fz 747.35 N -747.35 N 22.8 mN
Mx, My 45.87 Nm -45.87 Nm 1.4 mNm
Mz 21.83 Nm -21.83 Nm 0.7 mNm

Table 6.4: Wind tunnel force balance minimum, maximum and resolution of each channel
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Figure 6.13: Measured vs identified fold angle

Before and after each experiment, for all of the AoA considered during the test, mea-

surements of the wing root loads were performed without any airspeed. These values

were used to separate the aerodynamic loads from the loads due to gravity. Moreover,

the linear time relation of the sensor drift was found from the difference in the measure-

ments without airspeed before and after the wind tunnel test. To compensate for the

drift effect, the hypothesis of linear drift with time was used, and a correction was added

from the time information of each record.

6.3 Spar and Wing Structural Characterisation

Impact hammer tests were performed separately on the spar and the wing, considering

all the wingtips, to assess their structural natural frequencies, mode shapes and damping

ratios. Each Frequency Response Function (FRF) was calculated by the dynamic signal

analyser Data Physics Abacus 901, taking the average from ten repetitions. The FRFs

post-processing was performed in Matlab using the built-in function ‘modalfit’ to extract

natural frequencies, damping ratio and modes shapes. The information extracted from

the structural characterisation was used for the model validation. In each test, the impact

force was applied at the accelerometers’ location on the opposite face with respect to

the sensors. Moreover, impact hammer test were performed on the wing to ensure all

the parts were well connected, and the system was linear. An impact hammer test was

performed on the 3D-printed wing section to measure its first natural frequency.
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6.3.1 Impact Hammer Test 3D-Printed Section

Firstly, an impact hammer test was performed to measure the first natural frequency

of the 3D-printed sections bolted along the wing. Three PCB-352C22 accelerometers

were used, and the impact force was applied only at the location of accelerometer one.

Figure 6.14 shows the 3D-printed section during the impact impact hammer test. Figure

6.15 shows the frequency response functions of the 3D-printed airfoil section, and the

first natural frequency is 509 Hz. The first natural frequency of the 3D-printed airfoil

section was two orders of magnitude higher with respect to the expected first natural

frequency of the wing, so at low frequency, there will be negligible interaction between

the 3D-printed airfoil section deformation and the wing.

Figure 6.14: Impact hammer test 3D-printed section

6.3.2 Impact Hammer Test Wing Spar

Secondly, the impact hammer test on the spar was performed using four accelerometers

uniformly distributed along the spar span. As accelerometers, three PCB-352C22 and

one PCB 352C03 were used. Figures 6.16 and 6.17 show the test setup and the measured
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Figure 6.15: 3D-printed airfoil section frequency response functions

frequency response functions of the spar, respectively. Figure 6.17 shows the complete

set of measured FRFs, which is symmetrical and with the main peaks well identifiable,

confirming the system’s linearity.

Figure 6.16: Spar impact hammer test

Table 6.5 reports the identified structural natural frequencies below 500 Hz and the

corresponding mode shapes of the spar. Figure 6.18 shows the mode shapes reconstructed

from the frequency response functions.
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Figure 6.17: Spar frequency response functions

Frequency [Hz] Damping ratio [%] Mode shape
9.8 0.1 1st out-of-plane bending
60.2 0.1 2nd out-of-plane bending
169.4 0.05 3rd out-of-plane bending
245.5 0.07 1st torsion
332.8 1.0 4th out-of-plane bending

Table 6.5: Spar measured natural frequencies, damping ratios and mode shapes

6.3.3 Impact Hammer Test of Wing with Different Wingtips

Finally, impact hammer tests were performed on the wing considering the three wingtips

and using four PCB-352C22 accelerometers uniformly distributed along the wingspan

and at the spar location, with the first accelerometer close to the wing root and the

fourth on the wingtip. The wing was hung vertically with the wing root at the top to

ensure the wingtip was parallel to the main wing. Figure 6.19 shows the impact hammer

test setup in the cases considered. Figures 6.20, 6.21 and 6.22 show the FRFs of the wing

with the fixed wingtip, the FRFs with the hinged wingtip and torsional spring and the

FRFs with the free hinged wingtip. The excitation force was not applied at the fourth

accelerometer location because, in the hinge cases, the high flexibility and low inertia

made the excitation challenging. In the identified FRFs the main peaks are identificable

and the off-diagonal FRFs are symmetrical.
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Spar length [mm]

Figure 6.18: Spar mode shapes

(a) Fixed wingtip (b) Hinged wingtip with
torsional spring

(c) Free hinged wingtip

Figure 6.19: Impact hammer test of the wing with different wingtip
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Figure 6.20: Wing with fixed wingtip frequency response functions
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Figure 6.21: Wing with hinged wingtip and torsional spring frequency response functions

Light accelerometers are not suitable to measure low frequency components. Indeed,

Figures 6.20, 6.21 and 6.22 show high noise at low frequency. Hence, to identify the

hinged wingtip’s natural frequency and damping ratio, a laser was used to record the

time history of vibration of a point on the wingtip when the wingtip was subjected

to an initial displacement. Figure 6.23 shows the time history of the oscillations of

the free hinged wingtip and the hinged wingtip with the torsional spring. Using the

peak-to-peak and logarithmic decrement methods, the natural frequency and damping

ratio in both cases were identified. Table 6.6 reports the measured structural natural

frequencies below 50 Hz and the corresponding damping ratios of the wing with the

different wingtips. The first natural frequency of the wing with the free hinged wingtip
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Figure 6.22: Wing with hinged wingtip frequency response functions

is not zero due to the gravitational effect. The metal plate on the hinge increases the

wingtip’s natural frequency of 0.2 Hz and decreases the damping ratio by four times.

Due to the presence of the hinge and the consequent reduction in the main wing length,

the natural frequency of the first out-of-plane bending mode increases from 3.5 Hz (fixed

wingtip) to 4.9 Hz in the case of the free hinged wingtip and 5.1 Hz in the case of the

hinged wingtip with the torsional spring.
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Figure 6.23: Identification wingtip natural frequency and damping ratio of the wing with
hinged wingtip
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Fixed Wingtip Hinged wingtip Hinged wingtip
with torsional spring

Frequency Damping Frequency Damping Frequency Damping
. [Hz] ratio [%] [Hz] ratio [%] [Hz] ratio [%]
3.5 0.4 1.4 0.7 1.2 2.7
19.6 1.7 5.1 3.5 4.9 1.8
23.4 0.8 21.0 2.3 22.1 0.3
49.6 0.7 29.1 0.8 29.6 0.6
- - 49.5 1.3 - -

Table 6.6: Measured natural frequencies and damping ratios of the wing with different
wingtips

6.4 Wind Tunnel Tests

Static and dynamic wind tunnel tests were performed to assess the static and dynamic

performance of the wing with the manufactured wingtips. The wing root was connected

to the six-component force balance to record the wing root loads. The wind tunnel was

equipped with the gust generator to produce discrete gusts and three LK-G507 Precision

1D Lasers. Figure 6.24 shows the wing installed in the Swansea University wind tunnel,

the balance and the gust generator.

Figure 6.24: Wing installed in the wind tunnel
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6.4.1 Static Test

A static wind tunnel test was performed, changing the wing root angle of attack (AoA)

from 0° to 12° to -12° and back to 0° with increments of 1°, recording with a sampling

rate of 300 Hz for 20 seconds. Tests were performed at airspeeds of 10 m/s, 14 m/s, 18

m/s and 22 m/s. The wing performances were considered in terms of nondimensionalised

coefficients. The nondimensionalization was performed considering a constant value for

the wing dimension to ensure that a reduction in wing span, e.g. due to a significant

wingtip rotation, did not increase the nondimensionalization coefficient.

From the measured lift L, the lift coefficient CL was calculated as

CL =
L

0.5ρV 2S
(6.4)

where ρ is the air density calculated from the air temperature, V is the recorded free

stream velocity, and S is the wing surface area given as 0.134 m2. Figure 6.25 shows the

CL values at different AoA for the wing considered with the different wingtips.
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Figure 6.25: Lift coefficient at different angle of attack and airspeed
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The CL curve of the wing with the free hinged wingtip and the one with the hinged

wingtip and a torsional spring have a similar trend. Indeed, Table 6.6 reports that the

spring on the hinge only slightly modifies the natural frequencies due to its low stiffness.

The CL curve of the wing with a fixed wingtip and the one with a free wingtip intersect,

representing the AoA for which the wingtip is parallel to the main wing. Figure 6.26

shows the intersection of the lift coefficient curves and define the intersection point as

threshold. Indeed, Wing Root AoAs (WRAoAs) smaller than the threshold are asso-

Figure 6.26: Lift coefficient at different angle of attack and 18 m/s

ciated with a negative fold angle (wingtip fold-down), and WRAoAs greater than the

threshold are associated with a positive fold angle (wingtip fold-up). When the wingtip

is fold-down, the wingtip AoA is higher than that of the main wing and vice-versa when

the wingtip is fold-up. Increasing the airspeed, the AoA for which the wingtip is parallel

to the main wing decreases. Indeed, for the same AoA and increasing the airspeed, the

lift produced is higher; consequently, for a lower AoA, the wingtip can produce a lift

able to balance its weight. For AoAs smaller than the threshold, the lift produced by

a wing with a hinged wingtip is higher than the lift produced by a similar wing with a

fixed wingtip due to the extra lift produced by the wingtip folded down. AoAs greater

than the threshold are associated with higher lift for the wing with a fixed wingtip with

respect to the wing with a hinged wingtip because the wingtip folded up produces less

lift.
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From the measured wing root out-of-plane bending momentMWRBM , the rolling moment

coefficient Cl was calculated as

Cl =
MWRBM

0.5ρV 2Ss
(6.5)

where s is the wingspan. Figure 6.27 shows the rolling moment coefficient values at

different AoA for the wing considered with all the wingtips.
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Figure 6.27: Rolling moment coefficient at different angle of attack and airspeed

As in the case of the CL curves, the Cl of the wing with a fixed wingtip and the one with

a hinged wingtip intersect.

Figures 6.25 and 6.27 show that the slope of the CL-AoA and Cl-AoA curves for the

wing with a hinged wingtip is lower with respect to the wing with a fixed wingtip. Gusts

produce an increment of the wing AoA, which causes an increment in CL and Cl. So, an

AoA increment produces a smaller increment in lift and wing root out-of-plane bending

moment in the wing with a hinged wingtip with respect to the wing with a fixed wingtip.

Consequently, gusts cause a smaller load increment in the case of a wing with a hinged

wingtip compared to a wing with a fixed wingtip. These results are in accordance with

the literature and confirm the ability of a hinged wingtip to reduce gust loads [6].
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Figure 6.28 shows the Cl and CL curve plotted one against the other to compare the

performance of the wingtips considered. Values of CL smaller than the threshold are

associated with higher Cl for the wing with a hinged wingtip with respect to the one

with a fixed wingtip, and vice versa for CL higher than the threshold.
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Figure 6.28: Rolling moment coefficient at different lift coefficient and airspeed

Figure 6.29 shows the fold angle for different AoA and airspeed of 10 m/s, 14 m/s, 18 m/s

and 22 m/s. The identified fold angle from the measurements at 10 m/s is not reliable

because at 10 m/s the lift produced is not enough to balance the weight. Indeed, the

calibration has been performed keeping the wing straight. For low AoA and airspeed,

the wingtip is not producing enough lift to balance the weight, and its fold angle is -27°,

the minimum negative angle achievable by the hinge. At low airspeed, the spring on the

hinge can produce a moment able to rotate the wingtip. Increasing the airspeed, the

effect of the spring decreases.

Figures 6.25, 6.27, 6.28 and 6.29 show that varying the airspeed and the AoA the results

are consistent.

Figures 6.25, 6.27, 6.28 and 6.29 show that varying the airspeed and the AoA the results

are consistent.
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Figure 6.29: Wingtip fold angle at different angle of attack and airspeed

6.4.2 Dynamic Test

Discrete gusts, according to EASA, are described in terms of lg and wg0 as in Eq. 2.7

while in Chapter 5 gusts were defined in terms of frequency of the ‘1 - cosine’ function.

From the frequency of the ‘1 - cosine’ function is possible to find the lg considering

V

lg
= f (6.6)

and so

lg =
V

f
(6.7)

The wing with all the wingtips was subjected to discrete gusts with gust lengths from

1.29 m to 9 m and an airspeed of 18 m/s. Discrete gusts were obtained using the vane

rotation defined after the parametric study of Section 5.4.2 considering A = 5°, A =

10° and A = 15°. Increasing the vane rotation, discrete gusts have a higher amplitude.

In the following section, gusts produced by the three vane rotations are called small,

medium and large discrete gusts (e.g. for lg = 1.8 m, vertical gust of 0.24 m/s, 0.46 m/s,

and 0.63 m/s). To evaluate the effect of the WRAoA, the gust response was performed
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at WRAoA of 2°, 4.4° and 6°. Linear interpolation was performed on the CL values at

18 m/s to find the WRAoA for which the hinged wingtip was parallel to the rest of

the wing, and was estimated at 4.4°. A WRAoA of 2° was considered to ensure that

during the gust response, any wingtip rotation was not hitting the lower hinge rotation

limit. A WRAoA of 6° was considered to ensure that before the gust the wing with a

hinged wingtip had a lower Wing Root Bending Moment WRBM with respect to the

fixed wingtip.

Figure 6.30 shows the results of the same gust response repeated three times. In the

three cases, the measurements are very similar showing a good repeatability.

Figure 6.30: Typical gust response, each measurement is repeated three times to evaluate
repeatability (gust length 9 m)

Figures 6.31, 6.32 and 6.33 show the measured time history gust response of the WRBM

and fold angle for the small gust amplitude and the selected WRAoAs. Figures 6.34, 6.35

and 6.36 show the measured time history gust response of the WRBM and fold angle for

the medium gust amplitude and the selected WRAoAs. Figures 6.37, 6.38 and 6.39 show

the measured time history gust response of the WRBM and fold angle for the large gust

amplitude and the selected WRAoAs. Figures 6.31 shows oscillation in the fold angle at

around 10 Hz before the gust when the wingtip is free to rotate. It is conceivable that

these oscillations are due to a coupling between the in-plane and the wingtip mode.

Before the gust, the WRBM of the wing with a hinged wingtip is higher than for the

fixed wingtip for WRAoA of 2° and 4.4° and lower for a WRAoA of 6°, in accordence
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Figure 6.31: WRBM gust response for the wing with fixed wingtip, hinged wingtip and
hinged wingtip with torsional spring and fold angle time history. Small discrete gust ampli-

tude and wing root AoA 2°
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Figure 6.32: WRBM gust response for the wing with fixed wingtip, hinged wingtip and
hinged wingtip with torsional spring and fold angle time history. Small discrete gust ampli-

tude and wing root AoA 4.4°
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Figure 6.33: WRBM gust response for the wing with fixed wingtip, hinged wingtip and
hinged wingtip with torsional spring and fold angle time history. Small discrete gust ampli-

tude and wing root AoA 6°
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Figure 6.34: WRBM gust response for the wing with fixed wingtip, hinged wingtip and
hinged wingtip with torsional spring and fold angle time history. Medium discrete gust

amplitude and wing root AoA 2°
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Figure 6.35: WRBM gust response for the wing with fixed wingtip, hinged wingtip and
hinged wingtip with torsional spring and fold angle time history. Medium discrete gust

amplitude and wing root AoA 4.4°
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Figure 6.36: WRBM gust response for the wing with fixed wingtip, hinged wingtip and
hinged wingtip with torsional spring and fold angle time history. Medium discrete gust

amplitude and wing root AoA 6°
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Figure 6.37: WRBM gust response for the wing with fixed wingtip, hinged wingtip and
hinged wingtip with torsional spring and fold angle time history. Large discrete gust ampli-

tude and wing root AoA 2°



Chapter 6. Model Validation 173

Figure 6.38: WRBM gust response for the wing with fixed wingtip, hinged wingtip and
hinged wingtip with torsional spring and fold angle time history. Large discrete gust ampli-

tude and wing root AoA 4.4°
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Figure 6.39: WRBM gust response for the wing with fixed wingtip, hinged wingtip and
hinged wingtip with torsional spring and fold angle time history. Large discrete gust ampli-

tude and wing root AoA 6°
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Figure 6.40: WRBM maximum peak for all the cases considered

with Figure 6.27. Indeed, before the gust, the wingtip is folded down in the cases of

WRAoA 2° and 4.4° and fold up for a WRAoA of 6°.

When the gust reaches the wing, the WRBM increases for all the wingtips considered.

In all the cases, except for the 9 m gust length, when the WRBM reaches its maximum

value, the wingtip starts to rotate up until the WRBM reaches its minimum value.

Indeed, in all the cases, the first negative peak is amplified by the wingtip folded up with

respect to the case of the fixed wingtip.

For all tests considered, Figure 6.40 shows the absolute maximum WRBM increment

from the trim value due to the gust for all the gusts considered. For a WRAoA of 2°, a

free hinged wingtip is able to alleviate the maximum WRBM peaks for all the discrete

gusts, except for a discrete gust of 4.5 m.

In the same configurations, the wing with a hinged wingtip and torsional spring have

performace in between the case of wing with free hinged wingtip and fixed wingtip,
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except for the case of 4.5 m gust length, where its maximum WRBM is amplified. A

similar conclusion can be drawn in the case of WRAoAs of 4.4° and 6° for the small gust,

with the difference that in the case of a WRAoA of 4.4°, the WRBM maximum peak for

a discrete gust of 4.5 m is higher in the case of the free hinged wingtip with respect to

the hinged wingtip with torsional spring and in the case of a WRAoA of 6°, the WRBM

maximum peak for a discrete gust of 1.5 m, 3 m and 4.5 m is higher in the case of the

hinged wingtip with the torsional spring with respect to the fixed wingtip. For medium

and large discrete gusts and WRAoAs of 4.4° and 6°, the maximum peaks of the WRBM

for the wing with a hinged wingtip have similar or higher values compared to the wing

with a fixed wingtip. In all the cases, a hinged wingtip alleviates the maximum peak

of the WRBM for a discrete gust with a gust length of 9 m. Indeed, in this case, the

wingtip starts to rotate before the wingtip reaches its maximum value.

6.5 Numerical Model

The software MSC/Nastran [110] has been widely used to model aeroelastic systems and

for modelling wings with hinged wingtips [43–45, 48, 51, 53, 55, 108, 161, 162]. The

aeroelastic model representative of the manufactured wing with the fixed wingtip was

developed in MSC/Nastran. The aluminium spar was modelled using beam elements.

A convergence study was performed to assess the number of elements required to model

the beam. A model with 200 elements was considered as a reference, and the first

five natural frequencies were considered in each case. The convergency study terminated

when there was no difference between the model and the reference, up to the first decimal

point. Table 6.7 reports the results of the convergence study. The model with 100

Number of elements
10 20 40 60 80 100 200

Mode 1 [Hz] 9.8 9.8 9.8 9.8 9.8 9.8 9.8
Mode 2 [Hz] 60.5 61.4 61.6 61.6 61.6 61.6 61.6
Mode 3 [Hz] 167.0 171.1 171.1 172.2 172.3 172.3 172.3
Mode 4 [Hz] 239.9 240.1 240.1 240.2 240.2 240.2 240.2
Mode 5 [Hz] 322.3 333.7 336.3 336.7 336.9 337.0 337.0

Table 6.7: Convergence study on the structural model of the spar

elements was considered for the gust response. The weight and inertia of each 3D printed

wing and wingtip section and the metal bar were modelled as concentrated masses with
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their correct inertia at their actual position. Inertia and centre of mass position were

calculated by Solidworks [138] by correcting the mass density to match the weight of

each manufactured part. To consider the plastic deformation, each concentrated mass

was connected to the spar through a rigid beam and a spring via a CBUSH element.

The DLM was used to model the aerodynamic forces and only quadratic aerodynamic

panels were considered. After a convergence study performed considering the maximum

tip vertical displacement due to a gust, 20 panels in chord and 150 panels in span were

used. Figure 6.41 shows the results of the convergence study. From this aeroelastic
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Figure 6.41: Convergence of the aerodynamic model of the wing with fixed wingtip

model, two aeroelastic models representative of the wing with the two manufactured

hinged wingtips were obtained introducing a hinge at 80% of the wing span and with

a fold angle of 10°. The hinge was modelled as two coincident nodes connected via

a CBUSH element with the coordinate system aligned to the hinge axis. A PBUSH

element introduced the stiffness on the hinge. The aerodynamic model was divided into

two sections, the main wing section, from the wing root to the hinge, and the wingtip

section, from the hinge to the tip [161]. Following the procedure used in the case of

the wing with a fixed wingtip, a convergence study was performed to assess the number

of panels required to model each section, considering only quadratic panels. Table 6.8

shows the number of panels considered in each case and the tip of the wing’s maximum

displacement due to a gust. As a result of the convergence study, 20 panels in chord

were used for both sections. A total of 2400 aerodynamics panels were used to model

the main wing, and 600 aerodynamics panels for the wingtip.
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Case
Panels in
chord wing

Panels in
chord wingtip

Maximum peak [mm]

1 10 10 3.73
2 15 15 3.27
3 20 20 3.26
4 20 30 3.26
5 30 20 3.26

Table 6.8: Convergence of the aerodynamic model of the wing with hinged wingtip

Node 176
Beams elements 205
Concentrated masses 35
Rigid beams 56
Spring elements 14
Aerodynamic panels 3000

Table 6.9: Summary Nastran model

Table 6.9 summarises the Nastran model and Figure 6.42 shows the wing structural and

aerodynamic models. Figure 6.42 also shows the position of the node on the spar at 0.78

m from the wing root used to compare numerical and experimental time responses.

(a) Structural model (b) Aeroelastic model

Figure 6.42: Nastran model

The models were tuned to obtain structural natural frequencies similar to the experi-

mental fequencies given in Table 6.6. The structural damping, identified from the impact

hammer test, was introduced in the model. Tables 6.10 and 6.11 report the comparison

between the structural natural frequencies measured experimentally and calculated from

the aeroelastic model for the spar alone and the wing with the different wingtips, respec-

tively. In the case of only the spar, the first five structural natural frequencies calculated

by the Nastran model have a maximum error of 5.1%. The good agreement between the

numerical model and the experiment is due to the simplicity of the structure analysed.

In all the wing cases, the measured first natural frequency perfectly matches the calcu-

lated first natural frequency due to an adjustment of the spar Young’s modulus. For
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the wing with the fixed wingtip, the first natural frequency is associated with the first

out-of-plane bending mode, the second natural frequency is associated with the wing

torsion, and the higher natural frequencies have contributions from both out-of-plane

bending and torsion. For the wing with the hinged wingtip, the first natural frequency

is associated with the wingtip mode, the second natural frequency is associated with

the first out-of-plane bending mode, the third natural frequency is associated with the

wing torsion, and the higher natural frequencies have contributions from both out-of-

plane bending and torsion. In this case, a good match of the first natural frequency was

obtained by introducing a suitable spring stiffness in the hinge.

Measured [Hz] Calculated [Hz] Error
9.8 9.8 0
62.0 60.2 3.0 %
175.0 169.4 3.3 %
258.1 245.5 5.1 %
344.8 332.8 3.6 %

Table 6.10: First five structural natural frequencies of the spar measured experimentally
and calculated from the Nastran model

Fixed Wingtip Hinged wingtip Hinged wingtip
with torsional spring

Measured Calculated Error Measured Calculated Error Measured Calculated Error
.[Hz] [Hz] [%] [Hz] [Hz] [%] [Hz] [Hz] [%]
3.5 3.5 0 1.4 1.4 0 1.2 1.2 0
19.6 19.7 0.5 5.1 5.1 0 4.9 5.0 2.0
23.4 22.1 5.6 21.0 20.3 3.3 22.1 20.3 8.1
49.6 47.8 3.6 29.1 30.6 5.2 29.6 30.8 4.1
- - - 49.5 46.9 5.3 - - -

Table 6.11: Structural natural frequencies below 50 Hz of the wing with the different
wingtips measured experimentally and calculated from the Nastran models

In the case of the wing with the different wingtips, the maximum error between measuerd

and calculated structural natural frequencies was 8.1%. The mismatch between the

calculated and measured wing natural frequencies was due to:

� Simplicity of the structural model: each 3D-printed section is considered as a

lumped mass (considering the inertia values) and the connections are modelled as

point connections. A detailed model could improve the accuracy of the model.
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� Uncertainty in the mass proprieties: the weight, inertia and centre of mass position

of each 3D-printed section were calculated by SOLIDWORKS [138], where the

material density was imposed to match the manufactured one (the average weight

in the case of multiple sections). For the wing 3D-printed sections, eight identical

nominally copies were manufactured, but the difference between the lighter and

the heavier sections was 3.1 g. The weight of the 3D-printed material was more

than double that of the spar, and hence, due to the 3D printer inaccuracy, errors

in the weight, inertia and centre of mass position can significantly impact the final

results. Moreover, the wingtip was mainly made of 3D-printed sections, so the

inertia imprecision at the tip of the wing can significantly alter the results.

� Uncertainty in the connection: all the 3D-printed sections were connected to the

spar using bolts and washers which introduce friction in the system.

� Non-symmetrical connection: all the 3D-printed sections were connected to the

spar only from the upper face. Figures 6.2b and 6.5 show the spar connection and

the additional material added to transmit the load from the washer to the plastic.

Due to the additional non-symmetrical plastic material added at the bolt location,

the equivalent spar stiffness was non-symmetrical.

6.5.1 Comparison Between Numerical and Experimental Gust

Responses

The numerical and experimental results were compared in terms of gust time history

responses of the WRBM, vertical displacement of a point on the wing at 0.78 m from the

wing root and hinge rotation. In the Natran model, due to the model linearity, the gust

response is not affected by the WRAoA. To experimentally analyse the effect of different

WRAoA, the responses were considered in the cases of WRAoA of 2°, 4.4° and 6°.

All the quantities of interest were compared in terms of the increment due to the gust.

The numerical gust responses were obtained considering as gust input the respective gust

time history measured in the previous campaign and reported in Section 5.4.2.

Figure 6.43 shows the comparison between the numerical and experimental gust response

in the case of the fixed wingtip, Figures 6.43a and 6.43b, the hinged wingtip with torsional

spring, Figures 6.43c and 6.43d, and the free hinged wingtip, Figures 6.43e and 6.43f.

Due to the record of the gust time history, the numerical model correctly predicts the

oscillations before the main gust caused by the gust generator starting vortex. Moreover,

the maximum peak prediction was correct for all the quantities of interest. In the case
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(a) WRBM fixed wingtip (b) Vertrical displacement fixed
wingtip

(c) WRBM free hinged wingtip (d) Vertrical displacement and
fold angle free hinged wingtip

(e) WRBM hinged wingtip with
torsional spring

(f) Vertrical displacement and fold angle
hinged wingtip with torsional spring

Figure 6.43: Comparison between numerical and experimental interesting quantities
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Figure 6.44: WRBM maximum peak for all the cases considered

of the wing with the fixed wingtip, the three experimental results have a similar time

response in both quantities of interest. The Natran model correctly predicts the time

history response of both quantities of interest. However, the WRBM has a high-frequency

oscillation at around 18 Hz with respect to the experimental results, suggesting lower

aerodynamic torsional damping in the Nastran model than in the experiment. The results

of the wing with both hinged wingtips have a similar trend and will be commented on

together. The experimental results in the case of the wing with hinged wingtips are more

affected by the WRAoA than the case of the wing with the fixed wingtip. Although

the first structural natural frequency was correctly predicted in the case of the hinged

wingtip with torsional spring and overpredicted by 0.1 Hz in the case of the free hinged

wingtip, the main natural frequency for the numerical model time responses was at a

higher frequency with respect to the experimental one. In both cases, the Nastran model

correctly predicts the fold angle time history and overestimates the damping for the time

history response of the WRBM and the vertical displacement of the point considered.

The faster decay of the numerical model with respect to the experiments could be due
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to an overestimation of the load alleviation due to the hinged wingtips.

In the design phase of an aircraft, great importance is given to the maximum peak because

it is the most demanding case. So, the main aim of the aeroelastic models is to correctly

capture the WRBM maximum peak. Figure 6.44 shows the WRBM comparison between

the maximum increment due to the gust measured experimentally and calculated by the

Nastran model considering the three wingtips, a discrete gust with gust lengths from

1.29 m to 4.5 m and the three-level of discrete gust intensity. In the case of the small

discrete gust intensity, the Nastran model correctly predicts the maximum peaks for all

the cases. Increasing the discrete gust intensity, the Nastran model underpredicts the

maximum peaks. Moreover, Figure 6.44 shows the effect of the WRAoA. Indeed for the

fixed wingtip, the maximum peaks are less affected by the WRAoA than the hinged

wingtips.

6.6 Conclusion

In this chapter, the design of a wing and a fixed wingtip, a free hinged wingtip and a

hinged wingtip with a torsional spring was performed. Static and dynamic wind tunnel

tests were performed to assess their ability to alleviate gust loads and to validate the

aeroelastic models. Static wind tunnel tests confirmed the ability of a hinged wingtip to

alleviate gusts load. Gust responses shown the dynamic gust response of fixed and hinged

wingtips. Aeroelastic models were developed in Nastran, and structural validations were

performed. Moreover, the simulated gust responses were compared with the experimental

responses in terms of time history response and WRBM peaks, and good agreement was

found.
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CONCLUSIONS AND FUTURE

WORK

7.1 Conclusions

This thesis presented numerical and experimental studies of aeroelastic hinged wingtips

for aircraft loads alleviation. Numerical studies were performed considering simplified

and detailed models. Both the models considered the same dimensions and weight dis-

tribution of a civil, commercial aircraft. The simplified model was obtained by adding a

hinged wingtip to an existing model. Due to the low number of degrees of freedom and

consequently the low time required for each simulation, the simplified model was used

for the problem of worst-case identification and aeroelastic optimisation. Multi-objective

optimisations were performed to explore the possible combinations of the wingtip’s pa-

rameters. The results show a wide range of suitable combinations applicable to a detailed

model when available. To overcome the reduction in the flutter speed, introducing a

spring on the hinge that connects the wing with the wingtip and reducing the flare angle

proved effective.

The problem of gust identification was studied considering the simplified and detailed

model. The aircraft time history gust response was used with a model to identify the

gust. Different regularisation methods were considered to solve the inverse problem,

184



Chapter 7. Conclusion 185

including Tikhonov regularisation, truncated single value decomposition, and damped

singular value decomposition. The results showed their inability to identify the gust

in the case of noisy measurements. A robust technique for aircraft gusts identification

based on cubic B-splines was proposed. The gust identification performed considering

the detailed model for the generation of gust response time history and the simplified

model for gust identification shown the potentiality of this technique.

To validate aeroelastic models, wind tunnel tests are required. Moreover, a gust generator

is necessary to validate the gust response in the wind tunnel. Based on the dimensions

of the Swansea University wind tunnel, a two vane-type gust generator was designed and

characterised. The characterisation shown that the system can reliably produce uniform

discrete and continuous sinusoidal gusts. The results exhibited good repeatability and

concur with previous studies. The creation of discrete gusts shown discrepancies between

the desired and the measured gusts. Experimental results reveal the complex dynamics of

the airflow in the wake of the two gust generator vanes. More specifically, imposing ‘1-cos’

vane rotation does not produce an exact ‘1-cos’ gust. Two techniques were considered to

improve the creation of discrete gusts. In the first case, the transfer functions between the

vane rotation and the gust produced at the aircraft model location were identified, and

its inverse was used to calculate the vane rotation. The strong aerodynamics nonlinearity

limits the improvements of this method. A parametric study on vane rotation shown that

a more complicated vane rotation function made it possible to obtain ‘1-cos’ gusts at the

aircraft model location with a mean square error two orders of magnitude smaller than

the initial case. Creating ‘1-cos’ gusts with similar frequency content as the regulations

require will help design more efficient gust load alleviation systems.

A wing able to accommodate different wingtips, i.e. a fixed wingtip, a free hinged wingtip

and a hinged wingtip with a torsional spring, was manufactured and tested in the Swansea

University wind tunnel. Structural characterisation was performed on the wing spar and

the wing with the manufactured wingtips. Static wind tunnel tests demonstrated the

ability of the wing with a hinged wingtip to reduce the loads compared to a similar wing

with a fixed wingtip. Gust loads measured at the wing root confirmed that in specific

cases, the load increment due to gusts is smaller for a wing with a hinged wingtip with

respect to the fixed wingtip. Aeroelastic models of the wing with manufactured wingtips

were developed, and the structural natural frequencies are in accordance with the exper-

imental ones. Comparisons were performed between experimental and simulated results

in terms of wing root bending moment, fold angle and vertical displacement of a point

along the wing.
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7.2 Original Contributions

Original contributions from this PhD thesis are:

� The creation of an analytical model representing an aircraft with an elastic wing

and hinged wingtips for the worst-case gust prediction and multi-objective optimi-

sation.

� The development of a robust technique for aircraft gust and turbulence identifica-

tion using B-Splines, considering models with different levels of fidelity.

� Design, install, commission, and characterise a gust generator for the Swansea

University wind tunnel. Furthermore, the study of techniques to improve the

creation of discrete gusts.

� Design of a wing able to accommodate a fixed wingtip and hinged wingtips. Cre-

ation of aeroelastic models representative of the manufactured wing with different

wingtips. Static and dynamic wind tunnel tests prove the hinged wingtip’s ability

to reduce gust loads. Validation of the aeroelastic models through comparison of

the experimental and simulated gust response time history.

7.3 Recommendations for Future Work

The topics discussed in this thesis introduce possible ideas for future research:

� Following the multi-objective optimisation procedure for the simplified model con-

sidering the worst gust case, the aeroelastic optimisation should be performed on

a detailed aeroelastic model where design constraints drive the parameters limit.

� Introduction in the aeroelastic model of an aircraft flight control system to assess

the interaction between the dynamic of the control system and the wingtip .

� Study of active control for the wingtip rotation. In addition, advance knowledge

of the gust, e.g. through a Doppler LIDAR wind speed sensor, could be used to

maximise the load alleviation.
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� Future work should also include real flight data to validate the proposed method

for gust identification.

� Improvement of the aerodynamic model near the hinge and on the wingtip. A

validated CFD model can be used to improve the fidelity of aerodynamic model.

� Improvement in the creation of discrete gusts. Nonlinear model identification can

improve the model accuracy and further improve the creation of discrete gusts in

the wind tunnel.

� The validated aeroelastic model can be used as a reference model to perform opti-

misation to improve the load alleviation further.

� Wind tunnel testing and model validation of wingtip with different wingspan and

flare angle to understand if the same model strategy can be used and consequently

perform numerical parameters optimisation.



Appendix A

DEVELOPMENT EQUATION OF

MOTION FOR THE SIMPLIFIED

MODEL

A.1 Aeroelastic equation rigid aircraft with elastic

wing

This section shows the steps required to obtain the aeroelastic equation of an aircraft

with an elastic wing. The Lagrange’s eqaution for a system with N degrees of freedoms

may be written as

d

dt

(
∂T

∂ẋi

)
− ∂T

∂xi

+
∂U

∂xi

= Qi =
∂(δW )

∂(δxi)
for i = 1, 2, ...N (AA.1.1)

where T is the kinetich energy, U the potential energy, Qi is the generalised force and

W is the work done by the generalised forces.

The total kinetic energy is
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The total elastic potential energy is
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t (AA.1.3)

The total virtual work done by the external forces is
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Applying Lagrange’s formulation for all the generalised coordinates gives

d

dt

(
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= mbq̈b (AA.1.5)

d

dt

(
∂T

∂q̇t

)
= mtq̈t (AA.1.6)

d

dt

(
∂T

∂α̇

)
= Iyα̈ (AA.1.7)

d

dt

(
∂T

∂żc

)
= mz̈c (AA.1.8)

∂T

∂qb
= 0 (AA.1.9)

∂T

∂qt
= 0 (AA.1.10)

∂T

∂α
= 0 (AA.1.11)

∂T

∂zc
= 0 (AA.1.12)

∂U

∂qb
= kbqb (AA.1.13)

∂U

∂qt
= ktqt (AA.1.14)
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∂U

∂α
= 0 (AA.1.15)

∂U

∂zc
= 0 (AA.1.16)

∂(δWE)

∂(δqb)
=−

∫ s

0

[
ke0

(
1 + A

(
y

s

)2)
− lAγe0

]
dL

−
∫ s

0

[
ke0

(
1 + A

(
y

s

)2)
− lAγe0

]
dLWg

(AA.1.17)

∂(δWE)

∂(δqt)
=−

∫ s

0

[
ke0 − lAγe0

(
1 +B

(
y

s

))]
dL

−
∫ s

0

[
ke0 − lAγe0

(
1 +B

(
y

s

))]
dLWg

(AA.1.18)

∂(δWE)

∂(δα)
=

∫ s

0

lWdL− lTLT +

∫ s

0

lWdLWg − lTLTg +M0W (AA.1.19)

∂(δWE)

∂(δzc)
= −

∫ s

0

dL− LT −
∫ s

0

dLWg − lTLTg +mg (AA.1.20)

Equations (AA.1.17), (AA.1.18), (AA.1.19), and (AA.1.20) have been solved using Wol-

fram Mathematica 12 [163].
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A.2 Aeroelastic equation rigid aircraft with elastic

wing and hinged wingtip

This section shows the additional contributions due to the hinged wingtip.

The kinetic energy is

T =
1

2
mwt

[
ke0

(
1 + A

)
q̇b −

(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
q̇t −

(
lW +

c

4
− Γx

cos(γ)

)
α̇

+ żc + Γyθ̇

]2
(AA.2.21)

The total elastic potential energy is

U =
1

2
kθθ

2 (AA.2.22)

The virtual work done by the external forces is

δWwt =− Lwt

{[
ke0

(
1 + A

)
− lAγe0

]
δqb +

[
ke0 − lAγe0

(
1 +B

)]
δqt

+ δzc − lwδα +
s3
2
δθ

}
+mwtg

[
ke0

(
1 + A

)
δqb

−
(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
δqt

−
(
lW +

c

4
− Γx

cos(γ)

)
δα + δzc + Γyδθ

]
(AA.2.23)

Applying Lagrange’s formulation for all the generalised coordinates gives

d

dt

(
∂T

∂q̇b

)
=mwt

{[
ke0

(
1 + A

)]2
q̈b − ke0

(
1 + A

)(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
q̈t

− ke0

(
1 + A

)(
lW +

c

4
− Γx

cos(γ)

)
α̈

+ ke0

(
1 + A

)
z̈c + ke0

(
1 + A

)
Γyθ̈

}
(AA.2.24)



Appendix A. Equation of motion symplified model 192

d

dt

(
∂T

∂q̇t

)
=mwt

{
−

(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
ke0

(
1 + A

)
q̈b

+

[(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)]2
q̈t

+

(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)(
lW +

c

4
− Γx

cos(γ)

)
α̈

−
(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
z̈c

−
(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
Γyθ̈

}
(AA.2.25)

d

dt

(
∂T

∂α̇

)
=mwt

{
−

(
lW +

c

4
− Γx

cos(γ)

)
ke0

(
1 + A

)
q̈b

+

(
lW +

c

4
− Γx

cos(γ)

)(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
q̈t

+

(
lW +

c

4
− Γx

cos(γ)

)2

α̈−
(
lW +

c

4
− Γx

cos(γ)

)
z̈c

−
(
lW +

c

4
− Γx

cos(γ)

)
Γyθ̈

}
(AA.2.26)

d

dt

(
∂T

∂żc

)
=mwt

[
ke0

(
1 + A

)
q̈b −

(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
q̈t

−
(
lW +

c

4
− Γx

cos(γ)

)
α̈ + z̈c + Γyθ̈

] (AA.2.27)

d

dt

(
∂T

∂θ̇

)
=mwt

[
Γyke0

(
1 + A

)
q̈b − Γy

(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
q̈t

− Γy

(
lW +

c

4
− Γx

cos(γ)

)
α̈ + Γyz̈c + Γ2

yθ̈

] (AA.2.28)

∂T

∂qb
= 0 (AA.2.29)

∂T

∂qt
= 0 (AA.2.30)

∂T

∂α
= 0 (AA.2.31)

∂T

∂zc
= 0 (AA.2.32)

∂T

∂θ
= 0 (AA.2.33)

∂U

∂qb
= 0 (AA.2.34)
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∂U

∂qt
= 0 (AA.2.35)

∂U

∂α
= 0 (AA.2.36)

∂U

∂zc
= 0 (AA.2.37)

∂U

∂θ
= kθθ (AA.2.38)

∂(δWwt)

∂(δqb)
=− Lwt

[
ke0

(
1 + A

)
− lAγe0

]
+mwtgke0

(
1 + A

)
(AA.2.39)

∂(δWwt)

∂(δqt)
=− Lwt

[
ke0 − lAγe0

(
1 +B

)]
−mwtg

(
xf −

Γx

cos(γ)

)
γe0

(
1 +B

)
(AA.2.40)

∂(δWwt)

∂(δα)
= lwLwt −mwtg

(
lW +

c

4
− Γx

cos(γ)

)
(AA.2.41)

∂(δWwt)

∂(δzc)
= −Lwt +mwtg (AA.2.42)

∂(δWwt)

∂(δθ)
= −Lwt

s3
2
+mwtgΓy (AA.2.43)

Equations (AA.2.39), (AA.2.40), (AA.2.41), (AA.2.42), and (AA.2.43) have been solved

using Wolfram Mathematica 12 [163].
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A.3 Modification of the orthogonality condition for

an engine on the elastic wing

In this section the procedure utilized to calculate the modal masses and the coefficients

(A, B, ke0 and γe0) of the bending and torsional degrees of freedoms when the wing

includes a concentrated mass representative of an engine is presented. The engine is

modelled as a concentrated mass (mM) at the longitudinal distance xM from the elastic

axis (positive aft) and yM from the symmetric axis. The procedure to find the seven

unknowns (keF , keC , keT , ke0, γe0, A and B) can be found in Appendix C of Wright et.

al [20]. The orthogonality condition has to be modified to give:

mFkeF +mW

(
1 +

A

3

)
ke0 +mW lE

(
1 +

B

2

)
γe0 +mCkeC +mTkeT

+mMke0

(
1 + A

(
yM
s

)2)
−mMxMγe0

(
1 +B

yM
s

)
= 0

(AA.3.44)

−mFkeF lF −mW

(
1 +

A

3

)
ke0lWM + (IW −mW lElWM)

(
1 +

B

2

)
γe0 +mTkeT lT

+mMke0

(
1 + A

(
yM
s

)2)
(xM + lE + lWM)

−mMxMγe0

(
1 +B

yM
s

)
(xM + lE + lWM) = 0

(AA.3.45)

The modal mass equation has to be modified in order to take into account the contribu-

tion of the engine as:

me =mFk
2
eF +mW

(
1 +

2A

3
+

A2

5

)
k2
e0 + (IW +mW l2E)

(
1 +B +

B2

3

)
γ2
e0

+ 2mW lE

(
1 +

A

3
+

B

2
+

AB

4

)
ke0γe0 +mCk

2
eC +mTk

2
eT

+mM

[
ke0

(
1 + A

(
yM
s

)2)
− xMγe0

(
1 +B

yM
s

)]2 (AA.3.46)
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A.4 Quantities of interest

Expressions of the interesting quantities are given in this section. The vertical shear

force (positive upwards) is

Swr(t) =

∫ s

0

dL(t) + Lwt(t) +

∫ s

0

(z̈WM(t)− g)dmw +mwt(z̈Γ(t)− g)

−mM(z̈M(t)− g)

(BA.4.47)

The bending moment (positive to the rear) is

Mwr(t) =

∫ s

0

ydL(t) + sLwt(t) +

∫ s

0

y(z̈WM(t)− g)dmw +mwt(z̈Γ(t)− g)s

+mM(z̈M(t)− g)yM

(BA.4.48)

The torsional moment (positive towards the tip of the wing) is

Twr(t) =

∫ s

0

lAdL(t) + lALwt(t)−
∫ s

0

lE(z̈WM(t)− g)dmw

−mwt(z̈Γ(t)− g)

(
Γx

cos(γ)
− c

4
− lA

)
−mMxM(z̈M(t)− g)

(BA.4.49)

where the acceleration of the wing mass is

z̈WM(y, t) =z̈c(t)− lWM α̈(t) +

[
ke0

(
1 + A

(
y

s

)2)
+ lEγe0

]
q̈b(t)

+

[
ke0 + lEγe0

(
1 +B

(
y

s

))]
q̈t(t)

(BA.4.50)

and the acceleration of the wingtip centre of mass is

z̈M(t) =z̈c(t)− (xM + lE + lWM)α̈(t) +

[
ke0

(
1 + A

(
yM
s

)2)
− xMγe0

]
q̈b(t)

+

[
ke0 − xMγe0

(
1 +B

(
yM
s

))]
q̈t(t)

(BA.4.51)
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