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Abstract

Neuromorphic computing is a new computing paradigm that deals with comput-

ing tasks using inter-connected artificial neurons inspired by the natural neurons in

the human brain. This computational architecture is more e�cient in performing

many complex tasks such a pattern recognition and has promise at overcoming some

of the limitations of conventional computers. Among the emerging types of artificial

neurons, a cluster-based neuromorphic device is a promising system with good cost

e�ciency because of a simple fabrication process. This device functions using the

formation and breakage of the connections (“synapses”) between clusters, driven

by the bias voltage applied to the clusters. The mechanisms of the formation and

breakage of these connections are thus of the utmost interest.

In this thesis, the molecular dynamics simulation method is used to explore

the mechanisms of the formation and breakage of the connections (“filaments”)

between the clusters in a model of neuromorphic device. First, the Joule heating

mechanism of filament breakage is explored using a model consisting of Au nanowire

that connects two Au1415 clusters. Upon heating, the atoms of the nanofilament

gradually aggregate towards the clusters, causing the middle of the wire to gradually

thin and then suddenly break. Most of the system remains crystalline during this

process, but the centre becomes molten. The terminal clusters increase the melting

point of the nanowires by fixing them and act as recrystallisation regions. A strong

dependence of the breaking temperature is found not only on the width of the

nanowires but also their length and atomic structure. Secondly, the bridge formation

and thermal breaking processes between Au1415 clusters on a graphite substrate are

also simulated. The bridging process , which can heal a broken filament, is driven

by di↵usion of gold along the graphite substrate. The characteristic times of bridge

formation are explored at elevated simulation temperatures to estimate the longer

characteristic times of formation at room-temperature conditions. The width of

the bridge formed has a power-law dependence on the simulation time, and the

mechanism is a combination of di↵usion and viscous flow. Simulations of bridge-

breaking are also conducted and reveal the existence of a voltage threshold that

must be reached to activate the breakage. The role of the substrate in the bridge
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formation and breakage processes is revealed as a medium of di↵usion. Lastly, to

explore future potential cluster materials, the thermal behaviour of Pb-Al core-shell

clusters is studied. The core and shell are found to melt separately. In fact, the core

atoms of nanoclusters tend to escape their shells and partially cover them, leading

to a preference for a segregated state. The melting point of the core can either

be depressed or elevated, depending on the thickness of the shell due to di↵erent

mechanisms.
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cubic NW is connected to two cuboctahedral Au1415 clusters at each end.

The atoms on the bottom surface of the clusters are fixed to represent the

interaction between the cluster and the substrate. The cross sections of the

following NWs are shown: (b) the 4-Å-wide cubic NW; (c) the 8-Å-wide
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Chapter 1 Perspective and Outline

1.1 Context

With the rapidly advancing demand for computational power over the latter half of the

20th and early 21st centuries, the bottleneck of the traditional von Neumann paradigm,

characterized by the sequential transfer of data and instructions between memory and the

CPU through a shared data bus with limited bandwidth, is limiting the performance of

modern computers [1–3]. Neuromorphic computing provides a new computing paradigm

that works by mimicking the functions of human brains [4]. The new computing frame-

work functions by assembling the interconnected artificial neurons [5] and shows promising

performance in certain areas where conventional computing methods are challenged [6].

The main elemental building block that acts as a single neuron in neuromorphic com-

puting is a memristor, which is a non-linear device that changes its resistance depending

on the history of bias applied to it [7, 8]. This switching property of the memristor is

mainly obtained by the formation and breakage of nanoscale conductive paths inside the

device [9]. Metal cluster films fabricated with the gas-phase deposition technique have

been reported to show a similar non-ohmic switching behaviour [10, 11]. Therefore, this

fabrication method is a promising approach for the fabrication of neuromorphic devices

due to its simplicity and a↵ordability compared with other techniques like lithography,

which usually requires multiple delicate processes to create robust inter-device connections

in a deterministic way [12,13].

Many e↵orts have been made to ellucidate the behaviour of cluster-based neuromorphic

devices. Several mechanisms have been proposed for the explanation of the formation and

breakage of the connections between clusters. According to experimental observations,

such as conductance measurements, the main mechanisms of the formation of atomic-scale

connections between clusters are the electric field-induced surface di↵usion and evapora-

tion, as well as the van der Waals interaction between metal atoms [14–16]. The breakage

of the connections is typically explained by electromigration caused by the electric current

running through them [17, 18]. Joule heating, induced by the current running through

9



the connections, is also a possible mechanism for breakage [19]. Experiments have shown

that significant amounts of local heat can be generated in an nanowire (NW) network

due to the flow of current [20], but there is a shortage of studies on the e↵ect of Joule

heating on the breaking process of connections between particles in percolating systems.

Meanwhile, the precise role of the various substrates in these processes is still not well

understood, and there have been no comprehensive studies considering the entire process

of nanofilament formation and subsequent breakage. Additionally, studies so far have pri-

marily focused on elemental metal clusters, but alloy clusters may o↵er new possibilities

for neuromorphic devices.

Benefited from the rapid advance in computational power during the past decades, the

use of molecular dynamics (MD) simulations has become more prevalent in both basic

and applied research [21]. Molecular dynamics simulations allow researchers to model the

interactions between individual atoms and track the evolution of their assemblies over

time. By analyzing the coordinates, velocities, and potentials of the atoms in a system,

researchers can extract and study the dynamic processes and properties of these systems

in detail. Due to the method’s ability to accurately simulate systems at the atomic level

and provide comprehensive reproducible results with a relatively moderate computational

cost, MD is an ideal tool for studying the mechanisms and exploring new possibilities in

cluster-based neuromorphic systems.

The aim of this thesis is to gain a deeper understanding of the mechanisms governing

the formation and brekage of filaments in cluster-based neuromorphic devices using MD

simulations. To achieve this, multiple models were constructed to investigate topics such

as the e↵ect of Joule heating and the e↵ect of the substrate. Simulation results reveal

ways for the formation and breakage of connections between clusters. the formation

and breaking conditions are explored through analysis of the structural variation process.

Additionally, the melting mechanism of potential new building materials for neuromorphic

devices, such as core-shell clusters, are studied as a reference for fabrication and research

in the future.
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1.2 Thesis outline

This thesis is organised into the following chapters:

• In Chapter 2, a literature review is conducted to introduce the basic concepts of

neuromorphic computing and neuromorphic computing devices. The chapter begins

by discussing the basic properties and main categories of neuromorphic computing

devices. It then focuses on cluster-based neuromorphic devices, discussing their fab-

rication and experimental observations. Previous studies and the missing pieces of

the mechanisms governing cluster-based neuromorphic devices are also introduced.

• In Chapter 3, an overview of the principles of MD is provided to contextualize the

methodology of this thesis. The chapter includes a discussion of the basic algorithms

of MD, such as the integrator, the potential, and the boundary conditions. It also

introduces and reviews relevant tools and software for building models, carrying out

simulations, and performing analysis.

• In Chapter 4, the thermal breakage of a Au nanofilament located between two

gold nanoparticles (NPs) was simulated to study the mechanisms of cluster-based

neuromorphic devices. Simulations of Au nanowires (NWs) of di↵erent lengths,

widths, and shapes connecting two Au1415 NPs were performed, and the evolution

of the system was monitored through a detailed structural identification analysis.

The results showed that atoms of the nanofilament gradually aggregate towards the

clusters, causing the middle of the wire to gradually thin and then break. Most of

the system remains crystalline during this process, but the center is molten. The

terminal nanoparticles increase the melting point of the nanowires by fixing the

middle wire and acting as recrystallisation areas. A strong dependence was found

on the widths of the nanowires and also on their lengths and structures. These

results may serve as guidelines for the development of cluster-based neuromorphic

computing systems.

• In Chapter 5, the results of simulations of the formation and thermal-breaking of

bridges between Au1415 clusters deposited on a carbon substrate are presented. The
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formation process is driven by di↵usion, and the characteristic times are evaluated at

high temperatures and used to estimate the formation times at room temperature.

The width of the bridges has a power-law dependence on the simulation time. The

Joule heat generated by an electric current through the bridge is estimated using

a quantum conductance model, and simulations of the breaking process reveal the

existence of a threshold and the role of the substrate. These results provide an

atomistic-level understanding of the fundamental processes involving conductive

connections between individual clusters in cluster-based nanofilms, which is essential

for the practical development of cluster-based neuromorphic systems.

• The melting behavior of core-shell clusters is a critical property that impacts their

fabrication and research as a potential materials for cluster-based neuromorphic

devices. In Chapter 6, the melting behavior of Pb-Al core-shell clusters is investi-

gated using MD simulations. The clusters have a fixed Pb147 core and varying shell

thicknesses. The results show that the core and shell melt separately, with the core

atoms breaking out of the shell and the nanoclusters preferring a segregated state.

The melting point of the core can be either depressed or elevated depending on the

thickness of the shell due to di↵erent mechanisms. As the shell becomes thicker, the

condition of the break-out event changes from the melting of the core to the melting

of the shell due to the increased melting temperature and robustness. These results

can be used as a reference for the future fabrication and experimental observations

of these clusters.

• In Chapter 7, the achievements of the previous chapters are discussed in order to

summarise the findings and give an outlook on future work.
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Chapter 2 An Introduction to Neuromorphic Com-

puting Devices

This chapter reviews the literature on neuromorphic computing that underpins the

work in the thesis. The first section, 2.1, is an introduction to neuromorphic comput-

ing devices and the main categories of such devices. The next section, 2.2, is focused

on cluster-based neuromorphic computing devices and review relevant research concern-

ing the fabrication and measurements of these devices. Section 2.3 then considers the

mechanism operating in such systems, which emphasises the making and breaking of

connections, or filaments, between clusters.

2.1 Neuromorphic computing and devices

In 1936, Alan Turing published a paper entitled ‘On computable numbers, with an

application to the Entscheidungsproblem’, which presented proof that a certain kind of

machine, now known as a ‘Turing machine’, can process any algorithm for mathemat-

ical computation [1]. Later, in 1945, John von Neumann presented a framework for a

computing machine known as the von Neumann architecture, which then became the ba-

sis for most modern computers [2]. Computers based on this framework have achieved

remarkable success and have become indispensable in numerous areas, including critical

domains like scientific research [3], medicine [4], engineering [5], and finance [6], among

others. However, the performance of these computers is limited by an inherent limitation

in the architecture called von Neumann bottleneck [7]. The von Neumann bottleneck

arises from the fact that data and instructions are stored in the same memory and must

be fetched sequentially. This causes a delay, as the processing unit must wait for the data

or instructions to be fetched before it can perform any computation. As a result, the

speed of the processor may not be fully utilized, leading to performance ine�ciencies.

On the other hand, in 1948, Turing predicted a computing machine that operated

like neural systems in a meeting report [8]. The idea was then explicitly clarified by

Mead [9]. In this machine, artificial neurons are all connected in an arbitrary pattern
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with modifiers between them. Due to the properties of analog and parallel connections,

the system can solve many problems that are hard to solve using von Neumann systems.

Many of these problems, like pattern recognition, adaptive behaviour, fuzzy logic, etc.,

are more and more critical in the current era of big data and artificial intelligence. As a

result, machine frameworks inspired by biological systems have attracted intense research

interest, with the goal of building a machine based on neurophysiological models like the

human brain [10, 11].

To achieve the features of neural systems in brains, devices with a neuromorphic ar-

chitecture should have the ability to adjust the ‘synaptic signal strength’ or create new

connections when processing information as the brain does. This property is called neu-

roplasticity. Many models have been proposed to explain the mechanism of synaptic

plasticity in brains. Donald Hebb proposed a basic mechanism of the synaptic plasticity

known as the Hebbian learning rule in 1949 [12]. In this model, the connections between

two neurons might be strengthened if the neurons fire simultaneously. The model works

well as long as all the input patterns are orthogonal or uncorrelated, but this require-

ment seriously limits the range of its applications [13–17]. Other models, such as the

Bienenstock–Cooper–Munro (BCM) learning rule [18] and Hebbian-covariance rule [19],

are extensions based on the Hebbian rule. They can also explain some mechanisms, but

a single model that can explain all the observed properties of synaptic plasticity does not

exist at this time.

There are two synaptic plasticity mechanisms that are critical for neuromorphic de-

vices. They are the short-term plasticity (STP) and long-term plasticity mechanisms

(LTP). STP refers to changes in the synaptic strength that happen within a short period,

usually from 10 ms to 1 s. It is a quick adjustment of the synaptic strength control that

helps determine how important that connection is to the ongoing process [20–22]. In the

absence of presynaptic activity, the synaptic strength quickly returns to its initial level. An

increased probability of an increase in synaptic strength in response to presynaptic action

potentials is called short-term synaptic enhancement [23]. A decreased synaptic strength

caused by the depletion of the vesicles, certain postsynaptic processes, or the feedback

of presynaptic receptors is called short-term synaptic depression [24]. LTP refers to the
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long-lasting activity-dependent changes in the synaptic strength. It lasts from minutes

to hours or even longer, and it is widely considered the dominant model of how brains

learn and remember information [25]. The synaptic activity patterns that produce a long-

lasting increase in the synaptic strength are known as long-term potentiation, while other

patterns that produce a long-lasting decrease are called long-term depression [26,27]. The

relation between STP and LTP is researched by Hebb, who hypothesized that continuous

and repeated stimulation from presynaptic neurons to postsynaptic neurons could cause

an increase in the e�ciency of synaptic transmission [12]. The concept of spike-timing-

dependent plasticity (STDP) further improves Hebb’s theory, revealing that the time rela-

tionship between presynaptic and postsynaptic spikes can adjust the synaptic weight [28].

STDP enables learning without any external control on the synaptic strengths or any

previous knowledge of the information to be processed. This property makes STDP the

basis for autonomous, unsupervised learning [29]. Frequency-dependent-synaptic plastic-

ity (SRDP) is another learning mechanism for LTP in the brain, which indicates that

synaptic weight can be adjusted by controlling the frequency of presynaptic spikes [30].

The typical device that is generally used as a single neuron in a neuromorphic com-

puting system is called a memristor [31–33]. A memristor is a passive electronic circuit

device for which pinched hysteresis loops in I-V curves are observed [34]. This current-

voltage feature indicates that the conductance state of the device can be switched by

the bias being applied to it. The first memristor was proposed in 1971 by Leon Chua,

who combined the common circuit elements (resistor, capacitor and inductor) [35]. In

Chua’s model, many valuable properties of memristors are demonstrated, and meanwhile,

in oxide-based resistance switches, pinched hysteresis loops in I-V curves have been ob-

served [36]. However, it was not until 2008 that the link between the theory and an

experimental demonstration was established by a team in a HP lab [37, 38]. Memristors

then attracted a large amount of attention and were used in a wide range of applica-

tions, such as neuromorphic computing, non-volatile random access memory (NVRAM),

etc [39].

The artificial synapse devices used to construct a neuromorphic network can be cate-

gorised into several branches based on the materials used to construct them (e.g. electro-
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chemical metallisation materials, phase-changing materials, ferroelectric materials, ionic/-

electronic hybrid materials) [40]. To mimic bio-synaptic functions, these synaptic devices

have a variety of materials, fabrication process and functions. Here, we introduce the

main categories of neuromorphic devices.

Electrochemical metallisation materials Electrochemical metallisation (ECM) mem-

ory is an important resistive switching memory composed of a sandwiched structure that

consists of the top electrode, active layer and bottom electrode. The resistive switching

mechanism is based on the formation and breakage of the metallic filament, which utilises

the oxidation of active electrodes like Ag and Cu. Metal cations are transported through

the active layer, and reduction reactions occur at the noble metal electrode. The filament

dissipation may be due to spontaneous di↵usion, Joule heating, or ionisation. Diverse elec-

trochemical metallisation materials have been used to fabricate ECM memory, including

chalcogenide [41–43], nitride [44], amorphous silicon [45] and polymer [46,47].

Figure 2-1 below (from [48]) illustrates the operation of an ECM memory cell during

an I�V switching cycle using a quasi-static triangular voltage stimulation signal. The cell

consists of an electrochemically active electrode (AE) made of a metal such as Ag, Cu, or

Ni, an electrochemically inert counter electrode (CE) made of a metal such as Pt, Ir, or W,

and a thin film of a solid electrolyte (i.e., an ion conductor of the metal in AE) sandwiched

between the two electrodes. In the initial high-resistance state (OFF-state), there is no

electrodeposit of the metal on the inert electrode (Figure 2-1 (a)). When a su�ciently

positive bias voltage is applied to the active electrode AE, a SET process occurs. This

process involves the anodic dissolution of the AE metal, the drift of cations across the

solid electrolyte thin film, and the reduction and electro-crystallization of the AE metal

on the surface of the inert electrode CE. The electro-crystallization process, which is

enhanced by the electric field, results in the growth of a metal filament preferentially in

the direction of the active electrode (Figure 2-1 (c)). When the metal filament grows

far enough to make an electronic connection with the opposite AE electrode, the cell

switches to the ON-state (Figure 2-1 (d)). The cell remains in the ON-state unless a

su�cient voltage of opposite polarity is applied, which RESETs the cell (Figure 2-1 (e))
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Figure 2-1 A figure from [48]. Sketch of the steps of the SET ((a)–(d)) and

RESET (e) operations of an electrochemical metallization memory (ECM) cell.

to its initial OFF-state (Figure 2-1 (a)). During the initial phase of RESET, there is both

an electronic current through the metallic filament and an electrochemical current that

dissolves the metal filament. The SET switching speed of ECM cells is mainly determined

by the kinetics of the process steps involved in the SET process.

Phase-change materials Phase-change materials have been extensively explored in

memory applications (PCM: phase-change memory) because of their fast read/write speed

and extensible and controllable multilevel resistance states [49–56]. The switching is re-

alised by the transition from the amorphous phase (high-resistance state) to the crystalline

phase (low-resistance state) due to Joule heating [57]. For the ‘set’ operation, applying an

appropriate voltage to the PCM causes Joule heating, subsequently raising the material
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temperature to above the crystal transition temperature but below the melting temper-

ature. As for the ‘reset’ operation, the material temperature is raised above the melting

temperature and then quickly quenched to room temperature, causing the material trans-

fer to enter an amorphous phase. By precisely controlling the transition process between

these two states, multiple levels of intermediate states can be achieved to emulate biologi-

cal synapses [58–60]. Many kinds of chalcogenide glass can be used to create phase-change

memory, including GeTe [51] and Ge2Sb2Te5 (GST) [54].

The example in reference [61] describes a PCM device that utilizes GST as the dielec-

tric material. GST has low resistivity in its polycrystalline state and high resistivity in

its amorphous phase, which can be reversibly transitioned between to update the conduc-

tance of the PCM device. The device structure consists of GST sandwiched between a

top electrode and a narrow bottom electrode (shown in Figure 2-2 (a)). The as-fabricated

dielectric is initially in the crystalline phase. Through the application of heat, an amor-

phous region can be created around the narrow bottom electrode, resulting in a low

conductance device state. This process, called RESET, can be achieved through the use

of a short current pulse that causes melting and subsequent quenching of the material.

The conductance can then be gradually increased through the application of a sequence

of SET pulses, which raise the device temperature to its crystallization regime and reduce

the volume of the amorphous region through crystal growth. This process, called SET,

can be gradual and accumulative when using suitable current amplitudes. However, the

RESET process that creates the amorphous region is observed to be non-accumulative

and abrupt. Figure 2-2 (b) shows the conductance evolution statistics from 10,000 devices

that were initialized to around 0.1 µS and subjected to 20 SET pulses of 90 µA amplitude

and 50 ns width. The mean of the conductance change per subsequent programming pulse

decreases and its standard deviation increases, leading to non-linear update behavior. An

experiment was performed in which devices were applied with SET pulse sequences with

di↵erent time delays, simulating the situation in neural network training where di↵er-

ent sets of synaptic memory devices may be programmed at di↵erent times and drift at

di↵erent rates. The results of this experiment are shown in Figure 2-2 (c).
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Figure 2-2 A Phase-change memory example based on GST [61]. (a) Phase-

change memory devices have a phase change material sandwiched between a

top electrode and a narrow bottom electrode. In a mushroom-like device struc-

ture, such as the one shown in the figure, the application of a RESET pulse

creates an amorphous dome around the narrow bottom electrode. The crys-

talline state of the material can then be reversed through the application of

SET pulses, which induce crystal growth and gradually increase the conduc-

tance of the device. (b) Non-linear conductance evolution characteristics of

PCM in response to a sequence of SET pulses with 90 µA amplitude and 50

ns width. (c) Conductance evolution of PCM when programmed with 20 SET

pulses of di↵erent delays. SET programming pulses are delayed by inserting

di↵erent numbers of read pulses in between.
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Ferroelectric materials Ferroelectric materials have a high dielectric constant and

spontaneous polarisation [62–64]. The polarisation states of the ferroelectric materials

can be tuned by applying voltages, so these materials can be used as the active layer in

synaptic devices. Meanwhile, the fine polarisation states of the ferroelectric material can

be achieved by applying a certain pulse sequence, so multiple conductance states can be

obtained in this kind of synaptic device. The multilevel changes of the conductance are

able to imitate various synapse behaviours. Ferroelectric materials could help synaptic

devices to improve their ON/OFF ratio and the linearity of weight updates [65].

In [63], a ferroelectric artificial synapse was created using an inorganic based on fer-

roelectric tunnel junctions to realize STDP, through which the synaptic strengths evolve

depending on the timing and causality of electrical signals from neighbouring neurons as

shown in Figure 2-3 (a). The BiFeO3 (BFO) active layer was placed between Pt/Co and

YAlO3 (YAO) top, and (Ca,Ce)MnO3 (CCMO) bottom electrodes as shown in Figure

2-3 (b). The device demonstrated well-defined voltage thresholds in its hysteresis loop

as shown in Figure 2-3 (c) due to the inherent inhomogeneous polarization switching

in the BFO, enabling the implementation of STDP. When both pre- and post-neuron

spikes reach the memristor with a delay �t, their combination produces the waveforms

(Vpre�Vpost) displayed in the inset of Figure 2-3 (d). The combined waveform temporary

exceeds the threshold voltage, leading to an increase (�G > 0, synapse strengthening) or

a decrease (�G < 0, synapse weakening) of the conductance (G), depending on the sign

of �t. As seen from the experimental STDP curve in Figure 2-3 (d), only closely timed

spikes produce a conductance change whereas long delays leave the device unchanged.

Ionic/electronic hybrid materials Ionic/electronic hybrid materials are employed in

field-e↵ect transistors (FETs). The architecture comprises gate electrolytes and channel

materials. Gate electrolytes can be made using diverse materials, such as ion gel [66,67],

ion liquid [68, 69], inorganic oxides [70, 71] and polyelectrolytes [72, 73]. Channel materi-

als can be made using both inorganic and organic materials, such as carbon nanotubes

(CNTs) [74,75]; graphene [76,77], MoS2 [78,79], IZO [71], IGZO [80] and MoO3 [68]; and

PEDOT:PSS [81–83].

23



Figure 2-3 Sketches and measurements of a ferroelectric memristor in [63].

(a) Sketch of pre-neurons (in purple) and post-neurons (in blue) connected by

a synapse (in green), with the synaptic transmission modulated by the causal-

ity (�t) of neuron spikes. (b) Sketch of a ferroelectric memristor, with a ferro-

electric tunnel barrier of BiFeO3 (BFO) sandwiched between a bottom elec-

trode of (Ca,Ce)MnO3 (CCMO) and a top submicron pillar of Pt/Co, and

YAlO3 (YAO). (c) Single-pulse hysteresis loop of the ferroelectric memristor,

showing clear voltage thresholds (V +
th and V �

th ). (d) Measurements of STDP in

the ferroelectric memristor, showing the modulation of the device conductance

(�G) as a function of the delay (�t) between pre- and post-synaptic spikes.

Seven data sets were collected on the same device, demonstrating the repro-

ducibility of the e↵ect. The total length of each pre- and post-synaptic spike is

600 ns.
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Figure 2-4 Quasi-2D ↵-MoO3-based three-terminal synaptic device [68]. (a)

Optical image of the device. (b) Schematic illustration of device structure and

measurement setup. (c,d) ID and IG dependence on gate voltage under di↵er-

ent relative humidity conditions. (e) Schematic of transistor structure under

positive gate voltage application. The applied electric field drives protons and

hydroxyls, which dissociate from H2O adsorbed in the ionic liquid, in the oppo-

site direction. (f) Schematic of transistor structure under negative gate voltage

application.
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Figure 2-4 shows a quasi-2D ↵-MoO3-based three-terminal synaptic device [68]. The

optical image and schematic illustration of the device structure and measurement setup

are shown in (a) and (b), respectively. In the measurement setup, a small dc voltage (VD =

50 mV) is applied between the source and drain electrodes and the corresponding drain

current (ID) is measured. The gate voltage (VG) is directly applied on the gate electrode

and the corresponding gate current (IG) is also monitored. (c,d) show the dependence

of ID and IG on the gate voltage under di↵erent relative humidity conditions (vacuum,

18.6%, 36.2%, 45.1%). (e) and (f) show schematics of the transistor structure under

positive and negative gate voltage application, respectively. In the positive gate voltage

application, the applied electric field drives protons and hydroxyls to dissociate from H2O

adsorbed in the ionic liquid and move in opposite directions. The protons are adsorbed

at the ↵-MoO3 channel surface and injected into the ↵-MoO3 lattice, resulting in an

increase in the channel conductance. In the negative gate voltage application, the protons

are extracted and desorbed from the ↵-MoO3 channel surface with the accumulation of

hydroxyls, resulting in a decrease in the channel conductance back to the initial state.

The main categories of artificial synaptic devices mentioned above usually have com-

plicated fabrication processes. Building such a device requires multiple layers of materials

to be accurately stacked using di↵erent masking procedures or lithography techniques.

In recent years, a more straightforward method was developed to fabricate such synaptic

devices, which involves depositing nanoclusters between two metal electrodes on insulat-

ing substrates. When a large enough amount of surface coverage, called the percolation

threshold, is reached during the deposition, the nanoparticles in the device are able to

form and break atomic-scale wires between the gaps and show switching events similar

to the potentiation in biological neural systems [84]. The following two sections will in-

troduce the fabrication, experimental properties and general research of the behaviour of

these cluster-based neuromorphic systems.
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2.2 Cluster-based neuromorphic systems: fabrication and ex-

perimental measurements

The random assembly of nanoscale building blocks is becoming one of the most promis-

ing approaches to forming a neuromorphic network [85], and atomic clusters and small

nanoparticles can function as its building blocks. Metal cluster films fabricated using

the gas-phase deposition technique have been reported to show non-ohmic synaptic-like

switching behaviour [86–91]. Such films are fabricated by depositing clusters onto an

insulating substrate with prefabricated electrodes on it. The conductance of the device

needs to be measured during the deposition to monitor the formation of a connective

path. Therefore, the deposited cluster should be neutral to prevent interference with the

measurements. The deposition should be immediately stopped when a sudden change in

the conductance is detected. This conductance jump means that a long-range connectiv-

ity between two electrodes was established by the clusters. There is a term in percolation

theory called the percolation threshold that represents the critical point where this con-

nectivity occurs [92]. In this situation, the conductance can switch to di↵erent states

because of the establishment of and damage to the long-range connection, which are con-

trolled by the bias voltage applied. Figure 2-5 shows the scanning electron microscope

(SEM) image and an illustration of the cluster film near the percolation threshold. The

cluster deposition can be described in detail by the 2D inhomogeneous fully penetrable

discs model [87], and the surface coverage p by the clusters at the percolation threshold

is pc ⇡ 0.68 [93]. The substrate of the device can be made of a variety of insulating

materials, such as silicon nitride [89, 90], silica [88], glass [85] and even paper [91]. Ben-

efitting from the development of cluster deposition technologies [94–96], the approach is

more straightforward and possibly cheaper than other techniques such as the lithography

method [97–99], which needs to create robust intra- and inter-device connections in a

deterministic way.

The nanoscale coalescence in a percolating nanocluster film is a focus of interest be-

cause the connection between the clusters formed or broken during the measurement will

directly determine the properties of the device. The neck radius r between two coalescing
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Figure 2-5 From [85]. (a) SEM images of the Au nanocluster film on a glass

substrate near the percolation threshold. (b) Schematic illustration of a perco-

lating cluster system. The substrate is marked light blue and the gold clusters

and electrodes are marked yellow. A tunneling path is marked with a black

dashed line. The insert shows typical situations that occur when the bridge is

formed or broken between clusters.

clusters follows a power law r / t↵, where t is time and ↵ is specific to the physical process

and lies between 1/6 (surface di↵usion) and 1/2 (viscous flow) [100,101]. The conductance

of two coalescent clusters depends on the neck radius according to the following relation:

G / r! [102], where ! is equal to 1 or 2 depending on whether r is larger or smaller than

the electron mean free path. The combination of the two relations above suggests that

the conductance is expected to follow the following power law in time: G / t�, where

� = ↵·! has a value between 1/6 and 1. A comparison between the conductance measure-

ments on bismuth cluster films and kinetic Monte Carlo (kMC) simulations has verified

the prevalence of the power law predicted by theory [103]. The power is ↵ ⇡ 0.3 when

r/R < 0.5, where R is the radius of the particle. This relation has also been observed in

situ on gold nanoparticles using transmission electron microscopy (TEM) [104].

The transfer properties of the cluster devices di↵er according to the size of the net-

work. The quantisation of the conductance has been observed in samples with small areas

(10 ⇥ 20 µm) made by tin clusters that were ⇠ 7 nm in diameter [87]. When the width

of the connection is comparable to the Fermi wavelength �F of the carriers, the quan-

tised conductance of the connection is an integral number multiple of the conductance
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Figure 2-6 The conductance of cluster films with di↵erent sizes [87]. (a) Con-

ductance of a 10 ⇥ 20 µm sample (solid line) showing downward steps under

an applied ramping voltage (dashed line). (b) Typical multilevel switching be-

haviour of an 100 ⇥ 200 µm sample under an applied voltage ramp. (c) Exam-

ple of repeatable switching between two conductance levels in a sample that is

the same size as the sample in (b).

quantum (the quantized unit of electrical conductance) G0 = 2e2/h [105]. Figure 2-6 (a)

shows decreasing quantised steps when the applied ramping bias is increasing during the

measurement. On the other hand, larger samples (100⇥ 200 µm) show more complicated

conductance steps, as shown in Figure 2-6 (b). Repeated steps can be observed between

similar conductance levels, but in many other cases, the conductance switches between

multiple levels. The behaviour occurs because there is a much more complicated network

in a large sample, with a much larger number of possible percolating pathways. The size

of the step (rather than the conductance) is also quantised in some cases, as shown in

Figure 2-6 (c), which indicates the repeated formation and breakage of a connecting path

controlled by the bias.

Despite the complexity in the switching behaviour, some typical events can be iden-

tified when the maximum of the ramping bias is higher than a threshold beyond which
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Figure 2-7 Examples of characteristic switching events [85]. The three sim-

plest types of events are reported: (a) resistance increase (conductance de-

crease) at high voltage (pink region); (b) resistance decrease (conductance

increase) at low voltage (green region); and (c) resistance increase (conduc-

tance decrease) at low voltage (blue region). These archetypes are referred to

as Type A, B and C, respectively.

a complex cascade of switching events occurs [85], as shown in Figure 2-7. These typical

events are classified into three types: Type A – a step-wise decrease in the conductance is

observed when the voltage is increasing (marked in pink); Type B – a step-wise increase

in the conductance is observed when the voltage is decreasing; and Type C – a step-wise

decrease in the conductance is observed when the voltage is decreasing. For all three

event types, the transitions occur at almost exactly the same voltage, which means that

the connection and breakage of the same conductive path is controlled by the voltage

in these events. Meanwhile, the distinguished nature of Type C events indicates a dif-

ferent physical origin compared to Type A and B events, and is due to the breakage of

connections as the voltage is decreased. Therefore, multiple mechanisms are responsible

for the formation and breakage of the connections; these mechanisms will be discussed in

the next section.
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2.3 Mechanisms of the formation and breakage of conductive

filaments

The mechanisms of the formation and breakage of the conductive connections between

clusters are fundamental and have been widely discussed in the literature.

According to experimental observations, such as conductance measurements [87,106],

electric field-induced surface di↵usion (EFISD) and evaporation (EFIE) and the van der

Waals interaction between metal atoms are considered the main mechanisms of the forma-

tion of atomic-scale connections between the clusters [107–109]. Van der Waals forces are

weak attractive forces that arise from the particle’s electric polarisation, which is induced

by the presence of other particles. The non-retarded van der Waals interaction energy

between two atoms at a distance r from each other is given by W (r) = �C/r6, where C

is determined by the atoms [110]. Using this relation, the potential or forces between ob-

jects in certain geometric configurations have been calculated [111]. By considering a tip

and STM (Scanning tunneling microscope)-like model, it can be proved that an ad-atom

on a surface will be attracted by the approaching tip to the centre of the gap between

the tip and the surface [107]. In the cluster film devices, ad-atoms are accumulatively

attracted toward the centre of the gap between the clusters, and they form a connection.

The formation mechanism is completely irrelevant to the bias, but the connection can

be damaged due to the higher bias voltage applied. Afterwards, when the bias voltage

is released, ad-atoms will accumulate again, and the connection will have a chance to

be rebuilt. In this mechanism, connections are formed automatically but bias is needed

to break them. Therefore, the high conductance state will be at a low bias and the low

conductance state will be at a high bias. The Type A and Type B events shown in Figure

2-7 are both consistent with this van der Waals-based mechanism. A further piece of

evidence is the random switch events observed with a constant higher bias voltage, as

shown in Figure 2-8 [85]. The connection randomly formed by the van der Waals forces

is immediately broken due to the voltage [85].

Another mechanism for the formation of connections involves electric field-induced

surface di↵usion (EFISD) and electric field-induced evaporation (EFIE). EFISD and EFIE
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Figure 2-8 Switching events recorded at high voltage [85].

describe how a polarised ad-atom will di↵use along the surface or even be evaporated due

to the strong applied electric field by the approaching tip [107–109]. The electric fields

required for EFISD and EFIE are ⇠ 1 V · nm�1 [107] and ⇠ 20 V · nm�1 [112, 113],

respectively. Under this mechanism, the connection between clusters is formed by the

aggregated polarised ad-atoms under a strong electric field induced by the bias. When

the electric field is not strong enough to form such a link, the existing link will be broken

due to the current flow. This phenomenon can explain the Type C events shown in Figure

2-7. Another piece of experimental evidence is that after all the connections are broken

by the repeated cycling of the voltage (2 ⇠ 4 V), a higher voltage (⇠ 10 V) can restart

the switching behaviour, as shown in Figure 2-9 [87].

On the other hand, the breakage of the connections is explained by the electromigration

caused by the electric current running through the connections. Numerous studies have

emphasised the contribution of electromigration to the breakage or resistive switching of

metal nanowires (NWs) [114–117]. In a conductor with current flow, the ionised atoms are

a↵ected by two forces: the direct electrostatic force Fe and the force from the exchange

of momentum with other charge carriers Fp. In metallic conductors, Fp is called the wind

force Fw. Suppose that the momentum lost by the current flow is mvd per ⌧i, where vd
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Figure 2-9 Switching events recorded at high voltage (⇠ 10 V) after all the

connections are broken by the repeated cycling of the voltage (2 ⇠ 4 V). (a)

Signal measured under a ramping bias of Vmax = 10 V [87]. (b) I-V curve of

(a). The exponential increase is the evidence for tunneling; it indicates that no

connection is formed if the voltage is not strong enough.

is the drift velocity and ⌧i is the collision time for electron scattering at an impurity or a

defect ion. By multiplying by the electron density n and dividing by the density of defect

or impurity ions Ni, one can express the wind force in terms of the charge current j as

follows:

Fw = �
j/m

e⌧iNi
= �e

n⇢i
Ni⇢

E, (2-1)

where ⇢ = E/j is the total resistivity and ⇢i = m/(ne2⌧i) is the resistivity due to collisions

with the impurities [117].

An alternative mechanism for the breakage is the Joule heating induced by the current

running through the connections [86]. High temperatures of up to thousands of kelvins

can be induced by small voltage drops on the order of ⇠100 mV when the size of a

point contact in a complex nanoscale junction is smaller than the mean free path of

electrons [118]. The thermally induced breaking of nanowires (NW) has been frequently

reported [119–121], and relevant computer simulations have been carried out [122–124].

Strong local heating can be observed in an NW network when the current exists [125].

The breaking process of the NW caused by heat generation can be observed in situ using
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TEM [126].

While the mechanism mentioned above provides some insights, it does not paint the

full picture. The e↵ect of Joule heating on the breaking process of connections between

particles in percolating systems is non-negligible, but there is a shortage of studies on this

e↵ect. In parallel, although there are plenty of experimental studies and computer simu-

lations of cluster dynamics on various substrates [127–129], the role of the substrate in the

formation and breakage of conductive filaments remains unclear. Furthermore, previous

cluster-based neuromorphic devices have primarily used elemental metals, highlighting the

need to explore new potential materials. The following chapters of this thesis will address

these issues respectively, delving into the impact of Joule heating and substrate properties

on the formation and breakage of conductive filaments, as well as exploring alternative

materials for the development of cluster-based neuromorphic devices. This comprehensive

approach aims to advance our understanding of the underlying mechanisms and contribute

to the improvement of neuromorphic technology.
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Chapter 3 Simulation Methods

In this chapter we introduce the simulation methods related to this thesis. The first

section, 3.1, is about the molecular dynamics simulations, which is the main research

method in this thesis. We introduce the basic principles and algorithms of molecular

dynamics simulations. The next section, 3.2, introduces some useful tools and will review

several tools which are related with this thesis

3.1 Molecular dynamics simulation method

Molecular dynamics (MD) simulations are a computer simulation method for analysing

the dynamics of small particles like atoms, molecules or proteins [1]. The atoms and

molecules are set in a simulation box and are allowed to interact for a period of time

to obtain the evolution of the system. The trajectories of particles are calculated by

continuously solving Newton’s equations of motion numerically, where the forces between

the particles are calculated using interatomic potentials or force fields. By recording and

analysing the coordinates, velocities and potentials of the particles in the system, the

dynamic processes and statistical properties can be tracked and studied in detail. The

method is applied mostly in materials science [2, 3], chemical physics [4, 5], biophysics [6]

and drug design [7]. The MD method is the main approach used in this thesis. Here, we

introduce the main simulation algorithms for the MD method.

A series of algorithms control an MD simulation. These algorithms include integration,

thermostats and barostats, boundary conditions, neighbour searching, force fields and

potentials, etc. The integrator defines the numerical solving process of the equations of

motion. The thermostat or barostat are introduced to keep the system under the desired

temperature or pressure settings to mimic the experimental conditions. The boundary

condition specifies the type of constraints imposed on the simulation box. The periodic

boundary condition is frequently used to approximate an extensive system using a small,

infinitely repeated unit cell. The neighbour searching algorithm is used to find the pairs

of atoms within a predefined or adaptive cuto↵ radius to analyse the results. Force field or
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inter-atomic potentials need to be set in advance to obtain the inter-atomic force during

the simulations.

3.1.1 Equations of motion and integrator

In a system of N particles with coordinates ri, i = 1 , ... , N , the equation of motion

is Newton’s second law:

mi
d2
ri

dt2
= Fi, (3-1)

where mi and Fi are the mass of the particle i and the force on it, respectively.

A numerical solution to Equation 3-1 is given by Verlet [8]:

ri(t+�t) = 2ri(t)� ri(t��t) + ai(t)�t2, (3-2)

with the associated velocity being calculated using the central di↵erence:

vi(t) =
ri(t+�t)� ri(t��t)

2�t
, (3-3)

where ai = Fi/mi is the acceleration of the particle i. The Verlet algorithm approximates

the Newton’s equations of motion by using Taylor series expansions of the particle’s

position (ri) with respect to time (t). The Verlet-type integrator is the most commonly

used algorithm in molecular dynamics [9]. It is time-reversible with a local error on the

order of O(�t4) in the position and O(�t2) in the velocity [10].

Some modifications of the original Verlet integrator have been developed to improve

the e�ciency. The leapfrog method [11] and the velocity-Verlet method [12] are two

successful integrator methods that perform integration over half of the time step.

The leapfrog integration approximates the Newton equation by updating positions and

velocities in a staggered manner, ensuring energy conservation and time-reversibility in

molecular dynamics simulations. The equations for updating the positions and velocities

are 8
><

>:

ri(t+�t) = ri(t) + vi

�
t+ 1

2�t
�
�t,

vi

�
t+ 1

2�t
�
= vi

�
t� 1

2�t
�
+ ai(t)�t.

(3-4)

As shown in Equation 3-4, ri at integer time steps and vi at half-integer time steps jump

over each other in the computing sequence, which is where the name ‘leapfrog’ comes

from.
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The velocity at the integer time step is obtained by averaging the neighbouring veloc-

ities of half-integer steps:

vi(t) =
vi

�
t+ 1

2�t
�
� vi

�
t� 1

2�t
�

2
. (3-5)

The velocity-Verlet method, however, calculates the time and velocity at the same

value of the time variable:
8
><

>:

ri(t+�t) = ri(t) + vi(t)�t+ 1
2ai(t)�t2,

vi(t+�t) = vi(t) +
ai(t)+ai(t+�t)

2 �t.
(3-6)

It can be shown that the error of both the leapfrog and the velocity-Verlet methods is of

the same order as the error of the basic Verlet method.

The leapfrog and velocity-Verlet methods are very e�cient at producing the evolv-

ing positions and velocities with time, and they are easy to program. They have been

employed by many open-source and commercial packages. The leapfrog method is the

default integrator in open-source packages like GROMACS [13], while the velocity-Verlet

method is implemented by open-source packages like LAMMPS [14] and commercial pack-

ages like MBN Explorer [15, 16]. Other integrators that are not Verlet-like integrators,

like the Runge-Kutta method, are less frequently used because of their complexity and

high computational resource demands [10].

3.1.2 Thermostat and barostat

If the equations of motion are solved exactly by the Verlet integrator, the energy of the

system will be conserved. Thus, the ensemble of the system will be an micro-canonical

(NVE) ensemble in which the number of particles (N), the volume of the simulation

box (V ) and the total energy (E) are all kept constant. However, in most experimen-

tal circumstances, the system is kept under certain temperature or pressure conditions.

Therefore, the integrator needs to be modified to include external temperature and pres-

sure by employing thermostats and barostats, respectively. A thermostat is an algorithm

that controls or maintains a constant temperature within the simulated system, thereby

mimicking the behavior of the system in a heat bath, while a barostat is an algorithm

that maintains a desired pressure within the simulated system.
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To control the temperature T to the target T0, a direct scaling of the velocities of the

particle is an obvious way. The instantaneous value of the temperature T is related to

the kinetic energy Ek as follows:

Ek =
X

i

1

2
miv

2
i =

kBT

2
Ndf . (3-7)

where mi and vi are the masses and velocities of the particles, respectively. kB is the

Boltzmann constant and Ndf is the total number of degrees of freedom. According to

Equation 3-7, if the velocities are multiplied by a factor � which equals to
p

T0/T , the

temperature T of the system will be scaled to the target T0. However, this approach is

not acceptable because this will set the temperature to a constant value T0, eliminating

the energy fluctuations present in the canonical ensembles, leading to an incorrect repre-

sentation of the system’s behavior. Berendsen [17] provides a more reasonable approach

to correcting the temperature T to the target value T0. In such an approach, the temper-

ature of the system is corrected such that the deviation exponentially decays with a time

constant ⌧T :
dT

dt
=

T0 � T

⌧T
. (3-8)

According to this, the factor � that is used to scale the velocities of the particles can be

determined:

� =

s

1 +
�t

⌧T

✓
T0

T
� 1

◆
. (3-9)

We can see that, although the Berendsen thermostat is less aggressive than a direct

scaling, the suppression of the energy fluctuation is still inevitable. Meanwhile, it does

not generate an exact canonical ensemble [18], but for large systems on the order of

thousands of atoms/molecules, the approximation yields approximately correct results

for most calculated properties [18].

Berendsen also has his own barostat [17], which uses a similar approach to his ther-

mostat. The pressure of the system is controlled as follows:

dP

dt
=

P0 � P

⌧P
. (3-10)

Berendsen coupling approaches are simple and e↵ective. However, in many cases,

especially for smaller systems where energy fluctuations are more significant, a more
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accurate ensemble is needed. In such cases, the Nosé-Hoover thermostat [19, 20] and

the Parrinello-Rahman barostat [21, 22] are better choices; they solve the problem by

introducing a fictitious dynamical variable to mimic the external temperature or pressure.

The Nosé-Hoover thermostat introduces a friction ⇣, which slows down or accelerates

particles until the temperature is equal to the desired value. The equations of motion are

modified as follows:

mi
d2
ri

dt2
= Fi � ⇣mivi, (3-11)

with
d⇣(t)

dt
=

1

Q

"
NX

i=1

1

2
miv

2
i �

3N + 1

2
kBT0

#
, (3-12)

where Q determines the relaxation of the dynamics of the friction ⇣(t), T0 is the target

temperature and N is the number of particles. In a steady state, where d⇣/dt = 0, the

kinetic energy is (3N+1)kBT0/2 because of equipartition (the factor is 3N+1 instead of 3N

because there is one more degree of freedom ⇣). During the simulation, the temperature

will tend toward the target value step by step, and the whole system maintains accurate

canonical values.

The Parrinello-Rahman barostat works in a similar way to the Nosé-Hoover thermo-

stat. It can be applied to crystals. The cell of the crystal can be completely described with

three vectors a, b and c. By defining the box matrix h = [a,b, c] and tensor G = h
T
h,

the equation of motion under isotropic external pressure can be written as follows:

mi
d2
ri

dt2
= Fi �G

�1dG

dt
mivi, (3-13)

with

W
d2
h

dt2
= (P � P0)�, (3-14)

where � represents the conjugate vectors of h in reciprocal space (� = a · (b⇥ c)(hT )�1)

and W is the mass parameter matrix that describes the strength of the pressure coupling.

The shape of the simulation box is allowed to change during the simulation.

Another widely used thermostat is the Langevin thermostat [23, 24]. In Langevin

dynamics, atoms in the system are assumed to be embedded in a sea of fictional particles
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of smaller size. The dynamics of the particles are described by the Langevin equation,

which includes additional terms to account for the friction force and the noise terms:

mi
d2
ri

dt2
= Fi �

1

⌧d
mivi +

r
2kBT0mi

⌧d
Ri(t), (3-15)

where T0 is the target temperature, and ⌧d is the characteristic viscous damping time,

which describes the coupling strength of the temperature. Ri(t) is a delta-correlated

stationary Gaussian process with zero mean that satisfies

8
><

>:

hRi(t)i = 0,

hRi(t)Ri(t0)i = �(t� t0),
(3-16)

where � is the Dirac delta. Langevin dynamics attempt to extend molecular dynamics to

allow the friction caused by the jostling of solvent or air molecules and the perturbation of

the system caused by occasional high velocity collisions. It is also an accurate canonical

ensemble that is suitable for smaller systems.

3.1.3 Periodic boundary condition

A periodic boundary condition (PBC) is usually employed when we want to use the

simulation of the unit cell to reasonably represent an infinite system by replicating it with

its periodic images. This treatment works perfectly for highly ordered crystals but will in-

troduce artifacts in other systems like liquid systems. Fortunately, such errors are usually

very small in large systems with thousands or more atoms [1]. Under periodic boundary

conditions, the linear momentum of the system is conserved, but angular momentum is

not [25].

A PBC requires the unit cell to have a shape that will tile perfectly into a three-

dimensional crystal. Obviously, a spherical or elliptical cell cannot be used. A cube or

cuboid unit cell is the most intuitive and common choice. The PBC of a cuboid unit cell

in three-dimensional space can be mathematically defined according to the smooth real
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functions � : R3
! R as follows:

8
>>>>><

>>>>>:

@n

@xn�(x1, y, z) =
@n

@xn�(x2, y, z),

@n

@yn�(x, y1, z) =
@n

@yn�(x, y2, z),

@n

@zn�(x, y, z1) =
@n

@yn�(x, y, z2),

(3-17)

for all n = 1, 2, ..., where x1, x2, y1, y2, z1 and z2 are the coordinates of the boundary

along the x, y and z axes, respectively [26].

3.1.4 Cuto↵ and neighbouring list

In a system with N particles, the number of interacting pairs is on the order of O(N2).

Therefore, the computational cost will be quadrupled when the size of the system is

doubled, which is not acceptable, especially for large systems. To speed up the simulation

with a reasonable accuracy, the cuto↵ radius for short-range interactions is usually fixed

at a constant value (usually 10–15 Å). With this approach, the computational cost will

proportionally increase as the number of the particles N increases, which significantly

improves the e�ciency of the simulation.

Meanwhile, in a large system of hundreds or thousands of particles, only a few particles

(⇠ 10) will be located within the cuto↵ radius. In this case, it will be very important

to locate these interacting neighbours e�ciently in order to reduce the computational

costs [1]. One of the searching algorithms is called the Verlet list method, which uses a

less frequently updated neighbour list with a radius slightly larger than the cuto↵ radius.

Another approach is the cell-list method, which divides the simulation box into many

smaller cells so that the neighbours can be found in adjacent cells. The cell-list method

is more intuitive and e�cient for large systems [27].

3.1.5 Force field and potentials

In molecular dynamics, the interaction forces between particles are often determined

by a series of potential functions that need to be defined before the simulation. These

potentials can be empirical (from experiments) or calculated by other ab-initio methods.
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The empirical potentials used in chemistry are called force fields [28]. They consist of

a series of bonded forces associated with chemical bonds, bond angles and bond dihedrals

and non-bonded forces associated with van der Waals forces and electrostatic charge.

The parameters in these potentials, like the atomic charge, van der Waals parameters,

equilibrium bound length, angle, etc., are obtained by fitting detailed quantum chemical

simulations or experimental properties like spectroscopic measurements.

The potential functions representing the non-bonded energy are formulated as a sum

over interactions between the particles of the system. A simple approach is the pair

potential: the total potential energy is the sum of the potential energy between pairs

of atoms. An example of this is the Lennard-Jones potential, which is used for van der

Waals interaction [29]:

ELJ ij = 4✏ij

"✓
�ij

rij

◆12

�

✓
�ij

rij

◆6
#
. (3-18)

where rij is the distance between two interacting particles, and ✏ij (usually referred to as

‘dispersion energy’) and �ij (often referred to as ‘size of the particle’) are the depth of the

potential well and the distance at which the potential energy between the atoms is zero.

Another example is the Coulomb potential:

ECij =
qiqj

4⇡✏0rij
. (3-19)

where rij is the distance between two interacting particles, qi and qj are the charges on

particle i and j, ✏0 is the electric constant.

In addition to the pair potential, there is another form of potential called the many-

body potential in which the potential energy includes the e↵ects of three or more particles

interacting with each other [30]. In many-body potentials, the potential energy is calcu-

lated explicitly as a combination of higher-order terms, so the total potential energy is

not a sum over pairs of atoms. In these potentials, the angles between the atoms become

an important factor.

One such many-body potential that has proven to be e↵ective in describing the proper-

ties of metallic systems is the Gupta potential [31,32]. The Gupta potential is based on the

concept of broken-bond counting, where the potential energy of a system is determined by
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Table 3-1 Parameters for some fcc transition metals in Gupta potential [32].

A (eV) ⇠ (eV) p q

Ni 0.0376 1.070 16.999 1.189

Cu 0.0855 1.224 10.960 2.278

Rh 0.0629 1.660 18.450 1.867

Pd 0.1746 1.718 10.867 3.742

Ag 0.1028 1.178 10.928 3.139

Ir 0.1156 2.289 16.980 2.691

Pt 0.2975 2.695 10.612 4.004

Au 0.2061 1.790 10.229 4.036

Al 0.1221 1.316 8.612 2.516

Pb 0.0980 0.914 9.576 3.648

considering the attractive and repulsive contributions of the pairwise interactions between

atoms. The attractive term originates from the metallic bonding, while the repulsive term

arises due to the electron cloud overlap between the neighboring atoms. The general form

of Gupta potential can be expressed by the following equation:

EGupta = A
NX

i 6=j

v(rij)� ⇠
NX

i=1

p
⇢(ri). (3-20)

where v(rij) is the pairwise part of the potential defined as:

v(rij) = exp


�p

✓
rij
r0

� 1

◆�
. (3-21)

The second term in Equation 3-20 describes the nonlocal e↵ects of the interatomic inter-

action. The function ⇢(ri) is expressed by:

⇢(ri) =
NX

j=1,j 6=i

exp


�2q

✓
rij
r0

� 1

◆�
. (3-22)

where r0 is the lattice constant of the atoms, A, p, ⇠ and q are all parameters that are

determined by fitting the potential to experimental data or ab initio calculations. The

parameters for some fcc transition metals are shown in the Table 3-1 [32].

The Brenner potential [33] is another many-body potential which was initially derived
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to study the carbon-based materials. This potential has the following form:

EBrenner =
1

2

X

i 6=j

Vij

Vij = fC(rij) [fR(rij) + bijfA(rij)]

(3-23)

Here, Vij is the bond energy between particle i and j. The indices i and j run over the

atoms of the system, and rij is the distance form atom i to atom j. the 1/2 is included

to account for double counting of pairwise interactions. The function fR represents a

repulsive pair potential and fA represents an attractive pair potential associated with

bonding. The function fC is a smooth cuto↵ function to limit the range of the potential

for e�ciency in computational e↵ort. The function bij represents a measure of the bond

order. These functions have the following expressions:

fC(rij) =

8
>>>>><

>>>>>:

1, rij  R1

1

2


1 + cos

✓
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(3-24)

This cuto↵ function has continuous value and derivative for all r, and goes from 1 to 0 as

rij goes from R1 to R2.

For the repulsive and attractive term:

fR(rij) =
De

S � 1
exp

h
�

p

2S�(rij �R0)
i

fA(rij) =
DeS

S � 1
exp

"
�

r
2
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�(rij �R0)
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where the well depth De, equilibrium distance R0 and � are equal to the Morse potential

parameters [34] and is independent from the parameter S. For the bond order term bij:

bij = [1 + ⇣ij
n]�

⇣ij =
X

k 6=i,j

fC(rik)G(✓ijk)
(3-26)

where G(✓ijk) depends on the angle ✓ijk between bonds formed by the atom pairs (i, j)

and (i, k). In Brenner potential it has the following form:

G(✓ijk) = a0


1 +

c02

d0
2 �

c02

d0
2 + (1 + cos ✓ijk)2

�
(3-27)
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Table 3-2 Parameters and the values of carbon for Brenner potential [33].

De (eV) S � (Å
�1
) R0 (Å) � a0 c0 d0 R1 (Å) R2 (Å)

6.325 1.29 1.5 1.315 0.80469 0.011304 19 2.5 1.7 2.0

where a0, c0 and d0 are related to the geometry of the lattice. From Equation 3-24 to 3-27,

The parameters of the Brenner potential and their values for carbon are summarized in

Table 3-2.

Another important potential for metallic system is the Embedded Atom Method

(EAM) potential, which is developed by M. S. Daw and M. I. Baskes in the early 1980s [35].

The central concept of the EAM potential is that the energy of an atom in a metallic sys-

tem can be represented by two contributions: the embedding energy, which is the energy

needed to embed an atom into the electron density of its neighboring atoms and accounts

for many-body e↵ects depending on the local electron density at the atom’s site, and

the pair potential, which denotes the pairwise interaction between atoms, taking into ac-

count the repulsive forces from overlapping electron clouds and the attractive forces due

to metallic bonding. The general form of the EAM potential is:

EEAM = F↵

 
X

j 6=i

⇢�(rij)

!
+

1

2

X

j 6=i

�↵�(rij) (3-28)

where F↵ (embedding energy), ⇢� (charge density), and �↵� (pair potential) are the tab-

ulated functions which parametrize the interactions of atoms of type ↵ and � by fitting

to experimental or ab initio data.

3.2 Molecular dynamics simulation software

Through decades of research and development, many powerful tools have been created

to handle the molecular dynamics simulation. Table 3-3 shows some commonly used

molecular dynamics packages. In this table, “Model builder” means the package has some

inbuilt tools that allow the users to build and manipulate models, “optimisation” means

the package is capable of energy minimization and “MC” means the package is capable

of performing either stand-alone or hybrid Monte Carlo simulations. Proprietary means
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Table 3-3 MD simulation suites and their main features

Name Model builder Optimisation MC Licence

AMBER [36] Yes Yes Yes Proprietary and open source versions

CHARMM [37] Yes Yes Yes Proprietary and commercial

GROMACS [38] No Yes No Open source

LAMMPS [14] Yes Yes Yes Open source

Material Studio [39] Yes Yes Yes Proprietary

MBN Explorer [40] Yes Yes Yes Proprietary

the software has restrictions on usage, modification, and redistribution and commercial

means the software is intended for profit.

Here, we introduce the relevant packages that are used in this thesis:

3.2.1 For Model building, visualization and analysis

VESTA The Visualization for Electronic and Structural Analysis (VESTA) program is

a 3D visualization suite that allows users to view structural models, volumetric data, and

crystal morphologies [41]. It has a number of unique features, including the ability to

handle multiple structural models, volumetric data, and crystal morphologies in the same

window, support for multiple tabs and windows, and the ability to deal with a virtually

unlimited number of objects such as atoms, bonds, polyhedra, and polygons on isosurfaces.

Additionally, VESTA supports lattice transformation using a matrix, which can be used

to create superlattices and sublattices, and it can visualize interatomic distances and bond

angles. It also o↵ers high quality smooth rendering of isosurfaces and sections, and can

export high-resolution graphic images that exceed the limitations of most video cards. A

screenshot of the interface of VESTA is shown in Figure 3-1.

OVITO The Open Visualization Tool (OVITO) is a scientific visualization and data

analysis solution for atomistic and other particle-based models [42]. OVITO is a platform-

independent software that uses hardware-accelerated rendering based on the OpenGL

standard to display a large number of atoms in realtime, even on entry-level graphics
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Figure 3-1 Au923 cuboctahedral cluster displayed in space-filling mode in

VESTA
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Figure 3-2 Cu-Zr alloy displayed in OVITO. A radial distribution function is

shown for each component pair

cards. It can handle multi-timestep data files and allows users to visualize the evolu-

tion of a system over time, as well as create fly-through movie animations and display

three-dimensional polygonal data and geometric shapes. OVITO has a plug-in based ar-

chitecture that enables users to easily extend the software to meet their specific needs

and add import and export capabilities for various file formats. It also features a rich

graphical user interface and a scripting interface based on Python for batch processing

and integration into custom tool chains. OVITO is available on all major operating sys-

tems, including Windows, macOS and Linux. A screenshot of the interface of OVITO is

shown in Figure 3-2.

3.2.2 For Molecular dynamics simulations

LAMMPS The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)

[14] is a classical molecular dynamics (MD) tool that models ensembles of particles in a

liquid, solid or gaseous state. It can model atomic, polymeric, biological, solid-state (met-

als, ceramics, oxides), granular, coarse-grained or macroscopic systems using a variety of
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interatomic potentials (force fields) and boundary conditions [43]. It can model 2D or 3D

systems with only a few particles and systems with millions or billions of particles.

LAMMPS is written in C++ and requires a compiler that is at least compatible with

the C++-11 standard. It can be built and run on a laptop or desktop machine, but it

is designed for parallel computers. It will run in serial and on any parallel machine that

supports the MPI message-passing library.

LAMMPS provides a full working flow of molecular dynamics simulation, from building

the model to analysing the results. It supports a large variety of potentials and has good

force-field compatibility with other simulation tools like AMBER and GROMACS. It is

coupled to many analysis tools and engines as well. For computing e�ciency, LAMMPS

uses neighbour lists (Verlet lists) to keep track of nearby particles [44]. The lists are

optimised for systems with particles that repel at short distances, so that the local density

of particles never grows too large.

The high customizability of LAMMPS makes it a versatile tool to apply novel method-

ologies in simulations. In the following example [45], an e�cient, transferable, and inter-

pretable machine learning force fields is developed for gold nanoparticles based on data

gathered from Density Functional Theory calculations. This potential is applied on Au6266

nanoparticles to carry out molecular dynamics simulations with LAMMPS. The simula-

tion results under di↵erent temperature conditions are shown in Figure 3-3 together with

the temperature-dependent radial distribution of the fraction of LI (liquid inner) and of LS

(liquid surface) local atomic environment. It can be observed that the melting transition

initiates at the outer layer, and later spreads to the inner region.

MBN Explorer and MBN Studio MesoBioNano Explorer (MBN Explorer) is a

software package for molecular dynamics simulations, structure optimisation and kinetic

Monte Carlo simulations [15]. It is designed for the multiscale computational analysis

of the structure and dynamics of atomic clusters and nanoparticles, biomolecules and

nanosystems, nanostructured materials, di↵erent states of matter and various interfaces.

MBN Studio is a special multi-task software toolkit with a graphical user interface that

was developed to facilitate setting up and starting MBN Explorer calculations, monitor-
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Figure 3-3 The simulation result of gold particles with a machine learning

force field [45] (a) Snapshots of Au6266 simulated using the rPBE ML-FF at

di↵erent nominal simulation temperatures, with atoms coloured according to

the clustering algorithm. (b),(c) Average fraction of LI (b) and LS (c) local

atomic environments as a function of the radial distance from the center of

mass (y-coordinate), and of the nominal system temperature (x-coordinate).

The bold coloured lines in (b, c) indicate the isosurfaces in the plot, from 0 to

1 every 0.1, while the black dashed line indicates the melting temperature of

the nanoparticle (1065 K).

64



Figure 3-4 A figure from [46]. In this artistic depiction, a cylindrical shock

wave front in water (on the right) interacts with a nucleosome (on the left)

that has a segment of a DNA molecule on its surface. The ion’s path is the

axis of the cylinder, which is perpendicular to the plane of the figure. The yel-

low dot indicates where damage occurs. The medium is very dense in the re-

gion following the wave front and is rarefied in the wake.

ing their progress and examining the calculation results. These software packages were

developed by the MBN Research Center.

MBN Explorer is suitable for classical molecular dynamics, irradiation-driven molecu-

lar dynamics, Monte Carlo, Euler and relativistic dynamics simulations of a large variety

of molecular systems in a solid, liquid or gaseous state. It includes a large variety of

interatomic potentials and allows one to model very di↵erent molecular systems, such as

atomic clusters and nanoparticles, biomolecular systems, nanostructured materials, com-

posite materials and material interfaces. The nice graphical interface from MBN Studio

makes the model-building and analysis process very intuitive and extensively simplifies

the workflow of the simulation.

This following work [46] demonstrates the capability of the MBN Explorer. In cells
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that contain a nucleus, DNA is stored in structures called chromatin fibers. These fibers

are made up of units called nucleosomes, which are octamers (eight units) of histone

proteins wrapped in a double helix of DNA. MD simulations are carried out to study how

a shock wave created by an ion traveling through a tissue-like medium interacts with a

piece of DNA that is attached to the surface of a nucleosome. This is shown in Figure 3-4.

The local heating of the medium near ion paths can lead to impressive e↵ects. Through

our MD simulations, we have seen that a shock wave created by an ion traveling through

a tissue-like medium can produce stresses strong enough to break covalent bonds in DNA

under certain circumstances.
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Chapter 4 Nanofilament Fission Simulation in Neu-

romorphic Nanoparticle Networks

This chapter presents a systematic simulation of the breakage of a nanowire joining

two nanoclusters, to represent a model of a synapse in a cluster-associated neuromorphic

array. The focus of the simulation is to explore the e↵ect of heat, which will be generated

in the device through Joule heating.

4.1 Introduction

The assembling of interconnected, synapse-like switching devices represents one of

the most promising neuromorphic computer architectures [1–4]; it is a new computing

framework that is a promising solution to the problems of the contemporary computing

method [5–13]. The memristor is the main elemental building block that acts as a neu-

ron in such an architecture [14, 15]. A memristor is a nonlinear two-terminal electrical

component that changes its resistance depending on the history of bias applied to it [16].

One of the main ways that this attractive feature can be obtained is through the for-

mation and dissolution of nanoscale conductive filaments [17]. Depending on the specific

application, the formed conductive filaments have a lifetime (or retention time) from a

few microseconds [18,19] to several months or even years [20,21], allowing them to mimic

both short-term and long-term plasticity in a neural network. Research shows that this

process is strongly a↵ected by surface atomic self-di↵usion [22].

Lithographic methods are commonly used in fabricating memristors [23–25], but they

are complicated and costly due to the need to deterministically create robust intra- and

inter-device connections [26]. A simpler and possibly cheaper alternative is the random

assembly of nanoscale building blocks to form the neuromorphic network from the bottom

up [26]. In such an approach, nanoparticles (NPs) can be used as building blocks for

memristors [27–31]. NP films produced by gas-phase cluster deposition technology have

been reported to show non-ohmic electrical behaviour and reproducible resistive switching

[30–33]. Such films have been deposited on a multitude of insulating materials, such
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as silicon nitride [31, 32], silica [30], glass [26] or even paper [33]. Networks fabricated

using this method show good robustness because their overall structure is fixed on the

substrates [34], in contrast to some other approaches, like annealing a thin film to form

clusters [35].

The mechanisms of the formation and breakage of the conducting connections between

NPs are of the utmost importance, and intensive experimental research and simulations

have been done on filamentary processes. In general, atomic-scale connections between

the gaps in the NP film are created by electric field-induced surface di↵usion and evap-

oration [34] and also by van der Waals forces between metal atoms. After its creation,

this connection introduces electromigration, which eventually causes its breakage. There

are numerous studies on the contribution of electromigration to the breakage or resistive

switching of the nanowires (NWs) [36–39]. One alternative mechanism for the forma-

tion and dissolution of the conductive paths between particles is the Joule heating and

temperature alternation caused by the variation of the current flow [28]. When a point

contact in a complex nanoscale junction is smaller than the mean free path of electrons,

high temperatures of up to thousands of kelvins can be induced by small voltage drops

on the order of 100 mV [40].

The thermally induced breaking mechanism of NWs has been investigated in many

reports [41–45]. Experiments show that large amounts of local heat can be generated in

an NW network by the current [46], and the breaking process due to heat generation has

been observed in-situ with TEM [47]. The e↵ect of Joule heating on the breaking process

of connections between particles in percolating systems is non-negligible, but there is a

shortage of studies on this e↵ect.

In this chapter, molecular dynamic (MD) simulations are performed on the breakage of

nanofilaments to verify the contribution of Joule heating to the breaking mechanism. Gold

NWs with di↵erent lengths, widths and structures were located between two nanometre-

sized gold clusters in order to mimic a transit nanofilament. The bottom atoms of the gold

clusters were fixed to imitate the interaction with the substrate. The temperature was

gradually increased to find the breaking condition of each simulated system. Structural

changes in the system were analysed. Our results show that the connection between NPs
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can be broken by Joule heating, validating the mechanism in cluster-based neuromorphic

devices.

4.2 Methodology

The MD simulations were performed with the MesoBioNano Explorer (MBN Explorer)

software package [48]. The creation of the systems and the analysis of the results were

performed with its accompanying multi-task toolkit, MBN Studio [49].

The simulated systems utilise a gold NW as the nanofilament connecting two Au1415

cuboctahedral clusters [50]. In cluster-based neuromorphic devices fabricated by cluster

deposition technology, various structures and sizes coexist [28, 51]. The Au1415 cubocta-

hedral clusters have been chosen for their simplicity, as our primary focus is on the bridge

portion of the system. The atoms on the bottom facet of the clusters were fixed to simu-

late the bonding with the substrate. The NWs have a face-centred-cubic (fcc) structure

to represent relevant TEM observations [52]. The joints of the NW and the clusters are

chosen at the central axis of the system on the (100) facet for simplicity in representa-

tion. Figure 4-1 (a) shows the structure of one of the simulated systems. Three kinds

of NWs were simulated: a 4-Å-wide cubic NW (3 layers of atoms), an 8-Å-wide cubic

NW (5 layers of atoms) and an 8-Å-wide truncated cubic NW in which the atoms on the

four long edges of the NW have been removed. These shapes were chosen to reproduce

experimental observations of Au NWs with a truncated cubic shape [52–54]. The cross

sections of the three NWs are shown in Figure 4-1 (b)–(d).

We used the Gupta many-body potential [55] for our MD simulations. The parame-

ters for Au–Au interaction were adopted from [56] with a cuto↵ radius of 7 Å to balance

computational e�ciency with accurate representation of Au-Au interactions. A brief in-

troduction of the Gupta potential can be found in Chapter 3. The Langevin thermostat

with a 1 ps damping time was used to control the temperature, ensuring e�cient temper-

ature regulation without excessive damping. An introduction of the Langevin thermostat

can be found in Chapter 3. The timestep for the MD was set to 2 fs to maintain numeri-

cal stability, capture high-frequency vibrations, and balance accuracy with computational

e�ciency.
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Figure 4-1 (a) The structure of one of the simulated systems. An 8-Å-wide,

60-Å-long cubic NW is connected to two cuboctahedral Au1415 clusters at each

end. The atoms on the bottom surface of the clusters are fixed to represent

the interaction between the cluster and the substrate. The cross sections of the

following NWs are shown: (b) the 4-Å-wide cubic NW; (c) the 8-Å-wide cubic

NW; (d) the 8-Å-wide truncated cubic NW.
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At first, all the models underwent energy minimization using the conjugate gradient

algorithm to obtain the lowest energy configuration at 0 K. Then, the MD simulations

were initialised at room temperature (300 K) with random initial velocities. The initial

velocities for each particle were generated using the following rule: the direction of the

velocity vector was determined randomly, while the magnitude was calculated based on the

equipartition theorem. [57]The models were heated at a rate of 20 K/ns for 30 ns. This

heating rate balances computational e�ciency and adequate sampling while providing

the system with su�cient time to equilibrate at each temperature step. Each model was

simulated seven times with random initial microstates [58] to reflect the statistical nature

of the NW breakage process while balancing the limited computational resources available.

The trajectory, the temperature and the potential energy changes for each simulation were

recorded. To extract the crystallinity of the NWs and NPs during the heating process,

an adaptive common neighbour analysis (a-CNA) [59] was performed using the OVITO

visualisation and analysis software [60].

4.3 Results and discussion

4.3.1 Breakage process of the nanofilament

The breaking process of an 8-Å-wide, 60-Å-long cubic NW between two Au1415 clus-

ters is illustrated in Figure 4-2. The temperatures stated under Figure 4-2 are nominal

temperatures that correspond to the timestep of each frame, assuming linear scaling be-

tween the starting and ending temperatures. The typical evolution of the NW in the

simulated systems can be summarised by the following stages: At low temperatures, the

shape of the NW is changed minimally due to the thermal vibrations of the system. The

NW loses its crystallinity and its outermost atoms begin to di↵use towards the clusters

in a slow and gradual manner (Figure 4-2 (b)–(d)). As the temperature rises, the atomic

movement towards the clusters becomes more pronounced, leaving the middle part of the

NW thinner and more unstable (Figure 4-2 (e), (f)). Eventually, the NW breaks, and all

the atoms left in the middle are pulled towards the clusters quickly and assimilated into

them. Figure 4-2 (f) and (g) show the two trajectory frames before and after the breaking
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Figure 4-2 The breaking process of an 8-Å-wide, 60-Å-long cubic NW be-

tween two Au1415 clusters. The initial temperature is 300 K in panel (a). Pan-

els (b)–(d) illustrate the perturbation region: some atoms of the NW are grad-

ually pulled towards the clusters, and the NW’s diameter is gradually reduced.

In panels (e) and (f), the atoms of the NW move towards the clusters on two

sides more quickly (within only ⇠ 0.3 ns). The NW becomes even thinner

in the middle. The fragmentation of the NW is shown in panel (f). After the

breaking, the atoms of the NW coalesce into the NPs in panels (g)–(h).

event in our simulation. After the breaking, the aggregation continues but in a much

slower manner (Figure 4-2 (h)) until the whole system melts and becomes amorphous.

The investigation of the e↵ect of time on the breaking at constant temperatures would

be an interesting study that would require a new set of simulations of these nanostructures

at a series of temperatures close to the critical points mentioned in this work. This is a

major undertaking that is beyond the scope of this work. However, we do believe that,

even in a long simulation, this NW would not break at 550 K since it is clear from the

figure 4-2 that, although it is largely non-crystalline, the NW is still thick enough to hold.

In this study, we consider the fragmentation of a nanowire on the atomistic level using

the MD approach. This imposes limitations on the sizes of the studied systems, which are

much smaller than the systems simulated in [44,45] using the kinetic Monte Carlo method.

These two cited studies, [44] in 2D and [45] in 3D, demonstrated that micrometre-sized,

metal NWs can break thermally into smaller islands, a phenomenon analogous to the
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Rayleigh instability for a liquid cylinder. In our simulations, the NWs always break in

the middle, and they do not disperse into multiple islands. This is caused by the strong

surface di↵usion current towards the clusters, which reduces the thickness of the NW in a

gradual way. Additionally, by fixing the bottom of the cluster, we assume a much stronger

interaction between the cluster and the substrate than that between the cluster and the

bridge. This leads to a strong rigidity at the cluster base, which also contributes to the

observed breaking pattern.

4.3.2 Structural analysis

A structural analysis can reveal further details of the mechanism of the breaking of

the NW. Figure 4-3 shows the results of this analysis for some critical frames of the

breaking process for NWs with di↵erent shapes and widths. The atoms of the inner shells

of the Au1415 clusters and the connecting NWs are identified as being in the fcc structure

initially. The atoms of the outer shells, on the other hand, cannot be assigned by the

CNA algorithm to any of the crystalline structures due to their reduced coordination

number [59]The CNA algorithm works by analyzing the local bonding environment of

atoms based on their neighboring atoms, focusing on their common neighbors, to classify

them into specific crystal structures. However, because the outer shell atoms have fewer

neighboring atoms, the CNA algorithm struggles to properly identify their local crystal

structures. As a result, the algorithm classifies these atoms as ‘amorphous’, despite the

fact that they are visibly arranged in a crystalline formation.

In the thinner 4-Å-wide cubic NW (see Figure 4-3 (a1)–(a3)), the surface atoms con-

stitute a large proportion of the whole NW; therefore, only a single row of atoms in the

centre appear to be crystalline from the beginning. The algorithm can hardly show the

structure change of the NW in this case. However, as more atoms aggregate towards the

clusters, atoms marked as fcc or bcc will appear on both ends of the NW.

For the 8-Å-wide cubic NW (Figure 4-3 (c1)–(c3)) and 8-Å-wide truncated cubic NW

(Figure 4-3 (b1)–(b3)), the structural changes during the breaking process are similar.

During the perturbation stage, phase transitions from the fcc structure to the hcp struc-

ture appear diagonally at 2 and 3 places, respectively, dividing the NWs into equally sized
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Figure 4-3 A comparison of the melting process between the systems with

di↵erent NWs. Columns: (a) The 4 Å-wide 40 Å-long cubic NW. (b) The 8 Å-

wide 40 Å-long truncated cubic NW. (c) The 8 Å-wide 40 Å-long cubic NW.

Rows: (1) The frame during the perturbation period at t = 1 ns. (2) The

frame before the NW breaks. (3) The frame after the NW breaks. The aver-

aged breaking temperature for each structure is shown in Table 4-1.

parts. As the temperature rises and more atoms aggregate towards the NPs, the structural

transitions between the fcc and hcp structures become more frequent and irregular due to

the reduced dimensionality and increased surface-to-volume ratio. The middle part of the

NW becomes too thin for the algorithm to recognise the structure, but inner atoms at the

ends of the NW remain crystalline. These phase transitions are caused by the shearing

strength generated by the perturbation. Marszalek et al. [61] confirmed experimentally

that the sliding of crystal planes within the gold NWs will change the local structure from

an fcc structure to an hcp structure. This phenomenon is known as plastic deformation

in fcc metals.

In the studied systems, parts of the NW, specifically their two ends, remain crystalline

throughout the whole process, a finding that di↵ers from previous studies of the melting

of fcc NWs [41, 42]. This is due to the presence of the clusters at the ends, which act

as a recrystallisation area. The amorphisation of the NW and re-crystallisation at the

two ends are also visible in the radial distribution function. Figure 4-4 shows snapshots

of an 8-Å-wide and 40-Å-long cubic NW between two clusters and the corresponding

radial distribution function. As all the lengths exhibit similar behavior, the 40-Å-long
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Figure 4-4 (a)–(d): The NW part of the 8-Å-wide, 40-Å-long cubic NW

model and the corresponding radial distribution functions. (a) The NW at the

perturbation region. (b) The
p
2� peak is reduced and (c) reaches its mini-

mum. (d) The
p
2� peak reappears due to recrystallisation at the two NPs.

NWs is chosen for better representation in the figure. The nearest neighbour distance

(� ⇡ 2.8 Å) can be read from the first peak. Figure 4-4 (a) shows a crystalline state.

In the perturbation region of the NW, the
p
2� peak of the function begins to decrease

(Figure 4-4 (b)). The
p
2� peak reaches its minimum (Figure 4-4 (c)) and the form of

the functions tends to resemble a liquid state. In Figure 4-4 (d), the NW is broken and

the
p
2� peak gradually appears again. In general, the disappearance of the

p
2� peaks

happens 10 ⇠ 30 K below the breaking temperatures.

4.3.3 The breaking temperature

The average breaking temperatures of the simulated systems for NWs of di↵erent

lengths and widths are shown in Table 4-1 and illustrated in Figure 4-5. The breaking

temperatures in most cases vary from 400 to 650 K and show a dependence on the width,

80



Figure 4-5 The breaking temperatures of all the individual systems (dots)

and the average values of the breaking temperature for the specific length and

width of the NW (crosses and lines).

length and structure of the NW.

Table 4-1 The average breaking temperatures of the di↵erent systems in this chapter

NW width and structure \ NW length 20 Å 40 Å 60 Å 80 Å

4 Å cubic 448± 29 K 434± 32 K 444± 32 K 469± 25 K

8 Å truncated cubic 556± 52 K 484± 15 K 491± 19 K 494± 18 K

8 Å cubic Unbreakable 543± 13 K 516± 30 K 493± 64 K

Wider NWs will generally break at higher temperatures, and this becomes more pro-

nounced when the NWs are shorter. The breaking points of 4-Å- and 8-Å-wide, 80-Å-long

cubic NWs di↵er by ⇠ 25 K. This di↵erence, however, is increased to over 70 K for an

NW length of 60 Å and to 100 K for a length of 40 Å. The breaking point’s dependence

on the length varies according to the NW width and structure.

There is an exponential decrease in the breaking temperature as the length increases

for the 8 Å NWs, with this behaviour being more pronounced for the cubic NW. The
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breaking point of the truncated NW remains the same for lengths � 40 Å (±10 K). The

4 Å NWs always break at more or less the same temperature (±25 K) regardless of their

length. The slight increase in the breaking temperature of the 4-Å-wide cubic NW when

the length is larger is within the expected fluctuations in an MD simulation. Finally, cubic

NWs are more robust than the truncated NWs of the same width for lengths  60 Å, and

the di↵erence increases as the length is reduced. However, they appear to break at the

same temperature at a length of 80 Å. The cubic NWs exhibit greater robustness than

the truncated ones, which can be attributed to the di↵erence in their structures. The

truncated NWs are formed by removing atoms from the four long edges of the cubic ones

(see Figure 4-1), resulting in a ”narrower” geometry compared to the cubic NWs.

The 8-Å-wide, 20-Å-long cubic NW is an interesting case, as it retained its integrity

throughout the whole simulationHowever, as the temperature continues to rise, both the

cluster and the nanowire begin to melt, transforming into an amorphous state. Eventually,

the two clusters merge into one, resulting in the system becoming a single, completely

melted amorphous structure at around 850 K.

Experimental and simulation combined studies [45] show a relation between the break-

up temperature of NWs and the corresponding bulk melting temperature of the material:

Tnm

Tmb
= C1 �

C2

dNW
, (4-1)

where Tmn is the observed breaking temperature of the NW and Tmb is the melting tem-

perature of the corresponding bulk material. C1 and C2 are constants related to the

material (equal to 0.34 and 0.10 nm, respectively, for instance) and dNW is the initial

diameter of the NW. For the pure gold NWs with 4 Å and 8 Å diameters, respectively,

the predicted breaking temperatures are 120 K and 290 K, respectively. This is rather

di↵erent from our simulation result; this di↵erence is due to the fact that the clusters play

a large role in stabilising the NW in the middle.

The Rayleigh instability model, which describes the breaking up of liquid cylinders,

has been used to describe the fragmentation process of NWs [43]. The linear dependence

on NW width arises from the Rayleigh instability criterion, which states that a liquid

column with a wavelength greater than the critical wavelength will be unstable and break
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up. The critical wavelength is given by: �c = 2⇡R, where R is the radius of the liquid

column (or NW width in this case). The applicability of this model is questionable in

a fragmenting NW [44]; however, the behaviour observed in our MD simulations agrees

qualitatively with the breakage behaviour of a liquid cylinder described using the Rayleigh

model.

We can consider a short period around the breaking event as the stable state applicable

to the Rayleigh model; for example, according to our description of the breaking process

in Figure 4-2 (f)–(h), this state is 0.2 ns after the breaking of the NW. We measure the

distance � between the two parts of the broken NW, the diameter of the rest of the NW

after the breaking event dsp and its initial radius R0, which is calculated using the average

distance between the centre axis and the outer atoms; then, we calculate the �/R0 and

dsp/R0 ratios for the more cylindrical 8-Å-wide truncated cubic NW, which are 8.2 and

2.5, respectively. Nichols and Mullins predicted �/R0 equals to 8.89 and dsp/R0, assuming

constant volume, equals to 3.76 as the criteria for the surface di↵usion-dominated breakup

of a cylindrical wire as a result of harmonic surface perturbations [62].

Thus, our results are in good agreement with the Rayleigh model, suggesting that

surface di↵usion dominates the process. Deviations from the theoretical predictions are

to be expected since our simulated system still does not have the ideal shape (an infinitely

long cylindrical liquid) and isotropy that are assumed in the Rayleigh model, with atoms

of the NW di↵using towards the clusters on the sides.

4.4 Conclusions

In this chapter, a series of model systems and MD simulations of the breaking process

were created by heating the system to imitate the Joule heating mechanism in a cluster-

based percolation system. The evolution of these systems was analysed in an e↵ort to

gain insight into the breaking process of nanofilaments connecting clusters.

Atoms in the NW will gradually aggregate towards the clusters on the sides, and

the NW will eventually break at a certain temperature before the melting of the whole

system. The a-CNA structural analysis result showed that a large part of the NW will

remain crystalline, but the middle part of the NW will be molten during the breaking.
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The breaking temperature’s dependency on the geometric characteristics of the NWs was

extracted. We find a strong dependence on the width and structure of the NW, while the

length is found to be an important parameter in some but not all cases.

The NW breaking temperatures determined from the MD simulations presented in

this study are much higher than the expected breaking temperatures for isolated NWs of

the same diameter. We attribute this observation to the clusters on the ends that stabilise

the NW in the middle. The Rayleigh model can be applied to analyse the molten part of

the NW, and indicates that the breaking mechanism of the NW in the simulated systems

is a consequence of di↵usion processes.

This chapter showed that nanofilaments between clusters can be broken by Joule

heating. Since structures similar to our model systems are applied in cluster-based neu-

romorphic systems, our work indicates that the Joule heating mechanism is likely to be

an important factor in the breaking process of the percolation connections of these sys-

tems. We remark that a theoretical model needs to be established to account for filament

breaking. Additionaly, more research is needed to understand the mechanism of filament

formation, as well. We hope that this work will contribute towards that goal. Further

research on the mechanism of filament formation can be found in the next chapter.
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Shklyarevskii, and H. van Kempen, “Connective neck evolution and conductance

steps in hot point contacts,” Physical Review B, vol. 65, pp. 454131–454138, Jan

2002.

[41] Y. H. Wen, Y. Zhang, J. C. Zheng, Z. Z. Zhu, and S. G. Sun, “Orientation-dependent

structural transition and melting of Au nanowires,” Journal of Physical Chemistry

C, vol. 113, no. 48, pp. 20611–20617, 2009.

[42] Y. H. Wen, Z. Z. Zhu, R. Zhu, and G. F. Shao, “Size e↵ects on the melting of nickel

nanowires: A molecular dynamics study,” Physica E: Low-Dimensional Systems and

Nanostructures, vol. 25, no. 1, pp. 47–54, 2004.

[43] A. Volk, D. Knez, P. Thaler, A. W. Hauser, W. Grogger, F. Hofer, and W. E.

Ernst, “Thermal instabilities and Rayleigh breakup of ultrathin silver nanowires

grown in helium nanodroplets,” Physical Chemistry Chemical Physics, vol. 17, no. 38,

pp. 24570–24575, 2015.

[44] P. Moskovkin, M. Panshenskov, S. Lucas, and A. V. Solov’yov, “Simulation of

nanowire fragmentation by means of kinetic Monte Carlo approach: 2D case,” Phys-

ica Status Solidi (B) Basic Research, vol. 251, no. 7, pp. 1456–1462, 2014.

[45] M. Schnedlitz, M. Lasserus, D. Knez, A. W. Hauser, F. Hofer, and W. E. Ernst,

“Thermally induced breakup of metallic nanowires: Experiment and theory,” Physi-

cal Chemistry Chemical Physics, vol. 19, no. 14, pp. 9402–9408, 2017.

[46] S. Koo, J. Park, S. Koo, and K. Kim, “Local heat dissipation of Ag nanowire net-

works examined with scanning thermal microscopy,” Journal of Physical Chemistry

C, vol. 125, no. 11, pp. 6306–6312, 2021.

[47] C. L. Kim, J. Y. Lee, D. G. Shin, J. S. Yeo, and D. E. Kim, “Mechanism of heat-

induced fusion of silver nanowires,” Scientific Reports, vol. 10, p. 9271, 2020.

[48] I. A. Solov’yov, A. V. Yakubovich, P. V. Nikolaev, I. Volkovets, and A. V. Solov’yov,

“MesoBioNano explorer-A universal program for multiscale computer simulations of

89



complex molecular structure and dynamics,” Journal of Computational Chemistry,

vol. 33, no. 30, pp. 2412–2439, 2012.

[49] G. B. Sushko, I. A. Solov’yov, and A. V. Solov’yov, “Modeling MesoBioNano systems

with MBN Studio made easy,” Journal of Molecular Graphics and Modelling, vol. 88,

pp. 247–260, 2019.

[50] P. N. Plessow, “The transformation of cuboctahedral to icosahedral nanoparticles:

Atomic structure and dynamics,” Physical Chemistry Chemical Physics, vol. 22,

no. 23, pp. 12939–12945, 2020.

[51] D. M. Wells, G. Rossi, R. Ferrando, and R. E. Palmer, “Metastability of the atomic

structures of size-selected gold nanoparticles,” Nanoscale, vol. 7, no. 15, pp. 6498–

6503, 2015.

[52] Y. Kondo and K. Takayanagi, “Gold nanobridge stabilized by surface structure,”

Physical Review Letters, vol. 79, no. 18, pp. 3455–3458, 1997.

[53] M. J. Lagos, F. Sato, P. A. Autreto, D. S. Galvao, V. Rodrigues, and D. Ugarte,

“Temperature e↵ects on the atomic arrangement and conductance of atomic-size

gold nanowires generated by mechanical stretching,” Nanotechnology, vol. 21, no. 48,

p. 485702, 2010.

[54] A. Halder and N. Ravishankar, “Ultrafine single-crystalline gold nanowire arrays by

oriented attachment,” Advanced Materials, vol. 19, no. 14, pp. 1854–1858, 2007.

[55] R. P. Gupta, “Lattice relaxation at a metal surface,” Physical Review B, vol. 23,

no. 12, pp. 6265–6270, 1981.

[56] F. Cleri and V. Rosato, “Tight-binding potentials for transition metals and alloys,”

Physical Review B, vol. 48, pp. 22–33, Jul 1993.

[57] L. Landau and E. Lifshitz, Statistical Physics. Oxford: Pergamon Press, 1980.

90



[58] I. A. Solov’yov, A. V. Korol, and A. V. Solov’yov, Multiscale Modeling of Complex

Molecular Structure and Dynamics with MBN Explorer. Cham: Springer Interna-

tional Publishing, 2017.

[59] A. Stukowski, “Structure identification methods for atomistic simulations of crys-

talline materials,” Modelling and Simulation in Materials Science and Engineering,

vol. 20, no. 4, p. 045021, 2012.

[60] A. Stukowski, “Visualization and analysis of atomistic simulation data with OVITO-

the Open Visualization Tool,” Modelling and Simulation in Materials Science and

Engineering, vol. 18, no. 1, p. 015012, 2010.

[61] P. E. Marszalek, W. J. Greenleaf, H. Li, A. F. Oberhauser, and J. M. Fernandez,

“Atomic force microscopy captures quantized plastic deformation in gold nanowires,”

Proceedings of the National Academy of Sciences of the United States of America,

vol. 97, no. 12, pp. 6282–6286, 2000.

[62] F. A. Nichols and W. W. Mullins, “Morphological changes of a surface of revolution

due to capillarity-induced surface di↵usion,” Journal of Applied Physics, vol. 36,

no. 6, pp. 1826–1835, 1965.

91



Chapter 5 Nanofilament Formation Between Au Clus-

ters on Graphite

The previous chapter considered the fission of an individual filament between two

clusters, i.e. synapse rupture. This chapter considers the complementary process, the

formation of such a connection. The supporting surface is introduced to explore the

mechanism in this simulation of two gold clusters

In this chapter, I was involved in designing the simulations, building the model, car-

rying out simulations and performing the data analysis.

5.1 Introduction

As traditional von Neumann computing approaches its fundamental limits and re-

quires increasing energy resources, neuromorphic computing has emerged as a promising

interdisciplinary research area [1–4]. Inspired by the human brain’s energy-e�ciency

and capabilities, neuromorphic computing aims to mimic brain function using artificial

neurons [5]. One proposed architecture involves interconnected, synapse-like switching

devices such as memristors, whose resistance changes based on the history of applied bias

voltage [6–10]. Formation and breakage of nanoscale conductive filaments play a crucial

role in switching behavior [11].

Random assembly of nanoscale building blocks, such as atomic clusters and small

nanoparticles, is a promising approach for forming neuromorphic networks [12]. Metal

cluster films fabricated using gas-phase deposition techniques exhibit non-ohmic switching

behavior [13–18] and can be deposited on various insulating materials [12,15–18]. Cluster

deposition technologies o↵er a simpler and potentially cheaper alternative to lithography

methods for creating robust intra- and inter-device connections [19–24].

The mechanisms of the formation and breakage of the conductive connections be-

tween clusters have been widely discussed in the literature. According to experimental

observations like conductance measurements [14,25], the electric field-induced surface dif-

fusion and evaporation and the van der Waals interaction between metal atoms are con-
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sidered the main mechanisms of the formation of atomic-scale connections between the

clusters [26–28]. Experimental observations obtained using scanning transmission electron

microscopy and simulation results obtained using the kinetic Monte Carlo method showed

that the width of the connection increases with time as a power-law function [29,30]. The

value of the power can be explained by the combined contributions from surface di↵usion

and viscosity flow [31,32]. On the other hand, the breakage of the connections is explained

by electromigration caused by the electric current running through the connections. Nu-

merous studies have emphasised the contribution of electromigration to the breakage or

resistive switching of metal nanowires (NWs) [33–36]. An alternative mechanism for the

breakage is the Joule heating induced by the current running through the connections [13].

High temperatures of up to thousands of kelvins could be induced by small voltage drops

on the order of ⇠100 mV when the size of a point contact in a complex nanoscale junction

is smaller than the mean free path of electrons [37]. The thermally induced breaking of

NWs has been frequently reported [38–40], and relevant computer simulations have been

carried out [41–43]. Strong local heating can be observed in an NW network when the

current exists [44]. The breaking process of the NW caused by heat generation can be

observed in situ using transmission electron microscopy [45].

Although there are plenty of experimental studies and computer simulations of cluster

dynamics on various substrates [46–48], the role of the substrate in the formation and

breakage of conductive filaments remains unclear. Multiple quantum conductance models

and related experiments and simulations have been employed to evaluate the current

running through a filament and its conductance [49–53]. However, to date, there have

been no studies considering the whole process of nanofilament formation and breakage,

from applying the bias voltage to the breakage of a nanofilament due to generated heat.

In this chapter, the formation and breaking of a nanoscale conductive filament between

nanometre-sized gold clusters placed on a carbon substrate are studied using molecular

dynamics (MD) simulations. The characteristic times for bridge formation are evaluated

at elevated temperatures (T = 500–800 K) for di↵erent cluster orientations and distances

between the neighbouring clusters, and they are used to estimate the bridge formation

time at experimentally relevant conditions. The heat generated by the electric current
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Figure 5-1 The geometry of the simulated system. A cuboctahedral Au1415

cluster is placed on top of a four-layer thick graphite substrate and periodic

boundary conditions are employed. (a) Snapshot of the system and its pe-

riodic image. (b) a (100) facet of the gold cluster is set perpendicular to x

direction (‘Au(100)’). (c) based on Au(100), rotate the cluster for 45° along

z axis (‘Au(100)rot’). (d) a (111) facet of the cluster is set perpendicular to

z direction and one edge of the (111) facet triangle is parallel to the y axis

(‘Au(111)’). (e) based on Au(111), rotate the cluster for 60°along z axis. the

(111) facet of the cluster is set perpendicular to z direction and one edge of the

(111) facet triangle is parallel to the x axis (Au(111)rot). the substrate is bent

as a result of the energy minimization during the initial geometry optimization.

for di↵erent bias voltage values is estimated using a model approach for determining the

conductance of nanoscopic systems, and the nanofilament breaking process under these

thermal conditions has been simulated. The presented results provide an atomistic-level

understanding of the fundamental processes involving the conductive connections between

deposited metal clusters. Our results highlight the important role of the substrate in the

bridge formation and breakage processes, and they o↵er new insights into the fundamental

processes in cluster-based neuromorphic computing systems.

5.2 Methodology

The MD simulations were performed with the MBN Explorer software package [54].

The creation of the systems and the analysis of the results were performed with its ac-

companying multitask toolkit, MBN Studio [55].
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The studied system comprises a cuboctahedral Au1415 cluster placed on top of a four-

layer-thick graphite substrate. In neuromorphic devices fabricated by deposition tech-

niques, clusters exhibit diverse sizes and structures. [13–18] The selection of cuboctahe-

dral Au1415 with various orientations exemplifies the inherent complexity of such systems

while preserving a relatively simple arrangement. Although insulating materials are typ-

ically used as substrates in neuromorphic devices, graphite is commonly employed as a

substrate in STEM observations. We opted for a graphite substrate to maintain system

simplicity and facilitate comparisons with in situ STEM observations [30], ensuring a

more direct connection to experimental results. The system is simulated using periodic

boundary conditions so that the connecting bridges are formed between the cluster and

its neighbouring periodic images. Four di↵erent Au1415 geometry arrangements have been

simulated: (i) a (100) facet of the gold cluster was perpendicular to x direction (labeled

as ‘Au(100)’); (ii) rotate the cluster for 45° along z axis based on (i) (‘Au(100)rot’); (iii)

a (111) facet of the cluster was perpendicular to z direction, while one edge of the (111)

facet triangle was parallel to the y axis (‘Au(111)’); and (iv) rotate the cluster for 60°along

z axis based on (iii), so that the (111) facet of the cluster was perpendicular to z direction,

while one edge of the (111) facet triangle was parallel to the x-axis (‘Au(111)rot’). These

geometrical arrangements are shown in Figure 5-1. The distance between the cluster and

its periodic image is determined by the minimum distance of all the distances between any

atom from the cluster and any atom from its periodic image, which describe the width

of the ’gap’ between the clusters. The distance has been varied by adjusting the size of

the simulation box. The bottom-most layer of the substrate has been fixed to avoid the

translational motion of the whole system.

The many-body Gupta potential [56, 57] was used to model the interaction between

gold atoms. The bond-order Brenner potential [58] was used to describe the interaction

between covalently bonded carbon atoms within each graphite layer, whereas the Lennard-

Jones potential was employed to account for the van der Waals interaction between the

graphite layers and Au-C interactions. The parameters for these interatomic potentials

are listed in a previous study [47], as they have been demonstrated to provide reliable and

accurate results for systems with a similar nature to our research, making them suitable
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for the current work. An introduction of these potentials can be found in Chapter 3.

In the bridge formation simulation, the Langevin thermostat is used to control the

temperature and represent the ambient environment as described in Chapter 3. 1 ps

damping time was used to control the temperature, providing the system with enough time

to equilibrate while maintaining a balance between computational e�ciency and adequate

sampling. The timestep for the MD was set to 2 fs. After the energy minimisation

process, MD simulations were carried out at a constant temperature for 10 ns. This

time scale is chosen to balance between ensuring su�cient time for the system to exhibit

meaningful structural and dynamic changes, and maintaining computational feasibility.

For each geometry and distance between the cluster and its images, di↵erent thermostat

temperatures within the range from 500 to 800 K were considered. The reason for choosing

this temperature range, rather than room temperature, is to accelerate the structural

changes in our system. By raising the temperature, we are able to observe significant

behaviors and dynamics in a limited timescale, rendering the simulation more e�cient

and o↵ering valuable insights under various conditions. It is important to note that room

temperature is typically the temperature at which the neuromorphic devices worked.

Therefore, by analyzing the high-temperature results, we can subsequently infer the room

temperature behavior, facilitating an understanding of the system’s performance under

more realistic conditions.

In neuromorphic devices based on clusters with an applied bias, the generated Joule

heat from the current flow through the bridge can result in the breaking of the bridge, as

demonstrated in the previous chapter. The Joule heat generated from the current after

the formation of the bridge can be evaluated, which enables the simulation of the bridge

breakage process. In the bridge breakage simulation, the system’s initial geometry was

taken from the outcome of the bridge formation simulation. The simulations were carried

out for 100 ps at 300 K, and the Langevin thermostat was used to equilibrate the system.

The gold atoms that appeared in the gap between the neighbouring clusters in the initial

Au(100) geometry (Figure 5-1 (a)) have been assigned to the bridge region. Of the various

models used to estimate the conductance of the bridge and the current passing through

the system at a given bias voltage, we use Wexler’s model [50], which is the most relevant

96



to our simulation conditions and has been experimentally validated [53]. The details of the

evaluation of the current and Joule heat can be found in the following result section. The

heating rate for the system due to the Joule heating mechanism was evaluated according

to the estimated current and conductance. Then, the velocities of gold atoms in the bridge

region were rescaled according to the evaluated heating rate. The system then evolved over

2 ps without a thermostat, and the last frame of the simulation was used to re-evaluate

the conductance and current for the chosen bias voltage. Multiple subsequent simulations

were performed in this way for a total simulation time of 100 ps. The simulations were

carried out for bias voltages from 10–100 mV that were applied between the cluster and its

neighbouring image, which corresponds to the typical cluster sizes and distances between

the electrodes in experiments [14,29]. Although the realistic arrangement of clusters in a

randomly assembled cluster film is more complex than the presented model, the chosen

cluster geometries, as well as the temperature and bias voltage ranges, are representative

for experiments in this research field. This permits us to explore at the atomistic scale

the mechanisms that drive the functioning of such a device.

5.3 Results and discussions

5.3.1 Bridge formation process

The process of bridge formation between two gold Au1415 clusters deposited on a carbon

substrate is illustrated in Figure 5-2. The process starts with the di↵usion of surface gold

atoms along the substrate, leading to the narrowing of the gap between the clusters. Then,

a thin bridge with the width of one or two atoms is formed so that the clusters become

connected. Figure 5-2 (a) shows a schematic illustration of this process, and Figure 5-2

(d) shows the corresponding MD simulation snapshot. The bridge then expands in width

to about half of the cluster’s diameter within the first 100–200 ps. The thickness of such a

bridge corresponds to one monolayer of gold atoms. The corresponding schematic image

and simulation snapshot are shown in Figure 5-2 (b) and Figure 5-2 (e), respectively.

The increase in the width then becomes slower, and the second layer of atoms appears

on the bridge. The steady-state structure of the system is shown in Figure 5-2 (c) and
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Figure 5-2 A typical bridge formation process. (a, b, c) Sketch of the bridge

formation process. (a) A bridge with a width of one or two atoms is formed

between two neighbouring Au1415 clusters. (b) The bridge then increases in

width over the ⇠100 ps of the simulation time. (c) The expansion becomes

slower and the second layer of atoms is formed. (d, e, f) Corresponding bird’s-

eye view of the simulated MD trajectories. (g, h) The side view of a simulation

result for the Au(100)rot geometry arrangement: (g) the initial configuration

and (h) a steady state after the bridge has been formed. Bridge formation al-

ways takes place along the substrate and not at the initial narrowest distance

between the clusters.

Figure 5-2 (f). It is noticeable that in the simulations carried out in this study, the bridge

is always formed along the substrate for any initial distance between the clusters above

5 Å and for any cluster orientation. Figure 5-2 (g) shows the initial Au(100)rot geometry

arrangement, where the smallest distance between atoms of two neighbouring clusters is

set to 7 Å, a value smaller than the chosen cuto↵ distance for Au-Au interactions. Despite

this closer distance, the atoms still di↵use along the substrate and form a bridge over the

substrate, as shown in Figure 5-2 (h).

Due to the limited computational resources, the time scale of the bridge formation is

too large to be observed in MD simulations at room temperature. Higher temperatures

98



Figure 5-3 Bridge formation time as a function of thermostat temperature

for the (100) orientation and 8 Å shortest distance between the neighbouring

clusters. The diamond symbols are the individual simulations, and the green

dashed line is the exponential fit.

in the range from 500–800 K have been considered, and a relation between the bridge

formation time (from the beginning of the simulation to the appearance of the bridge

shown in Figure 5-2 (a)) and thermostat temperature has been established. Figure 5-3

shows the dependence of the bridge formation time on the inverse temperature (1/T ).

The figure shows the simulation results for temperatures above 550 K at which the bridge

has been formed in every simulation run. Dots indicate the results of each run, and crosses

illustrate the average bridge formation time for a specific temperature. The formation

time is shown on a logarithmic scale. The averaged formation time has been fitted with an

exponential function of 1/T (R2 = 0.99). According to this relation and data variation,

the estimated formation time at T = 300 K is 107 ⇠ 108 ps.
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According to surface di↵usion theory, the single particle on the surface will di↵use

with the following rate:

� =
1

�t
= ⌫ exp

✓
�

Ea

kBT

◆
, (5-1)

where Ea is the activation energy, ⌫ is the attempt escape rate, T is the temperature

of the system, kB is the Boltzmann constant and �t is the simulation time step, which

defines the characteristic time for particle di↵usion on the surface [59–61]. It can be seen

that �t has an exponential relationship with 1/T . Since the bridge formation process can

be seen as the accumulated di↵usive steps of each atom and similar geometry states are

reached in simulations at di↵erent temperatures when the bridge is formed, it is reasonable

to consider the bridge formation time to have an exponential relationship with 1/T , as

shown in Figure 5-3, and to consider the surface di↵usion to be the dominant mechanism

of the bridge-forming process in our model.

Di↵erent distances between neighbouring clusters have also been considered, and the

bridge formation time for each inter-cluster distance at T = 750 K is shown in Figure 5-

3 (b). Both the formation time and distance are on a logarithmic scale. A power-law

relation is fitted between the formation time and the distance (R2 = 0.98). The distance

(d) and time (t) have the following relationship: t ⇠ d5.9 which will be discussed in the

following paragraph.

In the bridge-forming process shown in Figures 5-2 (a) and (d), the bridge can only

form after the clusters have di↵used along the substrate and the gap width has been

reduced to a certain level. The formation time-distance relationship is almost equivalent

to the relationship between the average atomic di↵used displacement and the time. The

mean-square displacement of a single di↵usive atom on the surface has the following

relationship with time: h�x2
i = 2�l2t [61], where l is the mean displacement in a single

time step, �x is the displacement distance, and � is the di↵usion constant. However,

this quadratic function relation does not fit well (R2 lower than 0.8) with the simulation

results in Figure 5-4. This mismatch is reasonable because atomic di↵usion from part of

the cluster on the substrate will not be equivalent to a free atom on the surface due to

viscosity and geometry factors. The liquid drop model has been frequently used to study
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Figure 5-4 Bridge formation time as a function of distance between the

neighbouring clusters at T = 750 K. The center-dotted circles are the indi-

vidual simulations, and the green dashed line is the exponential fit.
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the behaviour of the cluster, especially in the high-temperature conditions studied by

many researchers [62,63]. Experimental and theoretical studies of the di↵usive spreading

of a liquid drop on the surface have been reported [64, 65]. The droplet radius on the

surface has a multiple-stage and complex relationship with time. Although it is hard to

express the relationship explicitly, part of the spreading process (for example, Figure 5

in [64]) fits well with the power law. In certain stages of the droplet spreading in [64], the

relation between the radius and time ranges from t ⇠ R7 to t ⇠ R10. Our result fits the

power law well, and the power is close to that of the liquid drop power law (t ⇠ d5.9). The

deviation exists because the cluster has a di↵erent viscosity and is not exactly the same as

the liquid. Further research is needed to look into the exact mechanism and relationship.

The ‘formation time-inverse temperature’ relation has also been explored for di↵erent

geometry orientations, as shown in Figure 5-5, and the exponential function has been used

to fit the MD simulation results for each orientation. The distance between neighbouring

clusters has been set to 7 Å for all configurations. The predicted formation time at

300 K is ⇠ 10 µs for Au(100), ⇠ 10 s for Au(100)rot and over one year for Au(111)

and Au(111)rot. The formation process is significantly faster for the Au(100) orientation

because this orientation has the smallest distance to di↵use along the substrate due to the

geometry feature shown in Figure 5-1. The timescale of Au(111) and Au(111)rot are too

large to be observed because the (111) surface of gold can match the graphite structure

very well, which stabilises the cluster compared to (100) and (100)rot, which mismatch

with the substrate. The predicted formation time at 300 K has a large variation from

⇠ 10 µs to multiple years, which reflects the experimental complexity of the switching

behaviour in randomly assembled cluster films [14, 18].

After bridge formation, the neck width of the bridge will continue growing. The ‘neck

width-time’ relation for the Au(100) orientation at di↵erent temperatures is shown in

Figure 5-6. Multiple simulations have been carried out at each temperature, and each

dot shows the average time at which the bridge reaches a certain width. The data fit well

with the power law D ⇠ t↵, where D is the neck width of the bridge, t is time and ↵ is the

power number [29, 30]. The relation between the power ↵ and the temperature is shown

in the inset. It can be seen that ↵ ⇠ 0.33, and it is independent of the temperature.
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Figure 5-5 The ‘formation time-inverse temperature’ dependence for di↵erent

geometry orientations. Symbols show the results of individual MD runs; and

dashed lines illustrate the exponential fit.
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Figure 5-6 Width-time relation of the bridge for di↵erent temperatures. Each

symbol shows the average time at which the bridge reaches a certain width.

The power law D ⇠ t↵ is fitted by the dashed line, where ↵ is the power num-

ber. The inset shows the relation between ↵ and the temperature.
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Figure 5-7 Width-time relation of the bridge for di↵erent distances d. Each

symbol shows the average time at which the bridge reaches a certain width.

The power law D ⇠ t↵ is fitted by the dashed line, where ↵ is the power num-

ber. The inset shows the relation between ↵ and the distance.

A similar analysis has also been done for di↵erent distances between the neighbouring

clusters. Figure 5-7 shows the neck width-time relation for di↵erent neighbouring dis-

tances at 750 K. The power law D ⇠ t↵ relation is also used to fit the data, and the

relationship between the power ↵ and the distance is shown in the inset. A constant

increase in ↵ can be seen, along with an increase in the distance. The range of the power

↵ lies between 0.31 and 0.45.

The neck-width growing process has been experimentally observed and Monte Carlo

simulations have been performed to study the mechanism [29, 30]. It was shown that

the neck radius r between two coalescing microscale solid particles follows a power law

r / t↵, where ↵ is specific to the physical coalescence process and lies between 1/6 (surface

di↵usion) [31] and 1/2 (viscous flow) [32]. Our result, shown in Figure 5-6, fits well with
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the power law and the power ↵ ⇠ 0.31, which is in the range of the theoretical prediction

and highly similar to the in situ observation result in [30]. Our simulation at di↵erent

temperatures shows that the power number ↵ is independent of the temperature, which

is also compatible with the theoretical prediction. The clusters have spherical shapes in

most previous Monte Carlo simulations, and no substrates are considered [29, 66], so the

cross section of the neck is circular. In our result, however, the neck has a bow-tie shape

with a thickness of one or two layers of atoms (shown in Figure 5-2 (e), (f), (h)). It can

be seen that despite the geometry di↵erence caused by the surface interaction between

the gold and the substrate, the neck growth mechanism remains unchanged. On the

other hand, our result in Figure 5-7 shows that the power number ↵ can be a↵ected by

the initial distance between the clusters, but the value of ↵ is still within the range of

1/6 ⇠ 1/2. A longer initial distance will make the di↵used cluster deviate more from the

circular shape when the bridge is formed. The ↵ value approaches 1/2 with a longer initial

distance, which shows that the viscosity flow mechanism dominates when the geometry

of the system deviates from the ideal circular shape.

5.3.2 Bridge-breaking process

The bridge-breaking process has been studied under di↵erent values of the bias voltage,

varied from 10 to 100 mV, at T = 300 K. The geometry of the bridge with a width of one

or two atoms was chosen to be the initial state because the current flow will pass through

the bridge immediately when the bridge is formed, as described in previous experimental

works [13–18]. The conductance of the bridge is evaluated using the Wexler’s theory

model [50]:

GWexler =
kF

2

4⇡
SG0


1 +

3⇡

8
� (K)

r

l

��1

(5-2)

where kF is the Fermi wavevector (in our case, gold, kF = 1.204 Å�1 [67]), G0 = 2e2/h is

the quantum conductance unit, r is radius of the cross section of the bridge (in our case

for one atom bridge, is the radius of gold atom 1.44Å), l is the electron mean free path,

S is the area of the cross section of the bridge (in our case S = ⇡r2), �(K) is a slowly

varying function of order ⇠ 1 which can be seen as constant in our case, and K = l/r
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Table 5-1 Characteristic parameters of the bridge.

conductance/G0 bias/mV current/µA power/nW

0.72
46 2.6 120

30 1.7 50

is the so-called Knudsen number (the ratio of mean free path and the representative

physical length scale, in our case, radius of the cross section of the bridge). Experimental

results show a “conductance – surface area” relation between the gold link formed by

mechanical stretch [53]. The data was fitted well with the Wexler’s expression. The fitted

values �(K) = 0.70 and l = 38 Å. The conductance of the bridge was calculated with the

information above and then the current and power under di↵erent bias can be evaluated

as well.

For a larger bias like 46 mV, gold atoms in the bridge region will experience intense

thermally induced atomic motion and eventually break the bridge at 25 ps. Local heat is

generated due to di↵erent heat transfer properties between the cluster and the substrate.

The temperature of the cluster reaches ⇠ 700 K when the breakage happens. For a smaller

bias like 30 mV, the atomic movement in the bridge part is not intense enough to break the

bridge. The temperature of the cluster will keep increasing, and the width of the bridge

will expand, as in the bridge-forming process. Figure 5-8 shows the di↵erent results for

the di↵erent biases. The other biases between 30 and 46 mV cannot show a constant

breaking or expanding result. The estimated conductance, current and power are shown

in Table 5-1. The conductance is given in quantum conductance units (G0 = 2e2/h).

The geometry of the bridge with a width of one or two atoms is chosen to be the

initial state because the current flow will pass through the bridge immediately when the

bridge is formed in experimental conditions [13–18]. In our results, the bridge can be

constantly broken or continue growing only when the bias is over 46 mV or under 30 mV,

respectively. Biases between these two values will result in random growth or breakage

behaviour. Our results indicate that a certain bias level is needed to break the bridge,

but the threshold is obscure. Several experimental results mentioned the existence of this
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Figure 5-8 Breaking process results for di↵erent applied biases. (a), (b) The

initial and breaking frames of a simulation with a 46 mV applied bias. (c), (d)

The initial and in-between frames of a simulation with a 30 mV applied bias.

The times of the corresponding frames are marked below the panels.
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threshold [13, 14], and the complexity of the switching behaviour near this threshold is

reported by conductance measurements [14–16]. Our simulation results can reflect these

features properly and act as a good reference for future studies.

5.4 Conclusions

In summary, with the aim of providing an understanding of the formation and break-

age of the conductive filamentary bridges between neighbouring clusters in neuromorphic

devices, we built a series of model systems and performed MD simulations of the formation

and breakage processes of the bridges by setting clusters on a graphite substrate.

In the bridge-forming simulations, high temperature was used to accelerate the whole

process and make results visible within the limited MD simulation time. The time scale

at room temperature was estimated from the relation found using the results for a series

of higher temperatures. The di↵usion on the graphite substrate contributes most of the

formation mechanism in our simulations. The liquid droplet model can describe the

spreading process of the cluster on graphite, and the neck width of the bridge after its

formation can be described by the combined contributions of di↵usion and viscosity flow.

In the bridge-breaking simulations, the conductance of the bridge was estimated using

the quantum conductance model, and the Joule heat under particular biases was calcu-

lated. The temperature variation was applied by re-scaling the speed of the atoms on the

bridge, and the breaking process was revealed by the simulation. Our result indicates that

the Joule heating mechanism is an important part of the breaking process of the bridge. It

also shows the existence of the bias threshold that must be reached to activate switching

behaviour and demonstrates the complexity of the switching process in experiments.

In this chapter, atomistic simulations were performed to provide insight into the

mechanisms of cluster-based neuromorphic systems. The substrate is considered, making

our model more realistic. New mechanisms like di↵usion and the formation and breakage

processes on substrates are revealed by our model. The settings and parameters are chosen

according to the experimental conditions, making our result representative and a good

reference for further studies. However, more complicated and asymmetric situations can

be found in a real cluster network, and more research is needed to present a full picture
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of the mechanisms involved in the forming and breaking behaviour. This chapter’s work

can provide valuable insights and contribute to a better understanding of cluster-based

neuromorphic devices.
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Chapter 6 The Melting Behaviour of Pb-Al Core-

shell Nanoclusters

The previous two chapters have considered the formation and breakage of links be-

tween Au clusters. Au clusters are robust against oxidation, and have been shown a

promising material in neuromorphic computing devices. However, Au is a rare and ex-

pensive metal. One approach to reduce the usage of precious metals in nanoclusters is

to create core-shell clusters, where the surface comprises a precious metal and the core a

more abundant and less expensive metal. The idea behind this architecture is to retain the

conductivity properties of the precious metal by fixing it on the outer surface, while the

bulk of the nanoclusters is made of a cheaper material. Meanwhile, the core-shell clusters

may present novel and unique characteristics compared to elemental clusters, which may

bring about new possibilities in cluster-based neuromorphic devices. If such clusters are

to be employed in electronic devices, an understanding of their intrinsic thermal stability

is crucial. This chapter carries out a simulation research into this topic by investigating

the behaviour of Pb-Al core-shell clusters under elevated temperatures. Here, aluminum

(Al) is used in place of gold (Au) in the shell of the cluster. This choice allows for a more

e↵ective future experimental comparison and provides a solution to a common imaging

issue in STEM. Usually, core-shell clusters with Au shells do not yield a good contrast in

Scanning Transmission Electron Microscopy (STEM) due to the high atomic number of

gold. However, the use of a low-atomic number material for the shell, such as Al, results

in a significant Z contrast that allows the high-atomic number Pb core to be clearly im-

aged in dark-field STEM, as discussed by Yamashita in 2018 [1]. This approach not only

enables more e↵ective imaging but also explores the potential of using more cost-e↵ective

materials in the fabrication of core-shell clusters for neuromorphic devices.

6.1 Introduction

Metal clusters have fantastic properties and numerous potential applications in the

catalysis, sensor, optoelectronics and biomedical fields [2–6]. In the context of neuro-
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morphic computing, metal clusters created by deposition technologies can be made into

synapse devices which function as a single neuron in a neuromorphic computing system

and shows non-ohmic switching behaviour [7–12]. Several previous studies have identified

various elemental metal clusters that can be used to create such devices, like Au [13] and

Sn [14]. However, the number of elemental metals that are robust and functional against

the oxidation at the nanoscale is very limited [15]. In recent years, bimetallic alloy clus-

ters have garnered significant attention due to their distinctive physical and chemical

properties that may di↵er from those of elemental metal clusters. [16–20]. These alloy

clusters o↵er the possibilities for new materials to be used in the creation of cluster-based

neuromorphic switching devices.

Critical factors that determine the properties of the clusters are their composition, size,

structure and, in alloy nanoclusters, the distribution of the di↵erent atoms in the cluster.

By tuning these factors, clusters with customised properties can be fabricated [21–23].

In order to realise such an approach, an extensive understanding of the properties of the

clusters is essential. One of the most critical properties is the melting behaviour, which

has a crucial e↵ect on the fabrication process of these clusters [24].

Metal clusters have a much lower melting point than the corresponding bulk metals

due to a significant surface-to-volume ratio. The depression of the melting point with

decreasing size has been reported experimentally and theoretically for various metal clus-

ters [24–26]. However, several exceptions have been found, including Sn [27, 28] and

Ga [29]; for these metals, the melting point is much higher than that of the bulk mate-

rials when the size is less than 40 atoms. Meanwhile, it has also been shown that the

melting point does not necessarily vary monotonically with the size in some particular sys-

tems [30–32]. In modern experiments, the melting of massive clusters is usually measured

by electron or X-ray di↵raction and nanocalorimetry [33–36]. However, these techniques

are not applicable to researching the behaviour of the clusters individually in vacuum, be-

cause it is di�cult to collect the signal at such a small scale [37]. STEM has been widely

used to observe the behaviour of the clusters individually [38,39]. Due to its strong chem-

ical sensitivity [40], clusters with multiple components and a complex structure can be

observed in situ by STEM [41–43]. The recently developed temperature-control sample
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holder [44] has made STEM a very strong tool for observing the melting behaviours of

metal clusters [45].

The melting behaviour of the core-shell clusters can be significantly di↵erent from that

of the corresponding monometallic particles. Molecular dynamics simulations have been

performed on various kinds of systems, including Au-Pt [46, 47], Pt-Pd [48], Au-Cu [49]

and Ag-Cu [50]. A two-stage melting behaviour has been observed in these systems, and

the melting points of the cores and shells are correlated with the core-shell ratio and the

structure. Furthermore, a segregation behaviour of the constituent elements in bimetallic

nanoparticles has been reported both experimentally and theoretically due to the di↵erent

surface energies and di↵usivities between each of the constituent metals [51–53]. The

melting properties shown by the systems mentioned above are not necessarily easy to

observe in situ using STEM, due to the low contrast between their constituent elements.

Meanwhile, previous atomistic-level works concerning the melting behaviour of bimetallic

core-shell nanoparticles lack a thorough study of the e↵ect of the shell thickness on the

melting behaviour.

In this chapter, an atomistic study of the melting process of Pb-Al core-shell clusters

during continuous heating was performed. The choice of these elements is based on the

high contrast of the elements in STEM, which makes comparison with further in situ

observations easier in the future. A series of molecular dynamics simulations of core-shell

clusters with a fixed Pb147 core and a varying Al shell thickness have been employed to

provide insights into the melting behaviour. A structural analysis has been performed

and a special behaviour has been observed in which the core atoms break the ‘prison’ of

the shell and are segregated with the shell atoms after the system melts.

6.2 Methodology

6.2.1 Initial configuration

In this work, closed-shell magic-number cuboctahedral clusters were used as an ex-

ample to demonstrate the melting process of the Pb-Al core-shell cluster. This structure

conforms to the preferred lattice of Pb and Al (fcc) and simplifies the construction of
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Figure 6-1 The structure of the Pb147Al776 core-shell cluster after the initial

relaxation. (a) The whole core-shell structure; Pb is marked in red and Al is

marked in blue. (b) The shell part of the cluster. (c) The Pb147 core of the

cluster.

models and representations. The following series of cuboctahedral Pb clusters was used:

Pb561, Pb923, Pb1415, Pb2058, Pb2869. The core-shell structure was achieved by replacing the

outer-shell Pb atoms with Al while keeping a Pb147 cluster in the centre unchanged. Thus,

the resulting initial configurations of the core-shell clusters were Pb147Al414, Pb147Al776,

Pb147Al1268, Pb147Al1911 and Pb147Al2722 (2 to 6 layers of Al atoms surrounding the Pb147

core). A free Pb147 cluster was also simulated for comparison purposes. Figure 6-1 shows

the structure of the Pb147Al776 cluster after the initial relaxation in (a), the Al shell of

this cluster in (b) and the Pb147 core in (c). Mismatches and defects of the shell can be

seen after the energy minimisation in Figure 6-1 (a) due to the di↵erence between the

lattice constants of the core and shell atoms.

6.2.2 Simulation details

All the simulations were carried out with LAMMPS code [54], and the observation

and analyses of the structural results were performed with OVITO [55]. The di↵erence

between the package with previous chapters is project-based. An empirical many-body

embedded atom model (EAM) potential from Landa [56] was employed to describe the in-

teraction between atoms. The potential was selected for its ability to accurately represent

the properties of Pb-Al alloys, as demonstrated by its well-fitted phase diagram [56]. The

MD simulations were carried out in the canonical ensemble (NVT), and the Nose-Hoover
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thermostat was used to maintain the constant-temperature condition. No periodic bound-

ary conditions were applied to ensure the simulation of isolated nanoparticles. Before the

MD simulations, the initial clusters were fully relaxed. The integral calculation was done

with the Verlet algorithm with a time step of 2 fs to reach a balance between the accuracy

and computational resources. The temperature was set to increase from 0 K to 1400 K

to fully show the melting process, with an increasing rate of 14 K/ns. The rate of the

increase in the temperature was low enough to consider the system to be in an equilibrium

state during the simulation process, which is proven by comparing with the simulations

in constant temperatures. Each initial configuration was simulated five times to reduce

the randomness in the results.

6.3 Results and discussion

6.3.1 The melting behaviour

The melting behaviour of a Pb147Al1268 core-shell cluster is shown in Figure 6-2 (a)–(d).

Figure 6-2 (e)–(h) shows the corresponding core structure. The initial configuration after

the relaxation is shown in Figure 6-2 (a). The melting process can generally be divided

into three phases. During the core melting phase, as the temperature increases, the intense

core atom vibration can be observed which indicate the melting of the core part. Defects

are randomly formed on the shell part due to the perturbation of the atoms, as shown in

Figure 6-2 (b). During the ‘prison-break’ phase, the core atoms eventually find a defect

to break through because of the surface energy and reach the cluster’s surface, as shown

in Figure 6-2 (c). During the segregation phase, the core atoms gradually come out of the

shell, as shown in Figure 6-2 (d), and form a segregated nanocluster, otherwise known

as a Janus nanocluster (a reference to the two-faced god of ancient Rome). The shell

part melts during the ‘prison-break’ phase in most cases, but for the smallest Pb147Al414

cluster, it will melt before the melting of the core.

At a certain level of shell thickness (specifically, for Pb147Al1268 and Pb147Al1911; the

later ones are shown in Figure 6-3), the surface segregation will happen in more than

one step. A part of the core is sometimes separated and squeezed out of the Al shell,
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Figure 6-2 The melting behaviour of a Pb147Al1268 core-shell cluster. (a) The

initial structure. (b) The core of the cluster is melted. (c) Core atoms begin to

break out of the surface. (d) The core atoms completely break out. Panels (e)–

(h) show the corresponding Pb core structures of panels (a)–(d). Panel (h) is

rotated to show the structure during the coming-out process of the core atoms.

while the rest of the core remains inside the cluster (Figure 6-3 (a)). The remaining

part in the centre can break out later at a higher temperature (Figure 6-3 (b)). The

appearance of this multi-step segregation process was observed in all five simulations of

the same structures, but no rule could be extracted concerning the number of atoms in

the temporary remaining part.

Previous theoretical studies on segregation in nanoclusters focused on either neigh-

bouring elements in the same period of the periodic table or elements in the same group

of the periodic table [52], and they cannot be applied in our case. However, density func-

tional theory (DFT) and MD studies on the segregation of Pb and Al in nano-crystalline

and bulk materials showed that the segregation is governed by a combination of electronic

e↵ects and the mismatch e↵ect due to the di↵erent lattice constants and defects [57–59].

Clear grain boundaries between the Al and Pb phases were observed in these works,

similar to our results for the Pb-Al clusters.
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Figure 6-3 (a) The two-step break-out in a Pb147Al1911 nanocluster. The core

atoms undergo scission and are partially separated out, while the rest of the

core remains inside the shell. (b) The core atoms will eventually break out at a

higher temperature. Panels (c) and (d) show the core atoms corresponding to

(a) and (b).
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6.3.2 Structure analysis

The “breaking out” and surface segregation behaviour is crucially a↵ected by the

melting of the cluster. A pair distribution function (PDF) analysis was performed on

the clusters to shed light onto their melting process. Previous research has shown the

relationship between the averaged PDF and the melting behaviour of the clusters [60].

An averaged PDF of 50 recorded frames within a temperature range of 5 K and a time

range of 357 ps, has been applied to the core and shell atoms of the Pb-Al core-shell

clusters, respectively. The averaged PDF within the 5 K range is calculated to represent

the PDF at the middle temperature of the 5K range. This average can e�ciently reduce

the perturbation in PDF data and provide a proper estimation the melting temperature.

The averaged PDF of the core atoms of Pb147Al2722 at di↵erent temperatures is shown in

Figure 6-4 (a). The nearest neighbour distance (� ⇡ 2.5 Å) is given by the occurrence of

the first peak. As the temperature increases, the
p
2� peak (second peak) of the function

begins to decrease and vanishes at the melting point. In Figure 6-4 (a), the melting point

of the Pb core is located from 600 K ⇠ 700 K. The accuracy of the melting point can be

increased by repeatedly performing the averaged PDF analysis in this temperature range

every 10 K. In this case, the extracted melting point of the core was 670±10 K. The initial

and melted structures of the core are shown in Figure 6-4 (b) and (c). The “break-out”

has not yet happened, as shown in Figure 6-4 (c). It is important to note that the surface

break-out event always occurs after the melting of the core in all our simulations.

The adaptive common neighbor analysis (a-CNA) [61] has also been used to study the

structural changes that occur during the melting process of core-shell clusters. Figure 6-5

shows the melting process of a Pb147Al776 cluster. In the initial state shown in Figure 6-5

(a),(f), the atoms after the outer layer are all recognised by the algorithm as crystalline

(face-centered cubic, hexagonal close-packed, body-centered cubic or icosahedral). The

outer layer atoms, despite being in a clearly crystalline formation, are not recognised by

the algorithm as such since they lack the required amount of neighbours. After a period

of perturbation, shown in Figure 6-5 (b),(g), the core of the cluster melts first (Figure

6-5 (c),(h)). The break-out event then occurs almost immediately after the core melts.
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Figure 6-4 (a) Averaged pair distribution function (PDF) of the core atoms

of the Pb147Al2722 core-shell cluster in di↵erent temperature ranges. (b) The

initial core structure of the Pb147Al2722 cluster. (c) The structure of the core

when the melting happens. It can be seen that the break-out event has not yet

occurred when the core is melting.
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Figure 6-5 The adaptive common neighbor analysis (a-CNA) algorithm is

used to study the melting process of a Pb147Al776 cluster. The melting pro-

cesses of the core (f)–(j) and shell (a)–(e) are shown separately. Crystalline

atoms identified by a-CNA are marked in green. In the initial setting (a),(f),

the cluster is in a crystalline state. After a period of perturbation (b),(g),

the core melts (c),(h) and breaks out of the shell (d),(i). The shell maintains

its crystalline structure during the break-out process. As the temperature in-

creases (e),(j), the shell eventually melts as well.

As shown in Figure 6-5 (d),(i), the shell remains crystalline during the entire break-out

event. As the temperature increases (Figure 6-5 (e),(j)), the shell eventually melts as

well. However, clusters with thicker shells (Pb147Al1268⇠2722) behave di↵erently, and their

behaviour will be discussed in the next section and in Figure 6-7.

The proportions of crystalline atoms identified by a-CNA in core-shell clusters with

di↵erent shell thicknesses during the entire simulation process are shown in Figure 6-

6. The data for Pb147Al414 is not shown because the number of atoms in the cluster

that are marked as crystalline are too small after the simulation starts. This may be

due to a combination of factors, including the lower melting point due to the smaller

size, a higher proportion of surface atoms, and a more unstable structure due to defects

introduced by shell atoms. The data for Pb147Al776⇠2122 are shown separately in (a)–(d).

According to the definition of melting, the number of crystalline atoms show a sudden

decrease when melting occurs. This is more obvious in the shell atoms due to the larger
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Figure 6-6 The proportions of crystalline atoms marked by a-CNA during

the simulation, i.e. the crystalline Pb/the total Pb and the crystalline Al/the

total Al. The blue solid lines represent the Pb core and the red dashed lines

represent the Al shell. The data of Pb147Al776⇠2122 are shown in (a)–(d), sep-

arately. The data of Pb147Al414 is not shown because no atom will be marked

crystalline (fcc) after the simulation starts.

number of atoms. Although there are large perturbations in the data for the core, the

melting temperature can still be accurately determined: after a certain point the atoms

of interest are all recognised as amorphous. All the melting temperatures agree well with

those from the PDF analysis. It can be observed that as the shell thickness of the core-

shell clusters increases, the melting point of both the core and shell increases, with the

increase in the core being more pronounced due to the stronger constraints of a thicker

shell. Additionally, a sharp increase in the crystalline proportion of the shell can be

observed at around 500 K in the Pb147Al776 cluster. This is because after the break-out

event, the cluster becomes a Janus nanoparticle, and the shell atoms reorganize into a

structure with more bulk atoms that can be recognized by a-CNA.
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6.3.3 Melting temperature and timing of the break-out event

The relationship between the melting point and the break-out event for di↵erent shell

thicknesses (2–6 atom layers, Pb147Al414⇠2722) is shown in Figure 6-7. The melting points

of an elemental Pb147 cluster and bulk Pb were simulated using the same parameters that

were used in our previous runs for comparison purposes. The melting point of the Pb147

core has a monotonic positive correlation with the thickness of the shell. The core of the

Pb147Al414 cluster (2 shell layers) has a lower melting point than the pure Pb147 cluster,

although it is covered by the shell. In the Pb147Al1911 and Pb147Al2722 clusters (5 and 6

shell layers, respectively), the melting point of the core is even higher than the melting

point of bulk Pb. The shell melts at a higher temperature compared to the core, except

in the case of Pb147Al414 (2 shell layers). The melting point of the shell has a monotonic

positive correlation with the thickness as well.

The beginning of the break-out occurs just after the core melts. Pb147Al414 is an

exception: the break-out event happens at a higher temperature after the melting of

the shell and core because of its relatively low total kinetic energy when the core is

melted which could not provide enough perturbation for the break-out process. Another

exception is the largest Pb147Al2722 cluster (6 shell layers). The core atoms stay inside

the cluster due to the stability of the very big shell until the shell is totally melted. The

break-out process happens in two steps in clusters with 4 or 5 shell layers (Pb147Al1268

and Pb147Al1911). The first break-out happens just at the beginning of melting, when the

whole structure is relatively stable, while the remaining Pb atoms in the core escape when

the shell is completely melted.

The melting point of the Pb147Al414 cluster is lower than that of the elemental Pb147

cluster; this has not been observed in previous studies on the melting behaviour of core-

shell clusters. The di↵erence between the lattice constants of Al and Pb results in a

mismatch and causes defects during the initial relaxation of the core-shell structures. This

is universal for all the core-shell clusters, and the mismatch part can be easily observed in

the structure, as in Figure 6-1 (c). Previous research shows that the melting point of the

nanoparticle can be depressed by the insoluble impurities due to the perturbation of the
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Figure 6-7 Melting and break-out event temperature of the Pb147Al414⇠2722

core-shell clusters (2⇠6 layers of shell atoms). Orange line: core melting tem-

perature. Blue line: shell melting temperature. Vertical line: duration of the

break-out, which is quantified from the moment the first core atom reaches

the surface to the moment when the interface between the two metals smooths

out.. Boxes: Green: the beginning of the break-out. Orange: part of the core

remains inside. White: all of the core atoms are out. The melting points of

an elemental Pb147 nanocluster and bulk Pb for our simulation settings are

marked with horizontal lines.
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lattice in the host clusters [62]. In the Pb147Al414 cluster, the mass ratio is Al:Pb = 0.36:1.

Al and Pb are insoluble, and defects can be seen on all the core structures (Figure 6-1

(c), Figure 6-4 (b), etc.). Aluminium can be seen as an impurity in the Pb core in our

case to explain this melting point depression. In the Pb147Al1911 and Pb147Al2722 clusters

(5 and 6 shell layers), the melting point of the core is even higher than that of bulk Pb.

This result may be due to the pressure e↵ect introduced by the increasing thickness of

the Al shell, which has been previously mentioned in works on Al nanoparticles [63].

The trigger for the break-out shifts from the melting of the core to the melting of the

shell as the shell gets thicker. This is probably due to the fact that the thin shell has a

lower melting point and is not robust enough to prevent the liquid state of the Pb atoms

from getting out. The two-step break-out, which appears when 4 or 5 shell layers are

present, is the intermediate scenario between these two conditions.

6.4 Conclusions

In summary, the melting process of Pb-Al core-shell clusters with di↵erent Al-shell

thicknesses has been studied using molecular dynamic simulations. The Pb core atoms

will break out of the Al shell and the nanocluster will end up in a segregated state after

the melting of the clusters. The process may happen in two steps, in which case part of

the core remains inside the cluster while the other part breaks out. The melting point of

the Pb core can either be depressed or elevated by the presence of the Al shell, depending

on the shell thickness. The thinner shell can be seen as insoluble impurities that introduce

defects and mismatches to depress the melting point of the core, while the thicker shell

elevates the melting point due to the introduction of the pressure e↵ect. The timing of

the break-out shifts from the melting of the core to the melting point of the shell as the

shell gets thicker.

Our research has provided new insight into the melting behaviour of the core-shell

clusters. This result indicates that the stability and melting properties of the core-shell

clusters can be tuned by adjusting the thickness of the shell. It also provides a prediction

and a reference for future experimental studies, especially STEM observation results.
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[49] M. J. López, P. A. Marcos, and J. A. Alonso, “Structural and dynamical properties

of Cu-Au bimetallic clusters,” Journal of Chemical Physics, vol. 104, no. 3, pp. 1056–

1066, 1996.

[50] P. Grammatikopoulos, J. Kioseoglou, A. Galea, J. Vernieres, M. Benelmekki, R. E.

Diaz, and M. Sowwan, “Kinetic trapping through coalescence and the formation of

patterned Ag-Cu nanoparticles,” Nanoscale, vol. 8, no. 18, pp. 9780–9790, 2016.

[51] B. N. Wanjala, J. Luo, B. Fang, D. Mott, and C. J. Zhong, “Gold-platinum nanopar-

ticles: Alloying and phase segregation,” Journal of Materials Chemistry, vol. 21,

no. 12, pp. 4012–4020, 2011.
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Chapter 7 Conclusions and Outlooks

7.1 Conclusions

The formation and breakage of conductive connections is fundamental to the func-

tioning of cluster-based neuromorphic systems. The main contributions of this Thesis are

to o↵er some new insight into the mechanisms of the formation and breakage, as well as

to explore the properties of new possible cluster materials, with the molecular dynamics

simulation method.

The thermal breakage of a gold nanofilament located between two gold nanoparti-

cles was simulated via molecular dynamics simulations to study one of the underpinning

mechanisms of cluster-based neuromorphic devices. Simulations of Au nanowires of dif-

ferent lengths (20–80 Å), widths (4–8 Å) and shapes, connecting two Au1415 nanoparticles

(NPs), were performed as temperature was applied to mimic Joule heating, modelling the

behaviour of a single synapse in a neuromorphic nanocluster network. The evolution of

the system was monitored via a detailed structure identification analysis. It was found

that atoms of the nanofilament gradually aggregate towards the clusters upon heating,

causing the middle of the wire to gradually thin and then break. Most of the system

remains crystalline during this process, but the centre is molten. The terminal NPs serve

to increase the melting point of the nanowire by fixing it and they act as recrystallisation

regions. A strong dependence of the behaviour on the widths of the NWs and also on their

lengths and structures was found. These results may serve as guidelines for design and

fabrication of one component in the realisation of cluster-based neuromorphic computing

systems.

This Thesis also presents the results of molecular dynamics simulations of the reverse

bridge formation between two 2.8-nanometre-sized Au1415 clusters deposited on a carbon

(graphene) substrate. The bridge formation process is driven by the di↵usion of gold atoms

along the substrate, even when the clusters themselves are very close. The characteristic

times of bridge formation were evaluated at elevated temperatures (T = 500–800 K) for

di↵erent cluster orientations and distances between the neighbouring clusters, and they
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are used to estimate the bridge formation time at room temperature. The bridge width

has a power-law dependence on the simulation time, and the mechanism is a combination

of di↵usion and viscous flow. To consider the subsequent breakage of such a junction, the

Joule heat generated by the electric current for di↵erent bias voltage values was estimated

with a model used to determine the conductance of nanoscopic systems. The simulations

of this process reveal the existence of a threshold voltage to activate thermally-induced

bridge-breaking, and they provide atomistic insights into the dynamics of this process.

The crucial role of the substrate in the bridge formation and breakage processes was

revealed.

Taken together, the results of the simulations provide an atomistic-level understand-

ing of some of the fundamental processes involving the conductive connections between

individual clusters in cluster-based nanofilms, which is relevant to the practical realisation

of cluster-based neuromorphic computing systems.

As we have seen, melting is a critical property that a↵ects the fabrication and deploy-

ment of clusters in cluster-based neuromorphic devices. Core-shell clusters are candidate

materials for cluster-based neuromorphic devices, e.g., to reduce materials costs. In this

Thesis, molecular dynamics simulations have been employed to investigate the melting

behaviour of prototypical Pb-Al core-shell clusters featuring a fixed Pb147 core and varying

Al shell thickness. The results show that the core and shell melt independently. However,

dramatically, the core atoms always break out of the shell and the nanoclusters prefer to

settle into a segregated state when heated. Interestingly, the melting point of the core can

be either depressed or elevated, depending on the thickness of the shell, due to competing

mechanisms. As the shell becomes thinner the onset of the break-out event changes from

the melting of the core to the melting of the shell, due to the lower melting temperature

and robustness of the thinner shell. These results can serve as a reference for the future

fabrication and experimental applications of these core-shell clusters.

The simulation studies in this Thesis thus provide insight into the mechanisms of

switching in cluster-based (gold) neuromorphic systems due to heating, e.g. Joule heating,

as well as to the fundamental thermal behaviour of prototypical candidate core-shell

clusters.
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7.2 Outlooks

There are many potential future studies that could be envisaged, based on the results

and conclusions of this Thesis.

First, although we have identified several mechanisms that contribute to the formation

and fission of connections between clusters in cluster arrays, the relative contributions

of each mechanism and the relationship between these mechanisms are still unknown.

Previous experiments have observed the combined e↵ects of several mechanisms in the

formation and breakage process of connections [1, 2], but it is challenging to integrate

the di↵erent mechanisms while representing the atomistic structure of the system. For

the formation process, the role of the van der Waals force and electric field induced sur-

face di↵usion/evaporation (EFISD/EFIE) have been studied previously [3–5], but a more

comprehensive study on how these mechanisms work together to form a connection is

still needed. For the fission process, electromigration is often considered the main mech-

anism [6–9], but this thesis and other studies [10, 11] have shown that the e↵ect of Joule

heating is also significant and can cause the fission of connections. The challenge for the

future is to increase the scale of the simulations to incorporate all of the principal mecha-

nisms of the dynamics of atoms in cluster arrays. In this context, the fundamentals of the

electromigration process may need revisiting, since although there are many experimen-

tal observations of electromigration processes [12], simulation work on electromigration is

typically limited to fixed current density or electric field [9]. There is a lack of research

that considers the feedback e↵ect on the current due to structural changes, to represent

a realistic fission process under given bias.

So far as the supporting substrate of the clusters is concerned, this Thesis has only con-

sidered the e↵ect of a model graphite substrate, but in actual devices, insulating substrates

such as glass [13], silicon nitride [14, 15], or even paper [16] have to be used. Di↵erent

substrates may have di↵erent e↵ects on the mechanisms of both the formation and fission

process, which are yet to be explored. The similarities and di↵erences between the e↵ects

caused by di↵erent substrates are a crucial topic for future modelling. In addition to the

various substrate options, there are also di↵erent types of clusters and nanoparticles that
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could potentially be explored as building blocks for cluster-based neuromorphic devices.

In this Thesis, we have only considered cuboctahedral gold clusters with various orienta-

tions, but there are many other materials, structures, sizes, and orientations to explore

systematically.

This thesis has also studied the melting properties of core-shell clusters as a reference

for future applications of these new material systems. However, a great deal more research

is needed into how these materials would actually function in neuromorphic (or other)

devices. Additionally, there are also many other forms of binary clusters, including nano-

alloys with various structures and di↵erent electrical properties [17] that may a↵ect the

overall performance when used in devices, and possibly provide for tuning the device

behaviour.

A range of possible future studies can then be summarized as follows:

• The formation process

Carry out comprehensive atomistic studies of the formation process of connections

between clusters, considering all known mechanisms (van der Waals force, EFIS-

D/EFIE and surface di↵usion along the substrate). Explore how these mechanisms

contribute to the formation process and how the system behaviour relates to these

mechanisms.

• The fission process

Carry out atomistic studies of the fission process of connections at a given bias,

including both the e↵ects of electromigration and Joule heating. The current dis-

tribution should be recalculated in each frame, based on the structural changes

occurring under constant bias.

• The realistic substrate

Consider a model with a more realistic substrate such as silicon dioxide. Compare

the behaviour of cluster arrays with and without the substrate to establish the e↵ect

of the substrate. Use the graphite substrates as a reference. Consider the e↵ects

of uneven and complex surface structure, including the appearance of point defects.
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Silicon dioxide substrates with di↵erent surface structures can be compared to see

if pinning sites of substrate a↵ect the formation and fission mechanisms.

• The structure of clusters

Explore di↵erent cluster isomers, such as decahedral and icosahedral clusters, with

di↵erent orientations. Establish how the atomic structure a↵ects the formation and

fission processes in a systematic fashion.

• Core-shell clusters in devices

Repeat neuromorphic simulations with core-shell clusters to investigate the possible

use of alloy clusters in neuromorphic devices. Include alloy clusters with di↵erent

compositions, atomic structures and orientations. Thus systematically explore the

potential application of alloy clusters in neuromorphic devices.
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Appendices

A. Scripts for the molecular dynamics simulations

A.1 MBN Explorer scripts

Energy minimization:

1 ; INPUT FILES

2 Input_File = OPproject.in

3 Potential_File = OPproject.pot

4

5 ; METHOD PARAMETERS

6 Interactions_Mode = basic_interactions

7

8 ; OPTIMIZATION PARAMETERS

9 Disp_Tolerance = 1.e-6

10 Force_Tolerance = 1.e-6

11 Max_Particle_Displacement = 1.e-5

12 Optimization_Method = conjugate_gradient

13 Optimization_Steps = 10000000

14 Torque_Tolerance = 1.e-6

15 Velocity_Quenching_Time_Step = 1

16

17 ; OUTPUT FILES

18 Log_File = OPproject.log

19 Log_Parameter = p_energy step total_energy

20 Output_File = OPproject.out

21 Trajectory_File = OPproject.xyz

22 Trajectory_Format = xyz

23

24 ; SIMULATION BOX PARAMETERS

25 Box_Size_X = 50

26 Box_Size_Y = 120

27 Box_Size_Z = 50
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28

29 ; SIMULATION PARAMETERS

30 Log_Steps = 100

31 Openmp = on

32 Task_Type = opt;optimization

33 Trajectory_Steps = 5000

34

35 ; SYSTEM OF UNITS

36 Distance_Unit = angstroem

37 Energy_Unit = ev

38 Temperature_Unit = k

39 Time_Unit = fsec

40

41 Random = randomize

Molecular dynamics simulaiton:

1 ; DYNAMICS PARAMETERS

2 Antirotator = on

3 Initial_Temperature = 300

4 Thermostat = langevin

5 Thermostat_Damping_Time = 1

6 Thermostat_Temperature = 300

7 thermostat_temperature_increase_rate = 0.02

8

9 ; INPUT FILES

10 Input_File = MDproject.in

11 Potential_File = MDproject.pot

12

13 ; METHOD PARAMETERS

14 Interactions_Mode = basic_interactions

15

16 ; OUTPUT FILES

17 Log_File = MDproject.log

149



18 Log_Parameter = k_energy p_energy step temperature time

total_energy

19 Output_File = MDproject.out

20 Trajectory_File = MDproject.xyz

21 Trajectory_Format = xyz

22

23 ; SIMULATION BOX PARAMETERS

24 Box_Size_X = 80

25 Box_Size_Y = 200

26 Box_Size_Z = 80

27

28 ; SIMULATION PARAMETERS

29 Integrator = verlet

30 Log_Steps = 1000

31 Openmp = on

32 Simulation_Time = 10000

33 Task_Type = md;molecular_dynamics

34 Time_Step = 0.001

35 Trajectory_Steps = 100000

36

37 ; SYSTEM OF UNITS

38 Distance_Unit = angstroem

39 Energy_Unit = ev

40 Temperature_Unit = k

41 Time_Unit = psec

42

43 Random = randomize

A.2 LAMMPS scripts

Energy minimization:

1 # Initialization

2

3 units metal
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4 dimension 3

5 boundary f f f

6 atom_style atomic

7

8

9 # Atom Definition

10

11 read_data atom_definition.txt

12

13

14 # Settings

15

16 pair_style eam/alloy

17 pair_coeff * * alpb-setfl.eam.alloy Pb Al

18

19 dump myDump all custom 1000 relaxed_structure.txt id type x y z

20 dump_modify myDump sort id

21

22 thermo_style custom step temp pe ke etotal enthalpy epair emol press

23 thermo 10

24

25

26 # Run a simulation

27

28 minimize 0 0 1000 1000

29

30 print "All done!"

Molecular dynamics simulaiton:

1 # Initialization

2

3 units metal

4 dimension 3

5 boundary f f f
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6 atom_style atomic

7

8

9 # Atom Definition

10

11 read_data atom_definition.txt

12

13

14 # Settings

15

16 pair_style eam/alloy

17 pair_coeff * * alpb-setfl.eam.alloy Pb Al

18

19

20 velocity all create 1 555 mom yes rot yes dist gaussian

21 fix 2 all nvt temp 1 1401 $(100.0*dt) drag 0.0 tchain 1

22 timestep 0.002

23

24 fix 3 all recenter INIT INIT INIT

25

26 dump myDumpBIG all custom 50000 MD_structure.txt id type x y z

27 dump_modify myDumpBIG sort id

28

29 thermo_style custom step temp pe ke etotal enthalpy epair emol press

30 thermo 50000

31

32 # Run a simulation

33

34 run 50000000

35

36 print "All done!"
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