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For the multi-agent traffic signal controls, the traffic signal at each intersection is controlled 

by an independent agent. Since the control policy for each agent is dynamic, when the traffic 

scale is large, the adjustment of the agent’s policy brings non-stationary effects over surrounding 

intersections, leading to the instability of the overall system. Therefore, there is the necessity to 

eliminate this non-stationarity effect to stabilize the multi-agent system. A collaborative multi- agent 

reinforcement learning method is proposed in this work to enable the system to overcome the 

instability problem through a collaborative mechanism. Decentralized learning with limited 

communication is used to reduce the communication latency between agents. The Shapley value 

reward function is applied to comprehensively calculate the contribution of each agent to avoid 

the influence of reward function coefficient variation, thereby reducing unstable factors. The 

Kullback-Leibler divergence is then used to distinguish the current and historical policies, and the 

loss function is optimized to eliminate the environmental non-stationarity. Experimental results 

demonstrate that the average travel time and its standard deviation are reduced by using the Shapley 

value reward function and optimized loss function, respectively, and this work provides an 

alternative for traffic signal controls on multiple intersections. 

 
 

 
 

1. Introduction 

 
Adaptive Traffic Signal Control (ATSC) is an effective way to reduce traffic congestion (i.e., reducing the average travel time o f 

vehicles). The genetic algorithm [3], swarm intelligence [28,9], Reinforcement Learning (RL) [41] are applied to the ATSC field in 

previous studies. RL is a promising adaptive decision-making method because it does not require any additional assumptions about 

the transition and distribution of the controlled system [5]. Unfortunately, troubled by the curse of dimensionality, the performance 

of RL is greatly reduced. In recent years, with the great development of deep learning [16,15,13,14,17], the combination of RL and 

deep learning can effectively solve this defect, which is called deep RL (DRL). Therefore, DRL is increasingly used in ATSC research 

[5,35,20,33]. 

Generally, the application of DRL for ATSC focuses on two settings: independent-agent setting and multi-agent setting. Inde- 

pendent Q-learning [31] is a commonly used independent-agent model, in which each intersection is controlled by an independent 
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Q-learning agent. This model possesses the advantage of being completely scalable. However, due to the fact that the agent has only 

partial observability and with a lack of cooperation it cannot get global information about the traffic environment. This makes agents 

rely only on limited information while making decisions. Thus, it is difficult to obtain the global optimal strategy in large-scale traffic 

scenarios. In the ATSC, neighbouring intersections interact with each other which increases the adaptability comparing to 

independent-agent settings. On the contrary, in a multi-agent setting, agents learn and collaborate through mutual communication, 

and obtain more complete environment information. Centralized critic [26] and parameters sharing [4] are two useful Multi-Agent 

RL (MARL) methods. The former has a shared critic model and multiple actors. The centralized critic model collects the experience 

of every actor to train the neural network, which makes the critic model understand the knowledge of the environment to eliminate 

non-stationary and partial observability. The latter uses the same model on each intersection by sharing parameters. However, both 

methods need global information sharing, and communication latency will cause them to fail [5]. Decentralized training with limited 

communication is a useful method for reducing communication latency [5]. In addition to communicating with each other, con- 

structing the global reward of a MARL agent through the local reward of itself and neighbours is also an effective way to encourage 

cooperation between agents [5]. Linear reward functions are always susceptible to changes in its coefficients [34]. In other words, the 

difference in coefficients of the reward function will lead to different results, and even these results vary greatly. Therefore, it is very 

important to design a reasonable and effective reward function. 

Besides, in order to obtain a better decentralized training effect, each agent is always adjusting its policy. This leads to changes in 

the perceived transition and rewards of each agent, which is the non-stationary problem [26]. Furthermore, experience replay [22] 

is the key technology behind many recent advances in DRL [18]. Unfortunately, the MARL system may become unstable when the 

experience replay technology is adopted in a non-stationary environment [26]. Due to the continuous adjustment of agent policy, some 

previous experiences in the experience buffer may be outdated, which will cause the agent to misunderstand the behaviour of other 

agents and even incorrectly estimate the transform of the environment. Therefore, it is necessary to deal with outdated experiences. 

In summary, the problems in a cooperation MARL approach that need to be solved can be summarized as follows: (1) The 

communication latency caused by global information sharing is high; (2) The reward function used to encourage cooperation between 

agents is susceptible to coefficients; (3) The outdated experiences may make the MARL system unstable. Therefore, the motivation 

of this work is to propose a cooperative MARL approach to address these problems. Specifically, the decentralized training wi th 

limited communication is applied to reduce communication latency in the proposed approach. It allows the neighbouring agents to 

share their local observations and local rewards to address partial observability issues. In the meantime, the local rewards between 

neighbouring agents are public. To get rid of the influence of coefficient changes on the reward function, this work uses the Shapley 

value [30] to generate a synthetic reward, i.e., the Shapley value reward function. The synthetic reward represents the contribution of 

agents in a team (an agent and its neighbours) for reducing traffic congestion. It can encourage cooperation between neighbours 

without any coefficient. Besides, to handle the outdated experiences, the Kullback-Leibler (KL) divergence of the current policy and 

the previous policy is applied to measure whether the experience is outdated. On this basis, the outdated experience is discarded to 

update the loss value. Finally, the proposed approach is evaluated under a synthetic traffic grid and three real-world traffic grids 

through comparisons with currently popular methods. 

The main contributions of this work are: (1) The non-stationary of traffic signal environment is considered in this work, and it 

is handled by using KL divergence of the current policy and the previous policy. (2) A Shapley value reward and communication 

between neighbours are used to improve cooperation among agents. The Shapley value reward avoids the selection of reward 

coefficients. Communications between neighbours reduce information transmission time, compared with global information sharing. 

(3) A detailed performance analysis is provided. The experimental results show that, the proposed approach can reduce the average 

travel time of vehicles and make agent obtain higher accumulated rewards. 

The rest of this work is arranged as follows. Section 2 provides related works in the field of traffic light control. Section 3 describes 

the background on RL. The framework and some necessary components of the system are introduced in Section 4. Section 5 describes 

the experiments for evaluating and analysing the performance of the proposed approach. Finally, this work is concluded in Section 6. 

 

2. Related works 

 
Traditionally, traffic signal control approaches are heuristic, including the fixed-time [21], longest-queue-first [39], and self- 

organizing methods [6], etc. The fixed-time method controls the traffic signal according to a fixed cycle about the red, green, and 

yellow signals. Every signal has a pre-set length of time. The main idea of the longest-queue-first method is preferentially setting the 

green signal in the direction with the longest queue. According to the results in the approach of [45], compared to highly dynamic and 

complex traffic environments, these methods have better performance under low traffic dynamic traffic environments. Besides, the 

self-organizing method needs a professional and experienced operator to set the parameters of the control program, which is 

inconvenient. The advantage of the proposed approach is that it can learn traffic signal control policy by interacting with the traffic 

environment. 

The RL is applied to ATSC to deal with dynamic and complex traffic scenarios. The RL controls the traffic signal without any 

additional assumptions about the transition and distribution of the traffic environments. Early works using tabular Q-learning control 

traffic signals on isolated intersections [1,2]. The curse of dimensionality is an unavoidable defect of the tabular Q-learning. In recent 

years, The DRL adopts artificial neural networks to fit a complex RL model [22], thereby eliminating this defect. In [11], a deep- 

stacked autoencoder neural network for estimating the Q-function is introduced. The performances of deep policy-gradient methods 

and value-function-based methods under complex traffic environments are verified in [23]. The approach of [36] discusses the control 
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logic of the DRL model, and uses synthetic data and real-world data to verify the performances of the DRL model on different and 

dynamic traffic scenarios. These studies are all conducted on isolated intersections, with the limitations of environment assumptions 

and partial observability, thus their scalability is poor. In this paper, the proposed approach is extended to multiple intersections, and 

agents collaborate with each other. 

In recent years, the application of DRL has been greatly developed in large-scale traffic environments. i.e., MARL. In a linear road 

scenario assuming that the state of the traffic environment is completely observable, the traffic signals are optimized by the Deep Q- 

Network (DQN) [19]. But this approach makes the state space grows exponentially with the number of intersections. Decentralized 

training, limited communication, and hierarchical structure are common methods to overcome this shortcoming. An actor-critic model 

combines with limited communication, neighbourhood fingerprints and a distance factor shows a good performance for controlling 

large-scale traffic signals [5]. Based on [5], the work in [20] further studied a hierarchical structure composed of managers and workers. 

In the approaches of [5] and [20], the importance of each part of the communication message is equal, i.e., the agent pays the same 

attention to each part of the communication message. In order to understand the importance of different parts of the communication 

message and to realize cooperation between neighbouring agents, a novel structure that combines graph attention network and 

communication is proposed in [35]. Besides, the reward function of these previous works is heuristic, leading to the high sensitivity 

of the performance of the DRL model [34]. A max-pressure reward function is introduced in [34], where the results show the max-

pressure reward function is better than the heuristic reward function on arterial network scenarios. In the approach of [25], two 

attention models are used to achieve end-to-end training, and they can handle scenarios with different lanes and phases. The Nash 

Equilibrium is used to improve RL for ATSC, which are Nash Advantage Actor–Critic and Nash Asynchronous Advantage Actor–

Critic [37]. A new traffic indicator, mixed pressure, in the approach of [8], is developed to analyze the impacts of stationary and 

moving vehicles on intersections. The intensity in [44] leads reward design and state representation to reflect the status of vehicles. 

Based on the max pressure [32], a concept named efficient pressure is proposed to present traffic movement in [38], and then the 

efficient max pressure method is designed to control traffic signals. Results in [38] show that the traffic state is an important factor for 

the ATSC methods with less training and lower complexity. Furthermore, the approach of [43] combines efficient pressure and 

effective running vehicles to build a method named advance max pressure, which is applied to control traffic signals effectively while 

taking both running and queuing vehicles into consideration. In the approach of [40], a hierarchical policy framework is used to 

control traffic signals, in which the local policy is learned to control signals and the high-level policy learns to cooperate with other 

agents. 

The differences between this work and previous works are that this work enhances mutual cooperations between agents by 

using a Shapley value reward function to calculate the reward, and handles the non-stationary problem in the traffic signal control 

environment via the KL divergence. 

 
3. Background 

 
In this section, the background of this work is presented. Firstly, the deep Q-network algorithm is introduced in Section 3.1, which 

is the basis of this work. Secondly, in Section 3.2, the ATSC is formulated as a multi-agent system and the deep Q-network algorithm 

is extended to the multi-agent system (i.e. multi-agent reinforcement learning). Finally, the Shapley value is introduced in Section 3.3. 

 
3.1. Deep Q-network 

 
RL is one of the paradigms of machine learning. In RL, the agent interacts with the environment by trial and error at every time 

step 𝑡. Its goal is learning an optimal policy 𝜋 to maximize the accumulated reward 𝐺 = Σ𝑇 𝛾𝑡𝑟𝑡 , where 𝑇 is the end time of an 

episode, 𝛾 is a discount factor, and 𝑟𝑡 is a scalar reward at time step 𝑡. The policy 𝜋 is a distribution to specify the probability of 

taking the action 𝑎 in each state 𝑠𝑡 . A value function 𝑄𝜋(𝑠𝑡, 𝑎𝑡) estimates the expected accumulated reward on a state-action pair 

(𝑠𝑡, 𝑎𝑡) when following the policy 𝜋. It is described by 

𝑄𝜋 (𝑠𝑡, 𝑎𝑡)= 𝔼(𝐺|𝑠𝑡, 𝑎𝑡), (1) 

where 𝔼 denotes the expected operator. The DQN approximates the value function 𝑄𝜋 (𝑠𝑡, 𝑎𝑡) by an evaluated network and a target 

network. The DQN is based on Q-learning, which estimates the value function as 

 
𝑄𝜋 (𝑠𝑡, 𝑎𝑡)= 𝑄𝜋(𝑠𝑡, 𝑎𝑡)+ 𝛼(𝑌 𝑡𝑔 − 𝑄𝜋(𝑠𝑡, 𝑎𝑡)), (2) 

where 𝑌 𝑡𝑔 = 𝑟𝑡 + 𝛾 max𝑎 𝑄𝜋(𝑠𝑡, 𝑎) is the target value, max𝑎 𝑄𝜋(𝑠𝑡, 𝑎) represents selecting the maximal value under the state 𝑠𝑡+1 . The 

DQN update the parameters of the evaluated network by the following loss function 

 

𝐿(Θ) = 𝔼[(𝑟𝑡 + 𝛾 max 𝑄𝑡(𝑠𝑡+1, 𝑎|Θ−)− 𝑄𝑒(𝑠𝑡, 𝑎𝑡|Θ))2], (3) 

where 𝑄𝑡(𝑠𝑡+1, 𝑎 Θ−) is the estimated value by the target network, 𝑄𝑒(𝑠𝑡, 𝑎𝑡 Θ) is the estimated value by the evaluated network, Θ− is 

the parameters of the target network, and Θ is the parameters of the evaluated network. The parameters Θ− are updated by copying 

the parameters Θ after every 𝐶 trained cycles, where 𝐶 is a constant. 
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3.2. Multi-agent reinforcement learning 

 
DQN is an individual agent model, which assumes the environment is stationary. This assumption is untenable in large-scale 

traffic scenarios [26]. MARL is an effective approach to solve complex tasks by the cooperation of individual agents. 

Consider a multi-agent system, the agent 𝑖 ∈ F only obtains a local observation 𝑜𝑖 at time step 𝑡, where F is a set of agents. 𝑠𝑡 = 
∪𝑖=1,2,…,𝑚𝑜𝑖 is the state of the system, where 𝑖 denotes each agent, 𝑚 = F is the number of agents. By using limited communication, 
an observation 𝑂𝑖 = 𝑜𝑖 ∪ 𝑜𝑛𝑒𝑖, where 𝑜𝑛𝑒𝑖 represents the local observation of the neighbour 𝑛𝑒𝑖 of the agent 𝑖. The agent 𝑖 executes a 

𝑡 𝑡 𝑡 𝑡 
local action 𝑎𝑖 following policy 𝜋𝑖 on the observation 𝑂𝑖. The environment feeds a local reward 𝑟𝑖 to the agent 𝑖. Finding a joint action 

𝑡 𝑡 𝑡 𝑡 

𝑈 = ∪𝑖∈F 𝑎𝑖 to maximize the expected return is the goal of the MARL, and the system according to a transition function 𝑃 (𝑠𝑡+1 𝑠𝑡, 𝑈 ), 

where 𝑠𝑡+1 is the new state of the system, and 𝑃 is a state transition distribution. Similar to the observation, a reward 𝑅𝑖 = 𝐹 (𝑟𝑖, 𝑟𝑛𝑒𝑖) 

by communicating with neighbours of the agent 𝑖, where 𝐹 is a map, and 𝑟𝑛𝑒𝑖 is the local reward of the neighbour of the agent 𝑖. The 

value function of the agent 𝑖 following policy 𝜋 is represented by 

 
𝑄𝜋 (𝑂𝑖, 𝑎𝑖)= 𝑄𝜋(𝑂𝑖, 𝑎𝑖)+ 𝛼(𝑌 𝑡𝑔 − 𝑄𝜋(𝑂𝑖, 𝑎𝑖)), (4) 

𝑖 𝑡  𝑡 𝑖 𝑡  𝑡 𝑖 𝑡  𝑡 

where 𝑌 𝑡𝑔 = 𝑅𝑖 + 𝛾 max𝑎𝑖 𝑄𝜋(𝑂𝑖 , 𝑎𝑖) is the target value, max𝑎𝑖 𝑄𝜋 (𝑂𝑖 , 𝑎𝑖) represents selecting the maximal value under the observa- 

𝑡 𝑖 𝑡+1 𝑖 𝑡+1 

tion 𝑂𝑖  . When the value function is estimated by a deep artificial neural network, the agent 𝑖 updates parameters of the evaluated 

network by the following loss function 
 

𝐿(Θ𝑖)= 𝔼[(𝑌 𝑡𝑔 − 𝑄𝑒(𝑂𝑖, 𝑎𝑖|Θ𝑖))2], (5) 

where 𝑌 𝑡𝑔 is rewritten as = 𝑅𝑖 + 𝛾 max𝑎𝑖 𝑄𝑡(𝑂𝑖  , 𝑎𝑖|Θ𝑖 ) is the target value that is estimated by a deep artificial neural network, 

𝑄𝑡(𝑂𝑖  , 𝑎𝑖|Θ𝑖 ) is the estimated value by the target network of the agent 𝑖, 𝑄𝑒(𝑂𝑖, 𝑎𝑖|Θ𝑖) is the estimated value by the evaluated 

network of the agent 𝑖, Θ𝑖 is the parameters of the target network, and Θ𝑖 is the parameters of the evaluated network. The updated 

way of the parameters Θ𝑖 is similar to the DQN. 
 

3.3. Shapley value 

 
Shapley value distributes the cooperation benefits fairly by considering the contributions made by each agent [29]. The Shapley 

value of agent 𝑖 is the average value of 𝑖’s expected contribution to a cooperative project. Given a cooperative game Γ = (  , 𝑣), where 

 is a set of the agents, and 𝑣 is the secular equation of the contribution of each agent in this cooperative game. For any 𝐶⊆  ⧵ 𝑖, 

𝛿𝑖(C) = 𝑣(C ∪ 𝑖) − 𝑣(C) is a marginal contribution, then the Shapley value of each agent 𝑖 is described by 

𝑆ℎ𝑖(Γ) =  
∑

 
C⊆  ⧵{𝑖} 

|C|!(|  | − |C| − 1)! ⋅ 𝛿𝑖(C) 
. (6)

 

|  |! 

 

4. Cooperative deep reinforcement learning for traffic signal control 

 
This section describes the implementation details of the cooperative DRL approach in this work. Specifically, the traffic environ- 

ment is formulated as an RL regime in Section 4.1. The deep neural network is described, and its hyper-parameters are presented in 

Section 4.2. Then, the loss function optimized by using the KL divergence, and Shapley value reward are introduced in Section 4.3 

and 4.4, respectively. Note that the proposed approach is based on DQN, which is further beyond the simplistic variant of DQN. In 

the proposed approach, the DQN is extended to MAML, and then it combines with the optimized loss function and Shapley value 

reward for cooperations between agents. 

 
4.1. Problem definition 

 
This work regards the traffic environment as a traffic grid composed of multiple intersections. The movement of traffic flow 

is controlled by traffic signals at each intersection. The goal of ATSC is to reduce traffic congestion. Each intersection has four 

directions, which are North (N), South (S), East (E), and West (W). The edge of each direction consists of three lanes, which are a 

straight lane (𝑠𝑙), a left-turn lane (𝑙𝑡), and a right-turn lane (𝑟𝑡). A set 𝐿 consists of 𝑠𝑙, 𝑙𝑡, and 𝑟𝑡, i.e., 𝐿 = (𝑠𝑙, 𝑙𝑡, 𝑟𝑡). A traffic signal 

controls a lane, thus a arrangement of traffic signals constitutes a phase. The phase allows nonconflicting movements. Each traffic 

signal has three statuses: red, green, and yellow. 

In a given traffic grid, each intersection has an agent to control traffic signals. Therefore, each agent has at least 2 neighbours 

and at most 4 neighbours. The neighbours of agent 𝑖 are denoted as a set 𝑖 = (𝑁𝑖, 𝑆𝑖, 𝑊𝑖, 𝐸𝑖). Using 𝑒𝑑𝑖𝑟 represents a directed lane, 

where 𝑖 denotes the depart intersection, 𝑗 denotes the objective intersection, 𝑑𝑖𝑟 is one of 𝑠𝑙, 𝑙𝑡, and 𝑟𝑡. To prevent the phase from 
changing too often, the phase changes after Δ𝑡 time steps. The local observation 𝑜𝑖 of the agent 𝑖 consists of the queue length 𝑞𝑑𝑖𝑟 and 

𝑡 𝑗𝑖 
the number of vehicles 𝑛𝑑𝑖𝑟 on each incoming lane at time step 𝑡. The queue length 𝑞𝑑𝑖𝑟 represents the number of vehicles waiting on 

𝑗𝑖 𝑗𝑖 
the lane 𝑒𝑑𝑖𝑟. The observation of agent 𝑖 finally denotes as 𝑂𝑖 = {𝑜𝑘}𝑘∈  ∪𝑖. The global state 𝑠𝑡 = {𝑜𝑘}𝑘∈F , where F is the set of agents. 𝑗𝑖 𝑡 𝑡 𝑖 𝑡 

The local reward 𝑟𝑖 of the agent 𝑖 is the negative average queue length of all incoming lanes, i.e., 𝑟𝑖 = −(
∑

𝑑𝑖𝑟∈𝐿 

∑
𝑗∈  𝑞𝑑𝑖𝑟)∕(| 𝑖| ⋅ |𝐿|). 

To achieve cooperation, the reward 𝑅𝑖 = 𝐹 (𝑟𝑖, {𝑟𝑘}𝑘∈  ), where 𝐹 is a specific map. Naturally, the local action of the agent 𝑖 is defined 
𝑡 𝑡 𝑡 𝑖 
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as a possible phase, which is the order combination of traffic signals. The action space of the agent 𝑖 contains all possible phases. 
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Fig. 1. MARL of cooperative traffic signal control system. 

 
 

 

Fig. 2. Deep Neural Network. 

 

 

Finally, after formulating the various elements of the transportation system, ATSC can be formulated in a standard RL regime. The 

transition of ATSC is shown in Fig. 1. At time step 𝑡, the agent 𝑖 obtains a local observation 𝑜𝑖. By communicating with neighbours, 

the observation 𝑂𝑖 is obtained, and then the agent 𝑖 executes an action 𝑎𝑖 on observation 𝑂𝑖. The transportation system transfers to 
𝑡 𝑡 𝑡 

a new state 𝑠𝑡+1 ∼ 𝑃 (𝑠𝑡, 𝑈 ), where 𝑃 is a state transition distribution, T = 𝑎𝑖 is a joint action of all agents, where 𝑖 ∈ F. Meanwhile, a 

local reward 𝑟𝑖 is obtained by 𝑖. 

 
4.2. Deep neural network settings 

 
Similar to DQN, the value function of each agent is estimated by an evaluated network and a target network. The observation 

𝑂𝑖 is a vector of the queue length and the number of vehicles. The vector length is related to the number of incoming lanes and the 

number of neighbours. Therefore, the Deep Neural Network (DNN) is a multi-layer perceptron. The nonlinear processing capability 

of the system is achieved by using rectifier linear units between each layer. As Fig. 2 shows, the value 𝑄𝜋(𝑂𝑖, 𝑎𝑖|Θ𝑖) is estimated 

by the evaluated network with parameters Θ, and the value of next observation-action pair 𝑄𝜋(𝑂𝑖  , 𝑎𝑖  |Θ𝑖 ) is estimated by the 

target network with parameters Θ−. The evaluated network and the target network are fed the observation and the next observation, 

respectively. Both networks output a vector, which has dimension as same as the size of the action space, i.e., the output is not about 

a specific state-action pair value, but about all state-action pair values. The evaluated network is trained by using stochastic gradient 

descent, which is introduced in Section 4.3. Due to that the target network aims to ensure the target value of the evaluated network 

changes as little as possible, the updated method of the target network is soft-update [12] which is different to the original DQN. It 

can be denoted as 

 
Θ𝑖 = (1 − 𝜏)Θ𝑖 + 𝜏Θ𝑖, (7) 

− − 
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where 𝜏 is a constant coefficient, and 𝜏 ≪ 1. Besides, the last layer of the evaluated network is a soft-max layer, which maps 

the 𝑄𝜋 (𝑂𝑖, 𝑎𝑖|Θ𝑖) to a distribution 𝑝(𝑄𝜋). In this work, the evaluated network has two hidden layers, which are 100 and 50 units, 

respectively. The output layer has four units, which is the same as the action space. The target network is the same as the evaluated 

network. 
 

4.3. The optimized loss function 

 
In this work, the experience replay technology is applied to train DNN. A transition experience set 𝑒𝑡 = (𝑂𝑖, 𝑎𝑖, 𝑅𝑖, 𝑂𝑖 , 𝑝(𝑄𝜋)) is 

𝑡  𝑡  𝑡  𝑡+1 𝑖 

collected by agent 𝑖 at every time step, and the set is saved into an experience memory 𝐷. A mini-batch of experiences is sampled 

randomly from the memory 𝐷 when the DNN is trained. The time steps of generating experiences are not always close to the training 

time steps. In other words, the time step interval between generating and using experiences may exceed one training period, o r even 

more than ten training periods. The maximal time interval is determined by the length of the memory 𝐷 and training period. A larger 

time interval means more DNN training times, and possibly a larger difference between the experience policy and the current policy. 

As discussed in Section 1, a huge difference in policies can mislead the agent’s learning, because outdated experience is also adopted 

by the agent to adjust its policy. 

In this work, the difference is measured by the KL divergence between the old policy and the current policy, it is described as 

𝑑 = 𝐾𝐿(𝑝(𝑄
𝜋𝑜𝑙𝑑 ), 𝑝(𝑄𝜋 )) 

𝑖 𝑖 

𝑁 

𝑖 

𝑝𝑙(𝑄
𝜋𝑜𝑙𝑑 ) 

 
(8) 

𝑖 
𝑙=1 

𝑝𝑙 (𝑄𝜋 ) 

where 𝑁 is the action space, and 𝜋 represents the policy of the experience (the 𝑝(𝑄𝜋) in the experience is denoted as 𝑝(𝑄
𝜋𝑜𝑙𝑑 ) when 

𝑜𝑙𝑑 𝑖 𝑖 

it is sampled the memory 𝐷). Then the different 𝑑𝑖 is used to adjust Eq. (5), thus the loss function is described as 

𝐿(Θ𝑖)= 𝔼[(𝛽𝑒−𝑑𝑖 (𝑌 𝑡𝑔 − 𝑄𝑒(𝑂𝑖, 𝑎𝑖|Θ𝑖))2], (9) 

where 𝑌 𝑡𝑔 = 𝑅𝑖 + 𝛾 max𝑎 𝑄𝑡(𝑂𝑖  , 𝑎𝑖|Θ𝑖 )) is the state update target value, 𝑒 is Euler-number, 𝑒−𝑑𝑖 is an inverse function and less than 

one, it does not cause the divergence of the equation. 

 
4.4. Shapley value reward 

 
In order to reflect the effectiveness of the policy for reducing traffic congestion, agents not only consider their own local rewards, 

but also the local rewards of neighbours. A simple way is to construct a linear equation for the local rewards of oneself and neighbours. 

As discussed in [34], it is very sensitive to coefficients if the reward function is a linear equation, which will have a great influence 

on the performance of DRL. Thus, the reward is generated by the Shapley value in this work. The equation 𝑣 is defined as the expected 

reward of all neighbouring agents, i.e., 𝑣(C) = 𝔼({𝑟𝑘}𝑘∈C ), thus 𝛿𝑖(C) = 𝔼({𝑟𝑘}𝑘∈C∪{𝑖}) − 𝔼({𝑟𝑘}𝑘∈C ). Then the reward signal is 

calculated by Eq. (6). This reward function represents the contribution of agent 𝑖 for reducing traffic congestion and the goal of agent 

is to maximize its cumulative reward (i.e. the agent 𝑖 maximizes its contribution to the team). The policy of the agent is dynamically 

adjusted by considering the neighbours’ reward, which can encourage the agent to achieve cooperation with its neighbours.  

 
5. Results 

 
In order to test the performance of the proposed approach, experiments are performed in a simulation platform CityFlow using 

public datasets. The results include ablation study analysis and performance comparisons with existing methods. The simulation 

platform and the structure of intersections is presented in Section 5.1. The data statistics of datasets and the parameters setting of 

agents are described in Section 5.2. The ablation studies in the static and dynamic traffic dataset are presented, and performances are 

analysed in Section 5.3. In Section 5.4, the results of comparison with existing methods are provided. 

 
5.1. Simulation platform 

 
The proposed approach is tested and verified in different scale traffic grids. To test the effect of the loss function and Shapley value 

reward, a synthetic traffic grid including 2 ×2 intersections is constructed by simulation of urban mobility [10]. The simulation of 

urban mobility is an open-source simulation platform, and it provides a series of python application programming interfaces to 

get traffic information and control traffic signals. Three large-scale traffic grids are constructed by CityFlow [42], which is an open-

source traffic simulation platform and supports large-scale city traffic signal control. 

 
5.2. Datasets and parameters setting 

 
In the experiments, two synthetic traffic datasets are applied to a synthetic traffic grid, and their configuration details are shown  in 

Table 1 and 2. In the static dataset, vehicles arrive at each intersection through a random process. In the simulation process, the average 

∑ 

= 



8 

 

 

arrival rate is 0.2, i.e., two vehicles arrive at the entrance every ten seconds. The turning ratios at the intersection are set to 60% 

(straight), 20% (left), and 20% (right). In the dynamic dataset, an episode is divided into six parts, and each part has 600 
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Table 1 

The static traffic dataset.  

Arrival rate(vehicles/s) Straight rate Left rate Right rate Start time (s) End time (s) 

0.2 0.6 0.2 0.2 0 3600 

 

 
Table 2 

The dynamic traffic dataset.  

Arrival rate(vehicles/s) Straight rate Left rate Right rate Start time (s) End time (s) 

0.100 0.600 0.200 0.200 0 600 

0.168 0.600 0.200 0.200 601 1200 

0.200 0.600 0.200 0.200 1201 1800 

0.140 0.600 0.200 0.200 1801 2400 

0.120 0.600 0.200 0.200 2401 3000 

0.100 0.600 0.200 0.200 3001 3600 

 

 
Table 3 

Data statistics of the real-world dataset. 
 

Dataset intersections Arrival rate (vehicles/300 s) 

 Mean std Max Min  

𝐷𝑁𝑒𝑤𝑌 𝑜𝑟𝑘 196 240.79 10.08 274 216  

𝐷𝐻𝑎𝑛𝑔𝑧ℎ𝑜𝑢 16 526.63 86.70 676 256  

𝐷𝐽𝑖𝑛𝑎𝑛 12 250.70 38.21 335 208  

 

 
Table 4 

The parameters of the proposed method. 
 

Parameter Value Parameter Value 

Batch size 64 𝜖 for exploration 0.01 

Learning rate 1e-3 Target network update 𝜏 0.05 

Memory length 

Δ𝑡 

5000 

5 s  

begin training 3600 

 

 

seconds. In addition, three large-scale real-world traffic grids and three traffic dataset are used to test the proposed method [35]. These 

three large-scale real-world traffic grids include 12 intersections, 16 intersections, and 196 intersections, respectively. The 12 

intersections traffic grid extracted from Jinan, the 16 intersections traffic grid extracted from Hangzhou, and the 196 intersections 

traffic grid extracted from New York. Correspondingly, the datasets are real-world traffic data from three cities: Jinan, Hangzhou, and 

New York. The data statistics (including mean and the standard deviation (std)) of the real-world datasets are listed in Table 3, and 

the detailed descriptions of the datasets can be obtained in [35]. The parameters of each agent are shown in Table 4. 

 
5.3. Ablation study 

 
In this experiment, the proposed method is evaluated by using the static and dynamic traffic dataset. The static traffic dataset is 

used to test the effects of the Shapley value reward and the optimized loss function in an ablation study. The algorithms are described 

in detail as follows: 

 
1) Independent DQN (IDQN): It applies DQN to each intersection without any communication and other optimization. 

2) Limited Communication DQN (LCDQN): This approach is that the agent communicates with its neighbours based on IDQN. 

3) Shapley Value reward DQN (SVDQN): The Eq. (6) is used to calculate the reward signal in this approach, and other settings are 

the same as LCDQN. 

4) Optimized Loss function DQN (OLDQN): The loss function of this approach is Eq. (9), and others are the same as Shapley value 

reward DQN. 

 
The synthetic traffic grid environment and static dataset are applied in the experiment, and the average travel time is used as  the 

evaluation metric. The training results are listed in Table 5. The standard deviation and the average travel time are calculated by the 

last 20 training results. From the results, the LCDQN reduces the average travel time than IDQN by using limited communication, 

and the standard deviation is also reduced by 40.9%. It indicates that limited communication can effectively improve the stability 

of the system, i.e., it can solve the problem of partially observable. The SVDQN further improves the performance of the system by 

using Shapley value reward, that is, reduces the average travel time of the system. This result also shows that the Shapley value reward 

can promote cooperation between agents. The OLDQN has a better performance compared with SVDQN, 1.4% reduction of 



10 

 

 

 

Table 5 

The average travel time of different variants in the synthetic traffic dataset. 
 

 IDQN LCDQN SVDQN OLDQN 

Average travel time (s) 167.59 156.95 145.89 143.91 

std 2.74 1.62 1.62 0.78 

 

 

 

Fig. 3. Comparison between different variants of the proposed approach. 

 

 

Fig. 4. The accumulated rewards of different variants of the proposed approach. 

 

 

the average travel time and 51.9% reduction of the standard deviation. The optimized loss function restricts outdated experiences to 

make the system stable. The OLDQN reduces the average travel time by 14.1% and the standard deviation by 71.5% compared with 

the original IDQN. These results show that the Shapley value reward and the optimized loss function play key roles in improving the 

performance of the proposed approach. Fig. 3 illustrates the performance of these variants during training. The curve of OLDQN is 

at the bottom, which indicates that OLDQN is better than other variants. 

The goal of RL is to maximize the accumulated reward of the agent. The change in cumulative rewards can reflect whether the 

quality of the policy has improved. Fig. 4 shows the accumulated rewards of agents in the synthetic traffic grid environment and static 

dataset. The curves are the sum of four agents, which illustrates the collaboration of four agents. Compared with IDQN, the LCDQN 

has a significant increase in the accumulated reward. This indicates that communicating with neighbours is beneficial for enhancing 

collaboration between agents. The SVDQN obtains a higher cumulative reward and earlier than LCDQN. The difference between 

SVDQN and LCDQN is that the SVDQN adopts the Shapley value reward. Thus, the result shows that the Shapley value reward can 

facilitate collaboration among agents. The OLDQN receives the highest accumulated reward, which the OLDQN eliminates the effect 

of outdated experiences by using KL divergence. The fluctuations in IDQN indicate that its policy changes greatly, and it is difficult 
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Table 6 

The average travel time of different variants in the dynamic traffic dataset. 
 

 SVDQN OLDQN GRDQN 

Average travel time (s) 179.02 177.22 193.27 

std 4.91 3.70 8.01 

 

 
Table 7 

The average travel time of all methods. 
 

Model New York Hangzhou Jinan 

Fixedtime [7] 1950.27 728.79 869.85 

MaxPressure [32] 1633.41 422.15 361.33 

CGRL [27] 2187.12 1582.26 1210.70 

Individual RL [36] – 345 325.56 

GCN [24] 1876.37 768.43 625.66 

CoLight-node [35] 1493.37 331.50 340.70 

CoLight [35] 1459.28 297.26 291.14 

This work 1054.10 306.39 285.59 

– represents no results provided. 

 

to find a better policy in a short period. However, the SVDQN can find a policy to obtain the highest accumulated reward and keep 

it smooth. 

Table 6 lists the training results of dynamic traffic dataset. The GRDQN in Table 6 represents that the reward function of DQN is 

a global reward, which is an average value of the local reward of all agents in the traffic grid. Results show that the OLDQN has a 

lower standard deviation than other methods, i.e. it is more stable than SVDQN and GRDQN in dynamic traffic environment. The 

standard deviation of OLDQN is lower than the SVDQN in synthetic and dynamic dataset, as the optimized loss function can reduce 

volatility. The rewards of the SVDQN and GRDQN are the Shapley value and global reward, respectively. The SVDQN reduces the 

average travel time by 7.37% compared to the GRDQN. This shows that the Shapley value reward is more effective than global 

reward in reducing traffic congestion. In addition, for the GRDQN every agent needs to communicate with others while obtaining the 

global reward, which leads to more communication costs compared to the SVDQN. 

 

5.4. Comparison with existing methods 

 
In this experiment, the proposed approach (i.e., OLDQN) is tested and verified in three real-world traffic datasets. The baseline 

approaches as follows: 

 
1) Fixedtime [7]: Fixed-time is a pre-set plan for cycle and phase time. In multiple intersections environment, it with an offset. 

2) MaxPressure [32]: This method is a network-level traffic signal control method, which chooses the phase with the maximum 

pressure greedily. 

3) CGRL [27]: A RL model for finding an optimal joint action of multiple agents. This model uses a coordination graph to achieve 

cooperation between agents. 

4) Individual RL [36]: This method uses the DRL model with a novel neural network structure, and it has an experience palace 

structure to address the data imbalance problem. Besides, there is no sharing of traffic information between agents.  

5) GCN [24]: A DRL model controls traffic signals and uses a graph convolutional neural network to extract the feature of the 

neighbours. 

6) CoLight [35]: A DRL model uses a graph attentional network to learn communication, and it uses geo-distance to determine its 

neighbours. 

7) CoLight-node [35]: It is the same as CoLight, except the neighbours are determined by a node distance. 

 
Table 7 lists the average travel time of the proposed approach and all baseline approaches. The Fixedtime is clumsy, it cannot 

adaptively control the traffic signals. Thus, the proposed approach has a great improvement compared with the Fixedtime. The best 

improvement is a 67.2% reduction of the average travel time in Jinan. Even in New York, the proposed approach has a 46.0% reduction 

of the average travel time. The MaxPressure method is a transportation method, and it only considers the current traffic situation, 

without learning previous experiences and predicting the future situations to improve its control rule. The gap between it and the 

proposed approach becomes larger as the network expands. The gap is 21.0% in Jinan, but it is 35.5% in New York. The reasons are 

that the proposed approach has learned previous experiences and cooperation with the neighbours. The CGRL learns a joint action to 

achieve cooperation, which makes the action space larger, resulting in a very large traveling time. The Individual RL is selfish and it 

is difficult to achieve the desired result. The Colight-node uses node distance to determine the neighbours, which ignores the effect of 

different geo-distance. Thus, it is worse than the proposed approach in all traffic grids. In small-scale traffic grids, the performance of 

CoLight is comparable to the proposed approach. However, in a large-scale traffic grid, the collaboration ability of CoLight is 

significantly worse than the proposed approach. Because the proposed approach uses the Shapley value reward and the optimized loss 

function to encourage collaboration among agents. 
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Fig. 5. Convergence speed of the proposed approach and other four RL baselines during training. (a) is training in Hangzhou dataset, (b) is training in Jinan dataset, 

and (c) is training in New York’s dataset. 

 

Fig. 5 illustrates the convergence speed of the proposed approach and other RL baselines. Although the final result of the proposed 

approach is worse than the CoLight in the Hangzhou traffic scenario, the convergence speed of the proposed approach is faster than 

the CoLight, and it is more stable than the CoLight. The proposed approach has a lower average travel time in each traffic grid and is 

more stable compared with other baselines. The CGRL convergence is very poor in each traffic grid. The GCN is fluctuating in 

Hangzhou and Jinan. 

 
5.5. Comparisons with non-DQN methods 

 
In this subsection, the comparisons with the recent non-DQN algorithms including actor–critic based algorithm and hierarchical RL 

based algorithm [40,46] are presented. In the approach of [40], a hierarchical, cooperative, and multi-critic RL method is proposed, 

namely HiLight, which is based on LocalCritic and NBHDCritic. The differences between LocalCritic, NBHDCritic, and HiLight are 

that the LocalCritic uses only one critic for local traffic travel time, the NBHDCritic uses only one critic for neighbourhood travel time, 

and HiLight has two critics for local and neighbourhood travel times. These three methods (HiLight, LocalCritic and NBHDCritic) 

are verified in the Hangzhou and Jinan traffic environments [40], which are the same as the traffic datasets used in Section 5.4. 

The average travel time of LocalCritic, NBHDCritic and HiLight are 343, 516, and 256 seconds in Hangzhou, respectively. Compared 

with LocalCritic and NBHDCritic, the proposed approach has a lower travel time (306.39 seconds) due to that the LocalCritic and 

NBHDCritic only consider local control policy or cooperative policy leading to higher average travel times. Compared with the 

HiLight, the proposed approach has a higher average travel time. However, the proposed approach has a lower average travel time in 

Jinan, which is 285.59 seconds and the HiLight has an average travel time of 290 seconds. In addition, the HiLight has a more complex 

structure than the proposed approach, while the former has multi sub-policies (in local traffic signal control) and a multi- critic 

controller, and the latter only has an evaluated and target network. In addition, auto-learning communication reinforcement learning 

(ALCORL) in [46] is also used for comparisons, which is based on the advantage actor–critic algorithm. The ALCORL uses an 

autoencoder to learn communication messages, which enhances cooperation by receiving messages from neighbouring intersections. 

The ALCORL is tested in the Hangzhou dataset, and it has an average travel time of 315.87 seconds. The proposed approach is 306.39 

seconds (an improvement of 3.1% is achieved). In a summary, these comparison results with actor-critic-based methods [40,46] show 

that the proposed approach has some advantages in the Hanghzou and Jinan traffic scenarios. 

 
6. Conclusion 

 
In this work, an ATSC approach based on MARL is proposed to reduce the travel times of vehicles. It is based on the framework of 

limited communication decentralized training, uses the KL divergence between current and previous policy to update the loss value, 

and uses Shapley value reward to encourage the cooperation of neighbouring agents. Each component of the proposed approach is 

first verified on the synthetic dataset. The result shows that the optimized loss function can effectively reduce the standard deviation 

of the travel time, and the Shapley value reward can significantly reduce the average travel time. In addition, the proposed method is 

evaluated by using real-world traffic datasets including Hangzhou, Jinan, and New York. Results demonstrate that this work can 

control traffic signals well even in a large-scale traffic grid with 196 intersections, e.g. compared with other DRL methods the average 

travel time of the New York dataset experiment is reduced by 27.8%. However, the limitation of this work is that the computational 

complexity of the Shapley value reward is high. It is worth noting that this only affects the proposed approach in the training stage. 

In future work, how to optimize the computational complexity of Shapley value reward will be further studied. Furthermore, the 

proposed approach will be further verified in the city-level traffic environment. 
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