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This article contributes to the policy dialogue about how to govern healthcare data in the AI 

era and how to incentivize patients to share their data. Existing approaches to data-sharing 

restrict the flow of data. Yet, as healthcare AI technologies rely on data in enhancing their 

scope, such lack of data hinders the creation of future applications and diminishes the need 

for data to furnish them. We shift attention to a GDPR based policy that does not restrict data 

flows and argue that the existing experience in monetizing digitalized copyright material 

such as music can offer a practical and well tested solution. 
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1. Introduction 

Healthcare data is a very particular type of data. It is not like
the clicks, likes, posts and photos people all too often share,
which put together an ephemeral and fragmented snapshot
of our lives. Healthcare data is considered to be very sensi-
tive, providing information not only about the individual her-
self but also about her family, parentage and ethnic decent
( Forgó et al . 2010 ). It may contain an array of personal informa-
tion such as physical characteristics, diet, prescriptions, med-
ical reports, laboratory tests, radiographies or genome that
captures the frailty of being human in some of its most in-
timate aspects, making it difficult to legally and ethically per-
suade people to consent to its use ( Fox, 2020 ; Voigt et al. 2020 ;
Middleton et al. 2020 , 2019 ). 

Yet, such data on its own is inconsequential; a mixture of
ink-marks printed on paper, an assortment of pixels randomly
∗ Corresponding author. 
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spread out on a picture, or a repetitive collection of zeros and
ones locked inside a hard drive. It becomes of value only when
data-trained algorithms, all too frequently referred to as ar-
tificial intelligence (AI), act as a decoder of the information
that is bundled up within the data ( Rubinfeld and Gal, 2017 ).
Since data-fed AI has the ability to enhance the aptitude
of existing applications and increase their scope ( Cockburn,
Henderson and Stern, 2018 ) it is important to incentivize pa-
tients to share data. 

The question is how? After all, it could be argued that it
is one’s duty to share healthcare data ( Cohen et al., 2018 ). Yet,
studies indicate that it is important for people to feel appreci-
ated when sharing such data ( Gerke et al . 2020 ) and that they
increasingly expect some compensation in exchange for their
data ( Briscoe et al . 2020 ). Focusing on some form of reciprocity,
and employing the law and economics toolbox, the aim of this
paper is to identify policies that will allow agents to claim back
some of the value-added their data helped create , thereby incen-
tivizing the sharing of data with AI firms. 
). 
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For the average patient claiming back is not straight- 
orward, because the healthcare AI market is controlled by 
ew mega-firms e.g. Google, Microsoft, Apple, etc. The ob- 
ious solution is for policies that allow agents to control 
heir data ( Fox, 2020 ) and represent their interests in uni- 
on ( Madison, Frischmann, and Strandburg, 2009 ). There ex- 
st many collective approaches to governing the control of 
ata. Most are centralized (Health Data Hub),1 yet some are 
ot (HAT) 2 and may even rely on self-governance (MIDATA).3 

hile some are futuristic (SOLID),4 promise direct payment 
ven in crypto currencies (UBDI),5 and employ blockchain 

echnology to track data usage (DECODE),6 others are more 
raditional (PatientsLikeMe) 7 and may even specialize on spe- 
ific type of data (Sensotrend).8 Though many are local- 
zed, (Mesinfos) 9 cross-border initiatives (TheGoodData co- 
perative) 10 exist. 

We outline these initiatives and explain that they aim to 
ontrol the flow of data, inducing its artificial scarcity. This,
n principle, should increase the value of what agents can 

laim back. Yet, this economic reasoning does not apply to 
I. As AI is “data-hungry”, less data leads to fewer AI appli- 
ations, limiting the demand for data to train and furnish 

hese applications. By contrast, an expansion in the supply of 
ata increases the strands of interconnected information hid- 
en therein that AI can decipher ( Moro Visconti, Larocca and 

arconi, 2017 ) and the subsequent discovery of many more 
han otherwise novel applications ( Prufer and Schottmüller,
017 ; Goldfarb and Trefler, 2018 ) in need of data. 

If policies that control the flow of data limit the need for 
ata (and its corresponding value), how about policies that 
orego such control? As data is intangible and finds multi- 
erritorial uses, absence of control implies that agents do not 
now how their data has been used and by whom, thereby 
laiming something back does not seem feasible. Yet, there 
s experience in performing such a task, albeit in the con- 
ext of copyright. Consider music: Though its digital nature 

akes it difficult for creators to identify how their material 
as been used, they can still claim back some remuneration 

y setting up an institution known as collective rights man- 
gement (CRM). This approach, which has been used for over 
00 years, does not restrict the flow of music, it is a laissez-faire 
pproach. Music is freely played (on the radio, the internet etc.) 
nd then the CRM steps in to claim part of its value-added, to 
e shared between its members. Building on this experience,
e put forth the idea of “collective data management” (CDM),
here data is allowed to be freely used and then a represen- 

ative of the CDM claims back part of the value-added. 
As we argue, despite technical challenges that could be ad- 

ressed with novel methods e.g. blockchain technology (Hu- 
1 https://www.health- data- hub.fr/ . 
2 https://www.hubofallthings.com/ . 
3 https://www.midata.coop/en/home/ . 
4 https://solidproject.org/ . 
5 https://www.ubdi.com/ . 
6 https://decodeproject.eu/ . 
7 https://www.patientslikeme.com/ . 
8 https://www.sensotrend.com/ . 
9 http://mesinfos.fing.org/english/ . 

10 https://www.thegooddata.org/ . 
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erman et al . 2020), CDM is not incompatible with current legal 
ontext and practice. Nonetheless, CDM faces a shortfall be- 
ause it has no leverage against firms refusing to offer some 
emuneration. However, this issue is addressed by the Euro- 
ean General Data Protection Regulation (GDPR) that requires 
xplicit consent for the use of healthcare data. Thus, by al- 
owing the CDM’s members to control their data-flows (refus- 
ng access to non-obliging firms) GDPR essentially becomes a 
rerequisite for CDM. 

. AI and healthcare 

hough AI is a generic term that captures the science of mim- 
cking human intelligence e.g. planning, strategizing and mak- 
ng advanced decisions ( Yang, 2017 ), increasingly AI is defined 

s the science of teaching a computer to perform human-like 
asks. AI learns by training its “rationality” on a given dataset.
hough the information included in a dataset is often as un- 
erifiable as the chaos of everyday reality, bundled within it 
re nuggets of information concealed within an assortment of 
eroes and ones. Based on statistical/mathematical reasoning 
he computer iteratively browses its way through these zeroes 
nd ones, learning to interpret them via a trial and error pro- 
ess. It does so by using weights to relate inputs to respective 
utputs. Then it measures how close these outputs are to the 
eality expressed by the dataset. The process is then repeated 

y adjusting the weights to iteratively narrow down the gap 

etween outputs and reality ( Neapolitan and Jiang, 2018 ). 
AI systems are being developed to analyze large amounts 

f healthcare data and understand human conditions, recog- 
ize disease patterns, make highly accurate diagnoses and 

eliver precision health interventions (Agah, 2014). There are 
arious types of AI tools and techniques currently being used 

n different settings including hospitals, clinical laboratories,
nd research facilities ( Panesar, 2019 ). 

This approach is already employed in products like AI- 
ure 11 and Abilify MyCite,12 in modeling drug syntheses 
 Segler et al., 2018 ), identifying the genes responsible for a 
ondition ( Leung et al ., 2016 ), interpreting radiological images 
 Topol, 2019 ), prescribing drugs to patients based on their 

edical records ( Athreya et al . 2017 ), or even in mundane ap-
lications like inspection of health-code violations ( Glaeser 
t al. 2020 ). The COVID pandemic further highlighted its im- 
ortance with AI been used in preliminary diagnosis ( Ai et al.,
020 ), monitoring and treating patients ( Stebbing et al. 2020 ),
evelopment of drugs and vaccines ( Chen et al. 2020 ), reduc- 

ng the workload of healthcare professionals ( Ting et al. 2020 ),
ontact tracing and projecting the spread of the virus ( Vaishiya 
t al. 2020 ), or even in offering advance warning of the virus

13 
utbreak.

11 AICure uses predictive algorithms to communicate informa- 
ion regarding the accuracy of patients’ medicinal administration 

o healthcare providers. 
12 Abilify MyCite is a digital pill that helps to deliver and monitor 
ripiprazole, an antipsychotic drug. 

13 The BlueDot AI algorithm scoured the internet and gave ad- 
ance warning of COVID-19 before the outbreak became public. 

https://www.health-data-hub.fr/
https://www.hubofallthings.com/
https://www.midata.coop/en/home/
https://solidproject.org/
https://www.ubdi.com/
https://decodeproject.eu/
https://www.patientslikeme.com/
https://www.sensotrend.com/
http://mesinfos.fing.org/english/
https://www.thegooddata.org/
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AI’s reliance on data makes it important for data to flow
towards AI. The best way to do so would be via organized
markets. Yet, the trade of data is faced with transaction costs
that exceed the value of the exchange itself ( Schwartz, 2003 ),
making the negotiation and licensing of data unprofitable
( Burk, 2015 ). In the absence of markets, agents must bargain
some indemnification directly with AI firms. This is not a
problem when agents can bargain with firms of equal stature.
However, healthcare AI requires cross-competencies that ven-
ture into the medical and pharmaceutical sector. Since this is
expensive, few firms have succeeded, most notably Google-
Verily, Apple, Microsoft, IBM, Amazon and Facebook. These
firms have accomplished such boundary spanning through
own research and via collaborations. For example, Google
is collaborating with Novartis, Sanofi, Otsuka, Pfizer, the US
healthcare provider Ascension ( Wachter and Casse, 2020 ) and
the UK’s NHS. Moreover, a patent search that took place on
early January 2022 revealed that Google and Google-Verily hold
244 patent protected inventions in the A61 patent classifi-
cation that lists healthcare applications.14 Apple is collabo-
rating with GlaxoSmithKline, Janssen, the Aetna Life Insur-
ance Co, and holds an extensive portfolio of 350 A61 patents.
Equally, Microsoft has partnered with Novartis and holds 298
A61 patents. 

When the industry is concentrated, agents have to bargain
with monopolists, who, in addition, are also monopsonists
faced with a fragmented inputs-market. In such markets the
prevailing price is minimal and equal to the marginal cost of
generating data. From the patients’ perspective the obvious
solution is to institutionalize the governance of the sharing
of data ( Madison, Frischmann, and Strandburg 2009 ), so that
agents control with whom and how data is shared, and then
bargain as a conglomerate. 

3. Controlling the sharing of data 

3.1. Data hubs and ecosystems 

There exist various approaches that aspire to help agents con-
trol their data. Depending on the way they operate they can
be categorized as hubs, ecosystems or commons. Data hubs
and ecosystems represent some of the oldest approaches in
controlling and managing data. Their main difference is that
hubs specialize (e.g. in healthcare data), while ecosystems try
to create a data-complex with a broader purpose in mind.
Data ecosystems in particular, are mostly private initiatives
through so called Personal Data Management Services (PDMS)
and often operate internationally. Their role is in helping in-
dividuals collect, store and share their data under their own
terms. There are hundreds of PDMS (e.g. Meeco, MyLife Digi-
tal, Mydex), most though focus on various financial transac-
tions. One of the best known healthcare PDMS is LunaDNA, a
community-owned platform for healthcare research that al-
14 A61 is a patent classification that is used to identify technolo- 
gies related to medical sciences and hygiene. This is the main 

patent class that pharmaceutical firms and firms producing thera- 
peutics and health related technologies use when classifying their 
patented technologies. 

 

 

lows agents to share their data in exchange for ownership
shares in the organization. The most popular PDMS is digi.me.
Digi.me, in cooperation with the Icelandic Government, cre-
ated a data ecosystem for the whole of Iceland. It includes
data on prescriptions, medications, vaccinations, allergies and
medical admissions. 

The Hub of All Things (HAT) represents the most futuris-
tic version of PDMS due to its portability across devices. It is a
personal server that allows agents to bring their data from the
Internet into the HAT, exchange data with various applications
and even install private analytics tools. A related technology is
the Social Linked Data (SOLID) project, pioneered by MIT and
Inrupt Inc. It aims for full data control via a platform that al-
lows agents to control their data, including access control and
storage. 

Though PDMS can manage data, bearing in mind the mul-
titude of data, this is often delegated to specialized Personal
Information Management Services (PIMS). They allow data
management in a secure way that is often linked with other
data management services. For example, Sensotrend is a Fin-
ish PIMS that manages diabetes data collected from health-
care providers. Equally, the US based Universal Basic Data In-
come (UBDI), which is built on digi.me, matches the data from
digi.me with research studies. Its purpose is for individuals to
obtain a data-income while protecting their privacy. HAT and
SOLID equally allow selected PIMS to access their data. 

Data hubs are specialized and operate in a single country.
The oldest is the US based PatientsLikeMe, which has more
than 600,000 members. It was originally developed for con-
necting patients with Lou Gehrig’s disease, but has expanded
to include more diseases. Its aim is to track and share pa-
tients’ experiences, help patients get a better understanding
of their condition and options, and generate the data needed
to develop a treatment. Notable Europe-based hubs are Mesin-
fos and Health Data Hub 15 in France, and Medisanté16 in
Switzerland. Medisanté connects healthcare providers to pa-
tients’ data for chronic diseases through various connecting
devices, a connected care platform and in-country data host-
ing. Mesinfos involves a consortium of companies that explore
the collection, use and sharing of personal data. The Health
Data Hub collects data from patients, insurance companies
and hospitals to improve the efficiency of healthcare services
using AI techniques ( Ayoubi and Foray, 2019 ). 

3.2. Commons 

Data commons aim to empower groups of agents to assem-
ble data in terms the group’s stakeholders themselves set out
( Evans, 2016 ). Commons build on the idea that the pooling of
resources under one framework facilitates a shared purpose
for all stakeholders ( Frischmann, Madison and Strandburg,
2014 ). Being mostly localized, they can be found in Switzer-
land (MIDATA), Amsterdam and Barcelona (DECODE), but there
also exist cross-border commons such as the TheGoodData
co-operative ( Symons, Bass and Alegre, 2017 ). 

TheGoodData is an international effort to collect, pool,
and sell members’ browsing data (including healthcare data)
15 https://www.health- data- hub.fr/ . 
16 https://medisante.ch . 

https://www.health-data-hub.fr/
https://medisante.ch
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n their terms. MIDATA is a Swiss co-operative that allows 
ealthcare providers to collect a variety of data that is en- 
rypted and stored in a way that permits users to track data 
nd decide on how and with whom to share it. DECODE (De- 
entralized Citizen-owned Data Ecosystem) is an EU initia- 
ive in Amsterdam and Barcelona. These cities allow people 
o decide which applications, platforms and tools can access 
heir information, with a prerequisite for their data to be used 

or the common good. For example, in Barcelona participants 
hare their data with the city to be used on projects such as 
easuring noise levels. 
What empowers DECODE is the “digital wallet”: an online 

latform that contains members’ data that apps collect. It al- 
ows members to share data only with the projects they want.
his is done via blockchain technology, which allows transac- 

ions to be recorded in a verifiable and permanent way. When 

gents share their data they place it in this wallet, which en- 
ures that only the required data will be used and that agents 
efine how it is to be used. The promise of this technology is 
hat it takes out the middle man, operating a digital market- 
lace without intermediaries ( Catalini and Gans, 2016 ). 

Overall, commons, ecosystems and hubs share a common 

urpose, to act as “intellectual property without intellectual 
roperty” ( Strandburg, Frischmann, and Madison, 2017 ). Simi- 

ar to intellectual property (IP) their raison d’etre is to endow 

gents with control over who employs their data and how.
hey offer the autonomy of data from outside brokers, allow- 

ng data to be managed irrespectively of whether it is private 
roperty or not. In doing so, they inevitably curtail the flow of 
ata, which does not flow freely from agent to firm. It flows 
nly when agents decides so. 

.3. The future 

or the near future the EU is planning governance structures 
hat allow firms access to data. Their aim is to to foster the 
vailability of data and to support responsible and sustainable 
&D by increasing trust in data intermediaries and strength- 
ning data sharing across the EU and between sectors. . The 
nticipated increase in social welfare is envisioned as one in- 
entive for agents to contribute their data. However, as we now 

xplain, other factors may also restrict the flow of data. 
This year (2022) the European Open Science Cloud (EOSC) 

hould take its first steps,17 followed soon by Personal Data 
paces (PDS), such as the European Health Data Space (EHDS) 
 European Commission 2020 , Vayena, 2021 ), as well as further 
nitiatives, such as the recently adopted EU Data Governance 
ct 18 . In the following we will focus on the EOSC and the 
DS.19 EOSC aims to create a pool of research data and dis- 
overies (from a variety of disciplines and a wide range of re- 
17 The EOSC was initiated in 2017 when the EU Commission re- 
eased the EOSC declaration to the scientific community (EU, 2017). 
18 Proposal for a REGULATION OF THE EUROPEAN PARLIAMENT 

ND OF THE COUNCIL on European data governance (Data Gover- 
ance Act) COM/2020/767 final. 

19 EOSC and PDS build on US experience, and in particular on the 
lue Button Initiative. This health data hub is in a category of its 
wn. It is a first and incomplete step towards data control that 
as launched in 2010 by the U.S. Department of Veteran Affairs. 

t endows patients with a copy of their data and allows them to 

c
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earch infrastructures), and a secure environment to access,
ombine, analyze, store data and share its results.20 PDS, such 

s the EHDS, is envisioned as the means of strengthening the 
ontrol agents have over data in a way that is open to global in-
ows of data in an accessible way that allows for data analyt- 

cs and machine learning. To increase the flow of data, agents 
ill be rewarded via increased data access, analytical results,
redictive maintenance services, or even license fees. 

Both EOSC and PDS intend to establish a common cul- 
ure of data stewardship to ensure data reuse via an open-by- 
efault research environment supported by FAIR data princi- 
les. Though the FAIR principles are a quality standard requir- 

ng scientific data to be (F)indable, (A)ccessible, (I)nteroperable 
nd (R)eusable ( Wilkinson et al . 2016 ), the “Accessible” and “In- 
eroperable” aspects of FAIR create limitations in how data 
s accessed and used. Specifically, FAIR recognizes legitimate 
nd necessary reasons for restricting access especially in the 
ealth/life sciences. In fact, though data should be accessible 

t should also be “as open as possible and as closed as neces-
ary”, in the sense that IP rights and other means of reusabil- 
ty restrictions are being accepted as long as they remain lim- 
ted, and the “openness” remains the default position. This in- 
vitably invites questions of ownership rights of data because 
ata usage flourishes at the intersection between the FAIR nar- 
ative, trade-secrets and IP rights. 

This creates three problems. First, both EOSC and PDS are 
lagued by disclosure incentives, because without IP or mech- 
nisms to safeguard R&D investments stakeholders may be 
iscouraged from sharing data. Second, even if they share data 

ts ownership may be challenged ( Minssen and Pierce, 2018 ),
iving rise to controversies between data “owners” and the en- 
ities using the data ( Minssen, Rajam and Bogers, 2019 ). Third,
here is a reciprocity issue. Considering that these initiatives 
re advertised as globally accessible there is no mechanism in 

lace that obliges non-EU entities to grant data access on the 
ame conditions. This opens up the door for unfair competi- 
ion, which may force agents to restrict access to their data. 

Additionally, FAIR faces interoperability problems that may 
lso confine data access. Interoperable data (apart from being 
ccessible and shared) also comprises technical and legal in- 
eroperability ( Wilkinson et al . 2016 ). This relates to the ability
o combine datasets from multiple sources without conflicts 
mong restrictions imposed by data providers (i.e. support of 
ne restriction inherently negating support of another). The 
ewest restrictions contained in the source datasets will result 
n the fewest restrictions contained in the combined or deriva- 
ive datasets. This is not always easy to achieve as FAIR rec- 
gnizes reasons for restricting access, particularly in health- 
are. Examples include FAIR data that contains personal in- 
ormation, limitations concerning informed consent and ac- 
ess agreements, or IP and confidential information ( Collins 
t al., 2018 ; Graber-Soudry et al., 2020 ). Overall, a clear-cut pic-
iew online and download their own personal health records. Its 
im is to improve the quality of patient-clinician interactions with 

he expectation that these would improve social welfare by con- 
ributing to enhanced quality of life, better treatment outcomes 
nd potential reduction in costs. 

20 https://www.egi.eu/about/newsletters/what- is- the- european- 
pen- science- cloud/ . 

https://www.egi.eu/about/newsletters/what-is-the-european-open-science-cloud/
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Table 1 – Approaches to the governance and control of healthcare data. 

Method Type of initiative Specialized Area of operation 

PDMS 
Meeco Private All types of data International 
MyLife digital Private Mostly healthcare data International 
Mydex Private All types of data International 
HAT Private All types of data International 
SOLID Private All types of data International 
digi.me Private All types of data International 
LunaDNA Private Healthcare International 
PIMS 
UBDI Private All types of data International 
Sensotrend Private Diabetes data Finland 
HUBS 
PatientsLikeMe Private Healthcare data USA 

Medisanté Private Chronic disease data Switzerland 
Mesinfos Private Hospital data France 
Health Data Hub Private Healthcare data France 
CENTRALLY PLANNED 

EOSC EU initiative Research data EU 

PDS EU initiative All types of data EU 

COMMONS 
MIDATA Private Healthcare data Switzerland 
DECODE EU initiative Various types of data Amsterdam, Barcelona 
TheGoodData Private Mainly internet data International 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ture of all governance structures and their main characteris-
tics is given in Table 1 . 

4. When is data in demand? 

The assumption the previous section rests on is that data is
in demand and thereby of value, in which case data subjects
can indeed hope for some remuneration for the use of their
data. Yet, it is not clear why this is so. Data displays decreasing
returns to scale ( Bessen, 2018 ) i.e. an increase in the data em-
ployed in training AI leads to a less than proportional increase
in its “rationality”. Thereby, the utility of additional data stag-
nates with use. Consequently, when firms already have the
needed data in stock, there may be little need for additional
data. To put this into perspective, the system described by
Esteva et al . (2017) for classifying forms of cancer was trained
to offer accurate classifications by using just a few hundred
images per cancer type (e.g. it classified skin melanoma after
being trained on about 1,000 images) despite having available
a library of 129,450 clinical images of 2,032 different diseases.

The key for data being in demand is the availability of
datasets of considerable volume and variability for AI to apply
its trade on, accompanied by non-rivalry i.e. the ability to reuse
data 21 without exhausting its capacity on one single applica-
tion ( Jones and Tonetti, 2019 ). Think of a dataset that includes
21 Consider Google-Verily, which uses eye images in identifying 
diabetic retinopathy. These images can be redeployed in other ar- 
eas Google is active on e.g. in combating presbyopia, the detec- 
tion of diabetes trough monitoring glucose in tears, or in detecting 
cardiovascular problems through the optical analysis of the eye’s 
blood vessels. 

 

 

 

 

 

 

 

a limited amount of data that focuses only on patients’ symp-
toms. Due to data’s non-rivalrous nature this dataset can be
used by AI to uncover hidden commonalities that venture be-
yond a single application. However, due to the limited breadth
of the data, these applications will inevitably revolve around
diagnosis and prescription. Though these applications require
data for their training, their limited number implies that de-
creasing returns to scale will inevitably curb the need for data.
This is not so if data’s volume and variability increases. 

If this dataset is merged with data on patients’ characteris-
tics, despite the fact that each dataset involves its own verac-
ity, the conglomerate contains more fragments of useful in-
formation than the sum of its parts. These allow additional
heretofore hidden multi-dimensional meanings to resurface
( Moro Visconti, Larocca and Marconi, 2017 ), bringing new ap-
plications to the foreground such as: mental health and psy-
chological tracking, diet and fitness tracking, disease man-
agement guidance, wellness recommendations, history and
records, predictive impact modeling tools, automated patient
query support ( Yella et al. 2018 ). A further merger with clin-
ical data and genome data will help establish survival rates
and likely responses to treatment ( Yu et al. 2017 ) as well as
genomic screening that allows for genome wide association
studies that can reveal novel genotype-phenotype associa-
tions ( Frey, 2019 ) to be used in drug design, the recognition
of drug targets and drug screening ( Wei and Denny, 2015 ). 

To rephrase, when a patient’s data is fuzzed with other data
it becomes interconnected with different types of informa-
tion, and as a conglomerate of increased volume and variabil-
ity it conveys to AI systems a multitude of knowledge about
many independent uses. This expands the scope of AI -its
market applications ( Goldfarb and Trefler, 2018 ), allowing ex-
ploration of new markets ( Prufer and Schottmüller, 2017 ). It is
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22 The best known collecting society is the US based Broadcast 
Music Inc. (BMI), which represents songwriters and composers. In 

2020 BMI distributed and administered $1.311 billion in royalties 
to its members. 
23 Directive 2014 /26/EU of the European Parliament and of the 

Council of 26 February 2014 on collective management of copy- 
right and related rights and multi-territorial licensing of rights in 

musical works for online use in the internal market Text with EEA 

relevance OJ L 84, 20.3.2014, p. 72–98. 
his increase in applications that drives the demand for train- 
ng data, which will stagnate only when AI runs out of uses 
 Farboodi and Veldkamp, 2019 ), and only at that point decreas- 
ng returns scale set in. 

By the same token, if the data of some individuals is de- 
ached from the whole we do not only forego information re- 
arding their medical conditions, we do without all their in- 
erconnections as well. Thereby, this drop in the supply of 
ata (and its volume and variability) is amplified, diminishing 
he demand for data. However, while the need for governance 
f data uses is increasing ( O’Doherty et al., 2021 ) most gover- 
ance approaches curb data flows. Accordingly, we propose to 
hift attention to methods that avoid doing so. 

. Managing data 

.1. Collective rights management 

ierre-Augustin Caron de Beaumarchais was a French poly- 
ath with a background as a watchmaker, patentee, play- 
right, musician, diplomat, spy, publisher, satirist and fi- 
ancier. Worried about the use, reuse, and bundling of his 
lays ( Le Barbier de Séville and La folle journée, le Mariage de Figaro 
pring to mind), in 1777 he founded La Société des Auteurs 
ramatiques, the first communal organizations to protect au- 

hors’ rights. The good writers who were members of this soci- 
ty did not care about how their literary ideas were used. Their 
ingle concern was to claim back some of the value the fruit 
f their genius had created for others. For this purpose, the 
ociety was given the right to monitor the use of their ideas 
nd represent its members as a single authority. Furthermore,
he members were well aware of the limitations of monitor- 
ng. They understood that it is impossible to account for all 
ccasions of usage and were content with a remuneration that 
roadly and in average terms captured how their ideas were 
ut to use. 

The solution put forth by Beaumarchais is collective by 
ature, but it does not focus on aggregating the literary pro- 
uction of its members, so as to bargain with whoever is in- 
erested in using, reusing, or bundling it. Its intention is not 
o limit how the material is employed, instead its aim is to 

onitor average usage and then bargain back a fair share 
 Brousseau and Bessy, 2005 ). The name of this approach, Col- 
ective Rights Management (CRM), is indicative of its purpose to 
ct as the manager of the society’s members. 

Specifically, CRM refers to the licensing of copyright ma- 
erial by for-profit organizations commonly known as collect- 
ng societies , which act on behalf of rights owners. These soci- 
ties offer a mechanism used in copyright, where managing 
ndividual rights within a complex industry with many stake- 
olders may not be realistic for an individual. Within the con- 

ext of CRM rights owners transfer to the society rights to: sell 
icenses, collect and distribute royalties and enforce owners’ 
ights. Since rights owners differ drastically in their needs and 

haracteristics (e.g. they can be musicians, authors, perform- 
rs, composers, writers, record labels, etc.) collecting societies 
ave become specialized. For example, there exist artist rights 
roups that license and collect royalties for the reproduction 
f paintings, or even collectives that collect royalties for copies 
rom magazines and scholarly journals.22 

In the EU CRM is governed by the Collective Rights Man- 
gement Directive that aims at ensuring that right-holders 
ave a say in the management of their rights and at improv- 

ng the functioning and accountability of collecting societies.
s copyright content (especially music) is mostly digitalized,

he Directive intends to facilitate the multi-territorial licens- 
ng of authors’ rights for online use. Overall, its objective is to 
nsure collecting societies act in the rightsholders’ best inter- 
st through common standards of governance, financial man- 
gement, and transparency.23 Drawing on CRM’s functionality 
nd its experience in managing online copyrighted content we 
ut forth the idea of collective data management . 

The aim of collective data management (CDM), unlike the 
ata governance approaches of section 3 , is not to control how 

ata is compiled, shared and used, which eventually lessens 
he scope of data. CDM should, in fact, allow firms to amass 
he data, process it, employ it and profit from it. However, it 
hould be collectively entrusted by its members to: a) monitor 
ata usage and b) bargain back some ex post remuneration. 

Before focusing on the technical issues surrounding CDM 

nd its practical ability to perform these two functions, we 
eed to consider how CDM fits within our existing legal frame- 
ork. After all, for any policy to be successful it needs to ac-

ord with current norms and practices and differ from existing 
egal practice as little as possible. As CDM builds on the expe- 
ience of CRM, its use does not openly deviate from current 
orms and practice. Nevertheless there are legal challenges. 

Key to implementing a CDM framework is to ensure 
hat transparency and accountability is built into the gov- 
rnance infrastructure to foster public trust and confidence 
 Lucena, 2015 ). Because of its personal nature, access to the 
se of healthcare data creates a social relationship that needs 
o be acknowledged. As this relationship entails responsibil- 
ty and awareness of how data use aligns with societal val- 
es ( Baker and Karasti, 2018 ), firms, healthcare providers and 

atients must be encouraged to be mutually responsive to 
ach other to reduce the risk of opposition and increase ef- 
ective uptake ( Yu, 2016 ). Thereby, the technical infrastruc- 
ure of CDM must respect data governance processes designed 

o achieve transparency, integrity, security and accountability.
ortunately, at the EU level the Collective Rights Management 
irective already provides a blueprint on how to set such gov- 
rnance standards, facilitating the needed transparency and 

ccountability. 

.2. Monitoring and bargaining 

s long as CDM functions within a context that we are not 
naccustomed to, our focus should be on the practical side of 
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25 These duties can include: an obligation to obtain information 

legally (Art. 21); an obligation to collect and process only as much 

data as is necessary for a pre-articulated purpose (Art. 1(c); obliga- 
CDM, the technical challenges it faces, and on the existence
of tested solutions that can help CDM monitor data usage and
then bargain back some indemnification. Monitoring involves
gaining an understanding of how data found use within firms.
Due to the digital nature of data, this can only be accom-
plished if data is automatically shared between the propri-
etary IT systems of different agents in a way that permits the
CDM to balance between the needs for internal confidential-
ity and data sharing ( Tsarsitalidis et al. 2021 ). This implies that
monitoring should allow an understanding of which specific
part of the information is shared, for how long, under which
conditions, circumstances and filters, and with what autho-
rization/authentication mechanism. Though such monitoring
seems technically challenging, data tracking of this kind is al-
ready employed by some of the methods outlined in section 3 .

Consider DECODE (or Digi.me), which uses distributed
ledger 24 technology (often referred to as blockchain technol-
ogy) to track data. This technology creates an audit log that
permits the immutable attribution of data usage because it
allows transactions between two parties to be safely recorded
in a verifiable and permanent way. To provide an example,
in DECODE agents can choose to share their data for a com-
mon cause by placing it in a digital data-bank that is shared,
and synchronized, across multiple sites through a peer-to-
peer system so that it does not require centralized data stor-
age, in a way that allows for data tracking. Such technology
provides a secure authorization and authentication mecha-
nism that allows DECODE to identify the data that is shared,
the end user and the duration of usage. Plus, DECODE is also in
a position to know the identity of the agent sharing her data
despite any anonymization that may take place prior to firm
usage. 

Tracking of this type has its limitations, in the sense that
it is still hard to gain an understanding of how the data of
a particular data-subject found use (and the value added it
helped create). Nevertheless, someone skilled in this art, when
equipped with such information, should be in a position to
gain an appreciation of data usage in its plurality and the
value added it created as a conglomerate. To rephrase, an ex-
pert who understand the production process and has at hand
accurate information about the inputs of production should
be able to gain a good judgment of the respective outputs of
production and their average value. This is not a novel way of
gaining an understanding of the output that technologies cre-
ate. Economists regularly focus on inputs, e.g. patents, R&D
expenditure, specialized personnel etc., to gain a good un-
derstanding of how certain high-tech sectors are progressing
( Greenhalgh and Rogers, 2010 , Ch. 3). 

Having an irrefutable log of data usage and a representative
perception of the value added it generated, the CDM would
proceed with its second function, to bargain with AI firms, as-
certaining the members’ interests, distributing a fair share to
each. This share does not have to be pecuniary. One can envi-
24 A distributed ledger is a replicated, shared, and synchronized 
digital data that is geographically spread across multiple sites in a 
way that it does not require a central administrator or centralized 

data storage. It only needs a peer-to-peer network that allows each 

site to replicate update and save an identical copy of the ledger. 
sion an array of solutions ranging from better and more novel
treatments, personalized services, to cheaper drugs etc that
can then be distributed to members. In cases where IP rights
may become relevant, an appropriate governance through
CDM could make such rights part of the solution to increase
legal interoperability ( Graber-Soudry et al., 2020 ). 

Yet, to bargain on an equal level one needs a way to enforce
her position against the likes of Google, Microsoft, Apple etc.
The communal approaches outlined in section 3 were all built
from the ground up as methods to restrict access. To use their
data you had to abide with their rules. CDM on the other hand
is built on the idea of unrestricted access to data. As such it
lacks a “stick” to enforce its will against firms that, having al-
ready used the data, refuse to remunerate. For CRM this is not
a problem as the content it focuses on is copyright protected,
unlike data, which has no property rights. 

This is not an unsolvable issue as long as patients have
some control over their data and can exclude gratuitous us-
age, in which case all the CRM has to do is instruct its mem-
bers to avoid “donating” their data to non-abiding firms. Such
provisions are already encompassed in the GDPR. Specifically,
the GDPR is a centralized EU approach in allowing individ-
uals some control over their data. It requires firms to insti-
tute a compliance program to address legal duties,25 and ap-
plies to “personal data” that is “processed” by a firm, where
“processing” includes nearly anything a firm would do to data
( Price et al., 2019 ). Since the GDPR considers healthcare data
as sensitive data, thus a special category of data, to process
it firms need explicit consent (Art. 9 of the GDPR). Plus, GDPR
follows an extraterritoriality approach, and non-EU firms may
fall within scope of the GDPR (Art. 3 of the GDPR) if they offer
goods or services to individuals in the EU, even if they have
no establishment in the EU and are not performing any data
processing activities within the EU (EDPB Guidelines 3/2018).26 

Thereby, the existence of GDPR has the capacity to endow
CDM with the needed leverage in its bargaining negotiations,
and, conversely, the absence of GDPR style provisions negate
the ability of CDM to meet its ends. 

GDPR is a sine qua non for CDM for one more reason. It
offers guarantees that when data is rendered anonymous
it should indeed no longer be identifiable. Specifically, de-
pending on its attributes, data is defined as anonymized or
pseudo-anonymized. The GDPR defines the process of pseudo-
anonymizing data as “the processing of personal data in such a
way that the data can no longer be attributed to a specific data sub-
ject without the use of additional information, as long as such ad-
ditional information is kept separately and subject to technical and
tions to affirmatively notify individuals when their data have been 

received -even from a third party (Art. 14); obligations to perform 

risk assessments and impact assessments and implement risk- 
mitigation measures (Arts. 24, 35-36; Rec. 76, 77); and obligations 
to design new technology with privacy and other rights protec- 
tions in mind (Art. 25). 
26 Guidelines 3/2018 on the territorial scope of the GDPR (Article 

3) Version 2.1 12 November 2019. 
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rganizational measures to ensure non-attribution to an identified or 
dentifiable individual ” (Article 4(3b)).27 

The problem is that the additional information required to 
nsure non-attribution is increasingly becoming fluid. Though 

ndividuals can be directly identified from unique personal 
haracteristics such as their name or telephone number, in 

ractice they can also be indirectly identified from personal 
ttributes that place them within a specific subset of the pop- 
lation, for example the fact that they have a particular health 

ondition, a specific job title, or even their postcode. New 

echniques that allow for data triangulation and data-fusion 

 Rocher, Hendrickx and De Montjoye, 2019 ) are now used to 
ombine seemingly unrelated information to reconstruct a 
erson’s identity, in which case pseudo-anonymized data runs 
he risk of privacy breach. Since healthcare data includes sen- 
itive information ( Forgó et al . 2010 ) and far-reaching conclu- 
ions can be drawn by combining it ( Corrales Compagnucci et 
l . 2019 ) such possible lack of anonymization has raised con- 
ern among patients. Studies showed that many patients be- 
ieved that there is risk of such breach ( Langarizadeh et al.
018 ), making it hard to persuade patients to consent to the 
se of their data ( Fox, 2020 ; Voigt et al. 2020 ; Midleton et al.
020 ). 

Anonymized data on the other hand is data that does 
ot run the risk of reverse-identification. The GDPR defines 
nonymized data as “information which does not relate to an iden- 
ified or identifiable natural person or to personal data rendered 
nonymous in such a manner that the data subject is not or no 
onger identifiable ” (Recital 26 of the GDPR),28 and only when 

ata fulfils this definition it is exempt from GDPR provisions.
s anonymized data protects one’s identity it can address pri- 
acy concerns, promoting the sharing of data that AI relies on.

The discussion has stayed away from how CDM should 

ddress data uses by publicly funded research institutions 
nd for research reasons in general. Research is no longer re- 
tricted to a philosophical inquiry that involves tinkering with 

cientific experiments for the purpose of knowledge creation.
t now also is a profits generation activity because these in- 
titutions are actively encouraged to license the fruits of their 
esearch ( Panagopoulos and Sideri, 2021 ). However, as society 
nderstands such activity as part of the welfare enhancing 

deas-generation/dissemination process, in fostering welfare 
olicymakers have created so-called research exemptions. 

For example, in aiding scientific research ( Meszaros and 

o, 2021 ), Article 89 of the GDPR understands such data uses 
s “privileged” in the sense that they are exempt from the pro- 
isions of Articles 15, 16, 18 and 21 of the GDPR, which respec- 
ively define the data subject’s rights of access, rights to rectifi- 
ation of inaccurate data, as well as rights to restriction of pro- 
essing and rights to object. Furthermore, Article 5(3)(a) of the 
nformation Society Directive 29 allows exceptions for teaching 
r scientific research, and Article 3 of the Digital Single Mar- 
27 https://www.privacy-regulation.eu/en/ 
rticle- 4- definitions- GDPR.htm . 

28 https://www.privacy-regulation.eu/en/recital-26-GDPR.htm . 
29 DIRECTIVE 2001/29/EC OF THE EUROPEAN PARLIAMENT AND 

F THE COUNCIL of 22 May 2001 on the harmonisation of certain 

spects of copyright and related rights in the information society. 

A

T
a

O
i
2

et Directive 30 similarly allows exceptions for text and data 
ining, including the use of data bases, for the purposes of 

cientific research. 
There is an additional (practical) reason dictating the ex- 

lusion of scientific research from CDM related actions: de- 
reasing returns to scale. Unlike firms that invest in data of 
olume and variability to furnish multitudes of applications,
esearch institutions employ data for the single purpose of an- 
wering one or few scientific questions. However, as explained 

n section 4 , when AI is used to develop few applications the
xplanatory capacity of additional data stagnates with use 
 Bessen, 2018 ), because the mean accuracy of prediction in- 
reases with the number of training data but at a decreasing 
ate ( Varian, 2018 ), limiting the demand for data and its value.
hereby, the research institution and CDM have little to bar- 
ain on. 

. Conclusions 

his paper contributes to the ongoing policy dialogue about 
ow to best govern data in the AI era ( Micheli et al. 2018 )
nd, specifically, on how to incentivize the sharing of health- 
are data despite concerns about misuse ( Fox, 2020 ). The main 

essage the paper confers is that (since AI relies on data) 
olicy makers should not lose sight of the supply of data.
owever, as current methods of incentivizing data-sharing in- 
vitably limit its supply, diminishing the scope of AI, we focus 
n ways to offer incentives without restricting data-flows. 

Collective data management is not an out of the blue nov- 
lty. It is not an approach to monetizing digitalized content 
n a multi-territorial fashion whose practical side is yet to 
e discovered, needs experimentation, and requires substan- 
ial changes in our legal context, mentality and practice. It is 
 GDPR based solution that builds on the wealth of globally 
ccumulated experience in numerous copyright related con- 
exts. While technical challenges might remain to address the 
ecessary trade-offs and to design a secure system protecting 

ndividual rights, these could be addressed with new technical 
ethods such as blockchain technology ( Kostick et al ., 2022 ,
uberman and Hogg, 2021 ; Corrales Compagnucci et al . 2019 ).
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