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Abstract

In this paper, we propose a Legal Rule Classification (LRC) task using one of the
most discussed language model in the field of Artificial Intelligence, namely GPT-3,
a generative pretrained language model. We train and test the proposed LRC task
on the GDPR encoded in LegalDocML (Palmirani and Vitali, 2011) and Legal-
RuleML (Athan et al., 2013), two widely used XML standards for the legal domain.
We use the LegalDocML and LegalRuleML annotations provided in (Robaldo, Bar-
tolini, and Lenzini, 2020) to fine-tuned GPT-3. While showing the ability of large
language models (LLMs) to easily learn to classify legal and deontic rules even on
small amount of data, we show that GPT-3 can significantly outperform previous
experiments on the same task. Our work focused on a multiclass task, showing
that GPT-3 is capable to recognize the difference between obligation rules, permis-
sion rules and constitutive rules with performances that overcome previous scores
in LRC.

1 Introduction

Recent developments in Artificial Intelligence (AI), in the field of Natural Language Pro-
cessing (NLP) as well as in other fields such as Computer Vision and Speech Recognition,
have shown the groundbreaking power of pre-trained Large Language Models (LLMs).

The success of LLMs started in nearly 2018, with Google’s BERT (Devlin et al.,
2018) and OpenAI’s GPT (Radford and Narasimhan, 2018). The idea behind LLMs is
straightforward: we can create powerful language models by training neural architectures
on huge amounts of data. In this regard, the neural architecture from which many LLMs
derives is the transformer architecture (Vaswani et al., 2017). These language models
have shown the ability to be applied to a wide range of NLP tasks, overcoming the state
of the art in many NLP challenges.

In this paper, we focus on Legal Rule Classification (LRC), which has been tackled
only by few scholars in the field of Artificial Intelligence and Law (AI&Law), despite its
importance (Robaldo et al., 2019).

We compare the performance of the few previous studies that employ LLMs with the
performance of our work, which employs two fine-tuned version of GPT-3. To the best
of our knowledge, this paper is the first attempt to fine-tune the well-known OpenAI’s
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GPT-3 (currently, the most powerful language model in the world) on legal data, and in
particular on the recognition of deontic rules.

The capability of automatically detecting deontic rules from natural language is an
important research direction for the whole AI&Law community. It will enable the devel-
opment of advanced legal expert systems (cf. (Boella et al., 2016)); in addition, the use
LLMs will specifically foster a deeper integration of “bottom-up” data-driven AI with
“top-down” symbolic AI, i.e., an integration of LLMs with the most recent theoretical
results in formal deontic logic and argumentation (Wyner and Peters, 2011; Ashley, 2017;
Sun and Robaldo, 2017). In this work, we show:

• How GPT-3 can achieve remarkable results in recognising legal and deontic rules

• How existing symbolic knowledge can be employed to further exploit GPT-3 po-
tential

Although the idea of using AI to automatically extract rules and deontic modalities from
legal text is not new (see Section 2), there are some important obstacles which usually
prevented the AI&Law community from achieving better results, namely the lack of
available data designed ad hoc for the classification of rules and deontic modalities. In
fact, annotating and creating this kind of data is not just time-consuming but also costly,
and it requires domain experts, who are not always available.

On the other hand, the creation of high-quality datasets is usually in trade-off with
the size of these datasets, which in turn limit the accuracy of standard Machine Learning
classifiers (e.g., (Boella et al., 2013)), especially those employing deep neural architectures
(e.g., (Song et al., 2022)), which notoriously need huge amounts of data.

In this regard, LLMs recently paved the way towards a new paradigm in AI, sometimes
referred to as “Transfer Learning”, which indicates the idea that we can use LLMs by
transferring what they “learnt” during their pre-training phase to downstream tasks and
downstream data. This showed the ability of these models to achieve impressive results
even on small datasets. For these reasons, many researchers started using LLMs like
BERT (Devlin et al., 2018) which is one of the most famous examples of successful
pre-trained neural architectures, used in many downstream tasks (including tasks which
employed very small datasets (Liga and Palmirani, 2020)).

In the past years, some legal XML standards have been proposed, which are capable
of providing researchers with machine-readable legal knowledge. The most popular one
is undoubtedly Akoma Ntoso, a.k.a. LegalDocML1, which is used to represent legal
documents in XML format, thus allowing to encode the structure of legal documents
(sections, preambles, articles, etc.) as well as metadata related to the nature and the
history of such documents. Another legal XML standard is LegalRuleML2, which is
capable of representing the logical dimension of legal documents, including logical deontic
rules, related for example to obligations and permissions.

In this work, we want to use these XML standards in combination with one of the most
PML in the world, and probably the most popular so far, namely GPT-3. Specifically,
this paper will show the potential of using legal XML documents as source of data for
applying GPT-3 on downstream tasks such as LRC.

1https://www.oasis-open.org/committees/legaldocml
2https://www.oasis-open.org/committees/legalruleml
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As said above, LRC, and in particular the automatic classification of deontic rules
from natural language, is a task which has received little attention by the AI&Law com-
munity, despite its usefulness within legal expert systems. This task consists in classifying
single legal sentences or single legal provisions as containing deontic modalities such as
Obligations, Prohibitions and Permissions (Nguyen et al., 2022) (Liga and Palmirani,
2022b).

In the Section 2, we will describe some related works, while Section 3 will shortly
describe the role of LegalXML standards. In Section 4, we will give a brief overview
of our method, including a short introduction on both the data extraction technique
(2.1) and the classification technique (2.2). In the following two sections, we will give
a more exhaustive description of the retrieved data (Section 5), and a detailed report
on the experimental settings with their respective results (Section 6). In particular, we
present four experimental scenarios and two prompt strategies, i.e., eight settings in total.
Finally, Section 7 concludes the paper.

2 Related Works

There have been (relatively few) attempts in literature to employ NLP methodologies to
automatically detect rules in legal documents. Among these first attempts, one can find
studies tackling the classification of deontic elements (Dragoni et al., 2018) as parts of a
wider range of targets (Kiyavitskaya et al., 2008) (Waltl et al., 2017), (Gao and Singh,
2014), (de Maat and Winkels, 2008). Among these first attempts to classify obligations
from legal texts there is (Kiyavitskaya et al., 2008), which focused on the regulations
of Italy and US. Their method employed word lists, grammars and heuristics to extract
obligations among other targets such as rights and constraints. Another work which
tackled the classification of deontic statements is (Waltl et al., 2017), which focused on
the German tenancy law and classified 22 classes of statements (among which there were
also prohibitions and permissions). The method used active learning with multinomial
naive bayes, logistic regression and multi-layer perceptron classifiers, on a corpus of 504
sentences. In (Gao and Singh, 2014), the authors used machine learning to extract six
classes of normative relationships: prohibitions, authorizations, sanctions, commitments
and powers.

As mentioned above, the first studies which tackled the classification of deontic rules
focused on deontic elements as parts of a wider range of targets. Perhaps the first study
which mainly focused on the deontic sphere is (Neill et al., 2017). This work was focused
on the financial legislation to classify legal sentences using a Bi-LSTM architecture, with
a training dataset containing 1,297 instances (596 obligations, 94 prohibitions, and 607
permissions).

While the majority of the studies related to LRC are strongly focused symbolic and
rule-based Artificial Intelligence (Wyner and Peters, 2011), (de Maat and Winkels, 2008),
some studies instead focused on the use of the neural networks (Neill et al., 2017),
(Chalkidis, Androutsopoulos, and Michos, 2018) and LLM (Shaghaghian et al., 2020),
(Joshi, Anish, and Ghaisas, 2021), (Liga and Palmirani, 2022b). To the best of our
knowledge, the first study which employed a language model (i.e., BERT) for the clas-
sification of deontic sentences are (Shaghaghian et al., 2020) and (Joshi, Anish, and
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Ghaisas, 2021). (Shaghaghian et al., 2020) used four pre-trained architectures (BERT,
DistilBERT, RoBERTa, and ALBERT) but focused just on the binary detection duties vs
non-duties. (Joshi, Anish, and Ghaisas, 2021) also focused on permissions, achieving an
average precision and recall of 90% and 89.66% respectively. A recent work, from which
this paper is inspired, showed how to use BERT (Devlin et al., 2018), DistilBERT (Sanh
et al., 2019) and LegalBERT (Chalkidis et al., 2020) to classify obligations, permissions
and constitutive rules automatically (Liga and Palmirani, 2022b), inspired in turn by
previous positive results using Tree Kernel algorithms (Liga and Palmirani, 2022a)

Among these studies, no one attempted to use generative LLM, which recently gained
immense success thanks to the release of GPT-3 and ChatGPT (Brown et al., 2020). In
this work, we want to cover this gap, fostered also by the fact that GPT-3 is currently
the most powerful language model, or at least the one which received most enthusiastic
attention by media and scientific communities.

Therefore, similarly to (Liga and Palmirani, 2022b), our work presents a transfer
learning approach of machine learning, which combines the symbolic information of legal
XML formats with the sub-symbolic power provided by GPT-3. By leveraging the infor-
mation channeled by the biggest LegalRuleML knowledge base available, we present four
different scenarios of classification:

1. Rule vs Non-rule

2. Deontic vs Non-deontic

3. Obligation vs Permission vs Non-deontic

4. Obligation vs Permission vs Constitutive Rule vs Non-rule

The novelty and the power of generative AI methodologies jointly with the combined use
of LegalDocML and LegalRuleML are two major contributions of this study, along with
the design of the experimental settings in four different classification scenarios using two
different prompt strategies. In addition, legal XML formats such as LegalDocML and
LegalRuleML are usually written and validated by legal experts. In other words, for the
task of detecting deontic classes, the extraction of data from this kind of documents can
arguably offer a more convenient and robust solution compared to the use of general-
purpose datasets which might be only partially related to the deontic sphere.

3 LegalXML

This work exploits the potential of two renowned LegalXML standards: LegalDocML and
LegalRuleML, which are key in the field of AI&Law and Legal Knowledge Representation.

LegalDocML applies the XML standard specifically to legal documents. This sys-
tem encodes legal and legislative documents into a structured, machine-readable format,
thereby facilitating their management and exchange across various systems and plat-
forms. LegalDocML is highly valued for its ability to streamline the processing and
analysis of legal documents. This is achieved by standardizing the format of these doc-
uments, allowing them to be interpreted, displayed, and stored uniformly across any
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system. Furthermore, LegalDocML bolsters the accuracy and efficiency of legal doc-
ument comparisons and improves their interoperability. Consequently, this facilitates
legal practitioners, institutions, and software developers to share and utilize information
harmoniously in a standardized format.

LegalRuleML encompasses features for representing the norms and rules in legal
documents. Much like LegalDocML, LegalRuleML is also XML-based, allowing the em-
bedding of rules and logic into a machine-readable format. LegalRuleML is advantageous
as it enables automated reasoning about the content of legal documents from a normative
provisions perspective. It assists in managing and manipulating large volumes of legal
norms, linking rules to relevant legal or legislative documents based on underlying legal
theories. Essentially, LegalRuleML renders the normative dimension of legal documents
computationally understandable, thus enhancing accessibility and facilitating the devel-
opment of advanced legal tech solutions. These include document automation, knowledge
extraction, and legal texts analysis. Through this, systems can ensure a consistent in-
terpretation and application of laws, legal rulings, and policies, thereby boosting the
efficiency and accuracy of automated legal systems.

4 Methodology

The objective of this work is twofold. On the one hand, it aims at showing that Legal-
DocML and LegalRuleML can be combined to feed generative AI machine learning al-
gorithms with reliable data for the classification of deontic rules. On the other hand, it
aims at testing the use of transfer learning on the task of deontic rule classification. The
first aspect (i.e., the combination of LegalDocML and LegalRuleML) is related to the
methodology that has been used to extract the legal knowledge and data. The second
aspect (i.e., the usage of transfer learning as machine learning algorithm) is related to the
methodology for the classification. The combination of these two methodological aspects
(i.e., method of data/knowledge extraction and method of classification) can be defined
as a Hybrid AI approach, since it combines symbolic knowledge with sub-symbolic knowl-
edge (Gomez-Perez, Denaux, and Garcia-Silva, 2020), (Rodŕıguez-Doncel et al., 2020),
(Liga, 2022).

4.1 Data Extraction Method

Regarding the methodology, we replicated the approach proposed in (Liga and Palmirani,
2022a) and (Liga and Palmirani, 2022b), where some machine learning classifiers were
trained, in supervised settings, on the information contained in two legal XML formats,
namely LegalDocML and LegalRuleML.

As in (Liga and Palmirani, 2022b), a major contribution of this work is on the nov-
elty and the power of transfer learning methodologies jointly with the combined use of
LegalDocML and LegalRuleML3.

Similarly to (Liga and Palmirani, 2022a) and (Liga and Palmirani, 2022b), this work
used a dataset of 707 atomic legal provisions found in the European General Data Pro-

3Also, legal XML formats such as LegalDocML and LegalRuleML are documents which are written
by legal experts, providing machine learning algorithms with high quality data.
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tection Regulation (GDPR). The data was obtained from the DAPRECO Knowledge
Base (D-KB for short) (Robaldo et al., 2020), which is the largest knowledge base in
LegalRuleML as well as the largest knowledge base formalized in reified Input/Output
Logic (Robaldo, 2021).

The D-KB represents the logical-deontic dimension of the GDPR and it currently
contains 966 reified I/O logic formulas, including 271 obligations, 76 permissions, and
619 constitutive rules. Constitutive rules are used to trigger specific inferences for the
modeled rules and are distinct from obligations or permissions in that they do not con-
vey information about deontic modalities. DAPRECO also includes connections between
each formula and its corresponding structural portion of the legal document in the Legal-
DocML representation of the GDPR, allowing for a link between the logical-deontic as-
pects of legal documents, represented by the 966 Input/Output formulas in DAPRECO,
and the natural language statements in the legal text, represented by the LegalDocML
representation of the GDPR. The combination of LegalDocML and LegalRuleML is also
helpful in reconstructing the exact natural language target, such as by combining lists of
obligations in legal texts into a single sentence. In this regard, the role of LegalDocML is
particularly important, allowing for the reconstruction of atomic provisions (e.g., when
a provision is split into a list).

Figure 1: Knowledge extraction from LegalDocML and LegalRuleML. Note that each
extracted instance refers to an atomic normative provision (generally contained in para-
graphs or points), and may sometimes consist of more than one sentence.

By combining the structural information from LegalDocML and the deontic information
in LegalRuleML we extracted 707 labelled legal provisions in total. The labels of these
sentences are the same as those provided by DAPRECO with the addition of a “non-
rule” category. We abbreviated “obligationRule”, “permissionRule”, “constitutiveRule”
in “obligation”, “permission” and “constitutive” respectively.

The class “obligation” is referred to those sentences which have at least one obligation
rule in their related formulæ. The class “permission” is referred to those sentences which
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have at least one permission rule in their related formulæ. The class “constitutive” is
referred to those sentences which just constitutive rules in their related formulæ. We
also considered a class “non-rule” which is referred to all sentences which have no legal
rule at all, and “non-deontic” which is referred to all sentences which does not contain
neither obligations nor permissions (they may still contain constitutive rules, though)4.

These labels allow for four different experimental settings, as shown in Table 1, which
provide different levels of granularity as shown in Figure 2.

Figure 2: Levels of granularity of the four classification scenarios.

4.2 Classification method

Regarding the transfer learning classification method, we fine-tuned GPT-3 (Brown et
al., 2020) on our dataset of 707 extracted legal provisions. For the fine-tuning approach
we engineered two different simple prompts to give GPT-3 the necessary instructions for
classifying the atomic provisions’ classes.

Our first prompt has the following template:

4For the multi-classifications (i.e. Scenario 3 and 4) four statements have been removed, since the
classes “obligation” and “permission” overlapped.
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prompt: “[ATOMIC LEGAL PROVISION] ->”

completion: “ [CLASS AS NUMBER]”

Where “[ATOMIC LEGAL PROVISION]” is the single atomic provision extracted from
LegalDocML and LegalRuleML, while“->” is our classification marker, while “\n” stands
for a new line. The completion of this prompt is the class represented as a number (in
the case of scenario 4, numbers 0, 1, 2, 3 stand for “none”, “obligation”, “permission”
and “constitutive” respectively).

We also tested a second prompt, namely:

prompt: “[ATOMIC LEGAL PROVISION]\n\nThe previous text is a ->”

completion: “ [CLASS NAME]”

This time, the completion of this prompt is the class of the atomic legal provision repre-
sented as words (not as numbers). An example of legal provision marked using prompt
1 is the following:

Figure 3: Example of legal provision with prompt 1

An example of legal provision marked using prompt 2 is the following:

Figure 4: Example of legal provision with prompt 2

5 Data

In this study, we employed a dataset containing a total amount of 707 atomic normative
provisions5 extracted from the European GDPR (General Data Protection Regulation).
In particular, as already explained above, we gathered the normative provisions of the
GDPR by employing the D-KB (Robaldo et al., 2020), which represents in LegalRuleML
the norms of the GDPR. The current version of the D-KB6 includes 966 formulas in
reified Input/Output logic: 271 obligations, 76 permissions, and 619 constitutive rules.
As explained in (Robaldo et al., 2020), the number of constitutive rules is much higher

5For the selection of the provisions, we excluded preamble and conclusion from the main legal doc-
ument of the GDPR, thus keeping just the provisions within the body of the GDPR. These provisions
are generally paragraphs or list points, and may sometimes consist of more than one sentence.

6The D-KB can be freely downloaded from: https://github.com/dapreco/daprecokb/blob/master/
gdpr/rioKB_GDPR.xml
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than permissions and obligations because constitutive rules are needed to trigger special
inferences for the modelled rules. In other words, while constitutive rules are an indicator
of the existence of a rule, they do not give information about deontic modalities.

An important aspect of the D-KB is that it contains the references to the structural
elements (paragraphs, point, etc.) where each norm of the GDPR, represented in the
D-KB as an if-then rule, can be found. More precisely, it refers to the LegalDocML
representation of the GDPR, where all structural elements of the GDPR can be found
following the LegalDocML standards7. In other words, using a LegalRuleML knowledge
base like the D-KB and the corresponding LegalDocML representation, it is possible to
connect the logical-deontic sphere of legal documents to the natural language statements
in the legal text, provided by the LegalDocML representation of the GDPR.

It is important to remark that this combination of LegalDocML and LegalRuleML
also facilitates the reconstruction of the exact target, in terms of natural language, where
each provision is located. For example, many obligations of legal texts are split into lists,
and LegalDocML is crucial to reconstruct those pieces of natural language into a unique
piece of natural language. For example, Article 5 of the GDPR8 states:

As can be seen in the text above, paragraph 1 of Article 5 is a list composed of an
introductory part (“Personal data shall be:”) and different points. For simplicity, we
only reported the first three points of paragraph 1, namely point a, point b and point c.
From the point of view of the natural language, each deontic sentence is split between

7The LegalDocML representation of the GDPR can be currently accessed and downloaded from https:

//github.com/guerret/lu.uni.dapreco.parser/blob/master/resources/akn-act-gdpr-full.xml.
8https://eur-lex.europa.eu/eli/reg/2016/679/oj\#d1e1807-1-1.
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the introductory part (which contains the main deontic verb “shall”) and the text of each
point. While the introductory part contains the main deontic verb, the actual deontic
information is contained within each point.

The LegalDocML formalization for point a is the following:

In the D-KB, which employs a LegalRuleML, a series of <Legal Reference> elements can
be found, which contain the structural portion where the deontic formulas are located,
referenced by using the LegalDocML naming convention9. For example, the reference of
the above mentioned point a is encoded in the D-KB as follows:

9https://docs.oasis-open.org/legaldocml/akn-nc/v1.0/csprd01/akn-nc-v1.0-csprd01.html.
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in which the “refersTo” attribute indicates the internal ID of the reference, and the
“refID” attribute indicates the external ID of the reference using the LegalDocML naming
convention. The prefix “GDPR” stands for the LegalDocML uri of the GDPR, namely
“/akn/eu/act/regulation/2018-05-25/eng@2018-05-25/!main#”.

In turn, this <LegalReference> element is then associated to its target group of logical
statements, which collects the group of logical formulas related to this legal reference (so,
in this case, related to point a of the first paragraph of Article 5 ). Such association is
modelled as follows:

Where the attribute “keyref” of the target connects the source to the collection of state-
ments whose “key” attribute is “statements1”:
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It is important to underline that each natural language statement can have multiple
formulas in the logical sphere. For this reason, the element <Statements> here shows a
collection of two logical formulas.

To finally associate the portion of natural language extracted from LegalDocML to a
class related to the logical sphere (i.e. the deontic class), one must look at the <Context>
elements which are related to the two formulas we found.
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As can be seen from the text above, the first formula (which is called here “state-
ments1Formula1”) is associated with the ontological class “obligationRule”, while the
second formula (which is called “statements1Formula2”) is associated with the ontolog-
ical class “constitutiveRule”. This means that the piece of natural language expressed
in point a of the first paragraph of Art. 5 of the GDPR contains, at the logical level, a
constitutive rule and an obligation rule.

Figure 6 shows the full series of steps from the natural language sphere (located in
the LegalDocML) to the logical sphere (i.e. the LegalRuleML formalization) where the
deontic classes are located. The figure explains step-by-step how the combination of
LegalDocML and LegalRuleML helped us in the extraction of annotated labelled data.

6 Experiment settings and results

As far as the experimental settings are concerned, the dataset was divided into training
and validation sets, with a 80/20 split10. Moreover, we employed Ada as engine for
GPT-3 we employed Ada, the standard choice for classification tasks. Also, we noticed
empirically that GPT-3’s Ada outperforms Davinci in simple classification tasks, while
Davinci is more appropriate in generative tasks. We reported the results of BERT (Devlin
et al., 2018), distilBERT (Sanh et al., 2019) and LegalBERT (Chalkidis et al., 2020),
taken from (Liga and Palmirani, 2022b), which we used as baselines, and we also reported
our two fine-tuned GPT-3 models. These two fine-tuned language models has been
achieved after 4 epochs of fine-tuning. As far as the hyper-parameters are concerned, we
set the learning rate multiplier at 0.1, the prompt loss weight at 0.01 and the batch size
at 1. The final results on the validation set are reported in Table 2 and 3, where it can be
seen that all fine-tuned GPT-3 models outperforms the previous results taken from (Liga

10Note that this ratio was slightly different in (Liga and Palmirani, 2022b).
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and Palmirani, 2022b), both in terms of F1 scores (Table 2) and in terms of accuracy
(Table 3). Figure 6 shows a graph with accuracy and F1 scores for our two fine-tuned
models.

Figure 5: Description of the process of class extraction from LegalDocML and
DAPRECO.
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Regarding scenario 1 (i.e., the binary classification between rules and non-rules) we
achieved .91 of F1 score with prompt 2 and .90 with prompt 1, while the best previ-
ous result was .88 with DistilBERT.

In the second scenario, which consists in performing a binary classification between
deontic rules (obligations and permissions) vs non-deontic rules (i.e., everything which
is neither an obligation nor a permission), GPT-3 reached .93 of F1 score, against .92
(DistilBERT). This is the only scenario where the baseline competed with GPT-3.

Regarding the third scenario, consisting in a multi-class classification involving obli-
gations and permissions against “non-deontic” (i.e., everything else which is neither an
obligation nor a permission), GPT-3 reached .94 of F1 score, against .88 (BERT).

The most significant improvement is related to the most difficult scenario, the fourth
one, which involves the most granular classification, considering all the available classes
(obligation, permission, constitutive rule, non-rule). While LegalBERT, the previous
highest result, achieved .81 of weighted F1 score, our fine-tuned GPT-3 models reached
.93 of weighted F1 score, more than one decimal point.

As can be seen from Table 3, the relative improvement from the baseline is more
evident when considering accuracy as evaluation metric.

7 Conclusion and Future works

In this work, we showed that autoregressive generative LLMs like GPT-3 can outperform
auto-encoding LLMs like BERT achieving higher performances in the task of Legal Rule
Classification (LRC). We performed LRC on four multiclass classification scenarios, in-
volving obligations, permissions, constitutive rules and “non-rules” (i.e., legal provisions
which do not contain any kind of rule).

Importantly, our work shows how Hybrid AI approaches can successfully combine
symbolic and sub-symbolic Artificial Intelligence. On the one side, we provide legal expert
knowledge encoded in LegalXML formats such as LegalRuleML and Akoma Ntoso. On
the other side, we leverage the power of GPT-3, arguably the most powerful language
model currently available for fine-tuning in the field of Artificial Intelligence. This Hybrid
AI approach shows the potential of combining top-down (knowledge-driven) approaches
with bottom-up (data-driven) methods.

To the best of our knowledge, this paper is the first to fine-tune GPT-3 (currently one
of the most powerful and intensively discussed models) on legal data. Although our work
showcases the impressive capabilities of LLMs to learn from small quantities of data,
as well as the superiority of GPT-3 over other LLMs, more experiments are required to
validate these trends using different legal datasets.
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Figure 6: Accuracy for the four classification scenarios considering the two prompts.

Figure 7: F1 scores for multiclass scenarios (scenarios 3 and 4) and for binary classifica-
tions (scenarios 1 and 2) on the left and right respectively.
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In future work, we plan to test GPT-3 with a broader range of prompts in order to
evaluate its performance in more complex and fine-grained tasks related to LRC and deon-
tic modality classification. The potential to better interrogate the detail in this data may
be particularly intriguing when combined with other NLP tasks like SRL (Humphreys et
al., 2021). Another exciting prospect is creating expert systems that can identify legal
requirements automatically and check compliance accordingly.

While the latest GPT-4 is currently unavailable for fine-tuning (OpenAI announced its
upcoming accessibility), we plan to conduct a number of few-shot learning experiments
with GPT-4 and compare the results with the current fine-tuning scenario. We also
plan to employ other LLMs such as MPT(Team, 2023), Dolly-v2(Conover et al., 2023),
BLOOM(Scao et al., 2022), LLaMA(Touvron et al., 2023).
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