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The Important Role Played by High-Temperature
Tensile Testing in the Representation of Minimum
Creep Rates Using S-Shaped Curve Models

M. EVANS

It is important to characterize the creep life of materials used in power plants and aeroengines.
This paper illustrates the important role played by a material’s tensile strength in enabling
accurate creep property representations to be made. It also shows that published high-temper-
ature tensile strength values are not always suitable for use in certain creep models due to its
strain rate dependency. To deal with the absence of such suitable date on tensile strength, this
paper estimates such values directly from minimum creep rate data. When this technique is
applied to models that represent the relationship between minimum creep rates and normalized
(with respect to tensile strength) stress using S-shaped curves, an improvement in the fit to data
on 2.25Cr–1Mo steel was observed. The findings suggest an important need for future research
into the most appropriate strain rates to be used in high-temperature tensile testing when the
purpose is to use the resulting tensile strength values for use in creep modeling.
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I. INTRODUCTION

ALTHOUGH complex stresses and temperatures are
often encountered by materials used in power genera-
tion, design decisions are generally made on the basis of
an ‘‘allowable’’ tensile creep strength. This strength is
commonly taken to be 67 pct of the average stress (up to
1088 K).[1] Currently, expensive testing lasting 12 to
15 years is required to determine the long-term strengths
and lives. A reduction in this ‘materials development
cycle’ was therefore defined as the No. 1 priority in the
2007 UK Energy Materials—Strategic Research.[2] With
the aim of reducing this development cycle, a new group
of parametric creep models have been developed in
recent years that are characterized through their use of
an S-shaped curve to describe the relationship between
the minimum creep rate and a normalized stress at a
fixed temperature. In these models, rmax is defined as
stress that will induce—in practical terms—instanta-
neous creep rupture when it is instantly applied (so
inducing a very high strain rate) to a specimen in a creep
test. It follows therefore that rmax can be taken as the
tensile strength as measure through a standard
high-temperature tensile test, subject to the condition

that such a test is conducted at a sufficiently high strain
rate. These S-shaped curve models are further charac-
terized by the fact that they contain some sensible
boundary conditions. Namely, when r = rmax failure
will occur instantaneously and as the stress approaches
zero, the time to failure tends to become infinitely large.
These should be viewed as mathematical conditions
characteristic of the creep model equation because given
the Monkman–Grant[3] relation, a failure time
approaching zero implies a minimum creep rate
approaching infinity, which has no current physical
basis.
Evans[4] recently specified a mathematical model that

encompasses two of these S-shaped curve models that
are present in the literature on creep
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where _eM is the minimum creep rate, R is the universal
gas constant, r stress, T is absolute temperature, and
Qc is the activation energy for creep. A and n are addi-
tional model parameters. This model is characterized
by an S-shaped relationship between _eM and r/rmax at
constant temperature with boundaries _eM ! 1 as r/
rmax fi 1 and _em ! 0 as r/rmax fi 0, provided n> 0.
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Equation [1b] is the creep model put forward by Yang
et al.[5] and Wang et al.[6] and at constant temperature
describes a logistic S-shaped curve. Hence, this paper
will refer to this as the Logistic S curve model. Then as
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Equation [1c] is the creep model first put forward by
Wilshire and Battenbough[7] and at constant tempera-
ture describes a Weibull S-shaped curve. Consequently,
this will be referred to as the Weibull S curve model. k
can also be rescaled to fall within the limits 0 to 1
through the transformation k* = k�0.5 (so that when
k = 1, k* = 1 and as k fi ¥, k* fi 0). This rescaling
helps in the process of estimating a value for k. The
creep model given by Eq. [1a] will be termed an
S-shaped curve model as it incorporates a variety of
different S-shaped curves (the shape being determined
by the value for k) to describe the relationship between
_eM and r/rmax at constant temperature.
Once a prediction for _eM has been made using

Eq. [1a], the Monkman–Grant[3] relation can then be
used to convert this to a failure time provided this
relation is stable over time

tF ¼ M_eqM where q<0; ½1d�

where M and q are model constants.
In applications of these S-shaped curve models, most

researchers have used rTS values supplied by the same
testing institutes that generated the uniaxial creep
curves. For example, NIMS Creep Data Sheet 3B[8]

published by the Japanese National Institute for Mate-
rials Science (NIMS) contains minimum creep rates for
2.25Cr–1Mo obtained from constant load uniaxial tests,
and the same sheet has high-temperature tensile test
results (and thus rTS values) conducted at a constant
strain rate of 0.00125 s�1. Researchers have tended to
use these rTS values to define rmax in S-shaped curve
models. However, there is some evidence in the litera-
ture to suggest that a strain rate of 0.00125 s�1 for this
material may be too low and not appropriate for use in
Eq. [1a]. However, it is often not possible to use such
additional and extraneous tensile strength data because
i. there are mismatches between temperatures and ii. the
chemical composition and heat treatments of the
batches used in the extraneous data sets are different
from that in the creep data set.

Consequently, the aim of this paper is then to try and
estimate an appropriate value for rmax directly from the
creep data itself—so removing the need to use tensile

strengths. This can be done by treating rmax as just
another parameter to be estimated in the S-shaped curve
model of Eq. [1a]. That is, rmax is obtained from actual
minimum creep rates, by finding a value that makes the
minimum creep rates most consistent with the constraint
in the S-shaped curve model that infinite minimum creep
rates occur when r = rmax. The paper is therefore
structured as follows. The next contains more informa-
tion on the NIMS creep data set and some additional
extraneous tensile testing data sets. It is followed by a
section reviewing the strain rate dependency in
high-temperature tensile testing. There then follows
two sections outlining a way to estimate rmax from
Eq. [1a] and detailing the results of applying this method
to all the NIMS creep data on minimum creep rates. A
conclusion section then gives some recommendations
for future work.

II. EXPERIMENTAL DATA

A. Japanese National Institute for Materials Science
(NIMS) Data

This paper makes use of information in NIMS Creep
Data Sheets 3B & 50A, published by the Japanese
National Institute for Materials Science (NIMS).[8,11]

These sheets have extensive data on twelve batches of
2.25Cr–1Mo (according to ASTM A 387, Grade 22)
steel where each batch has a different chemical compo-
sition that underwent one of four different heat treat-
ments—details of which are given in Reference 8. One
batch (and only one) of this 2.25Cr–1Mo steel, the MAF
batch, has measurements on minimum creep rates. The
testing material was in tube form that had an outside
diameter of 50.8 mm, a wall thickness of 8 mm, and a
length of 5000 mm with a chemical composition and
heat treatment as shown in Table I. Specimens for
tensile testing were taken longitudinally from this
material. Each test specimen had a diameter of 6 mm
with a gauge length of 30 mm. The high-temperature
tensile tests carried out on these specimens were
obtained using a strain rate of 0.005 pct/s up to 1 pct
proof stress and then at 0.125 pct/s until failure. The
lower of these two strain rates are applied over mainly,
but not exclusively, the elastic deformation range and
hence can be discounted.
NIMS Creep Data Sheet 3B and 50A[8,11] also

contains constant load creep test results. This paper
only uses creep results from the MAF batch. Figure 1
plots the minimum creep rates obtained for the MAF
batch at the different stresses and temperatures used by
NIMS. The relationship between the minimum creep
rate and the test conditions is quite complicated for this
batch, which has made it very difficult to model and
predict such rates using parametric creep models. (The
data point circled at 923 K has a failure time of
5080 hours associated with it and this is the only point
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not conforming to the split described by the vertical
dotted line.)

B. Some extraneous data

The first set of extraneous data on high-temperature
tensile properties for 2.25Cr–1Mo steel is published by
Bueno and Sobrinho.[9] The steel used for testing was
supplied in plate form with 25.4 mm thickness in the
normalized and tempered condition. Table I gives more
information on its chemical composition. Metallo-
graphic analysis indicated the presence of 30 pct bainite
and 70 pct ferrite. This material was tested at strain rates
up to 0.01 s�1. The tensile specimens were extracted
from the rolling direction. A gauge length of 25 mm and
an initial diameter of 6.25 mm were used. The second set

of extraneous data on high-temperature tensile proper-
ties for 2.25Cr–1Mo steel is published by Klueh and
Oakes.[10] The steel used for testing was supplied in plate
form with 25 mm thickness. Table I gives more infor-
mation on its chemical composition and heat treatment
and the microstructure after this treatment was entirely
bainite. This material was tested at strain rates up to
144 s�1.

III. STRAIN RATE DEPENDENCY

Figure 2 shows the tensile strength measurements
made by NIMS for the MAF batch of steel. These
measurements were obtained using a constant strain rate
of 0.00125 s�1. From the figure it is observed that there

Fig. 1—Relationship between stress, temperature, and minimum creep rates for the MAF batch of 2.25Cr–1Mo steel contained in NIMS creep
data sheet 3B and 50A.[8,11]

Table I. Chemical Composition for Different Batches of 2.25Cr–1Mo Steel (Pct/Wt)

Source Cr Mo C Si Mn P S Ni Cu Al

MAF[8] 2.46 0.94 0.1 0.23 0.43 0.011 0.009 0.008 0.07 0.005
Bueno and Sobrinho[9] 2.09 1.08 0.097 0.32 0.50 0.007 0.002 0.03 0.01 0.05
Klueh and Oakes[10] 2.17 0.91 0.12 0.33 0.56 0.001 0.015 0.16 — —

Balance Fe. The material used in Ref. [8] was normalized and tempered by heating for 20 minutes at 930 �C and then air cooled: it was tempered
for 130 minutes at 720 �C and again air cooled. The material used in Ref. [10] was normalized and tempered by heating for 1 hour at 927 �C and then
air cooled: it was tempered for 1 hour at 704 �C and again air cooled.
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is a complex temperature dependency, but over the
typical creep temperature range the tensile strength
drops off with increasing temperature. Figure 3(a) shows
the rTS values obtained by Bueno and Sobrinho[9]

(digitized from a figure in their paper and so are to be
viewed as approximate values). Due in part to the
differing chemical compositions and heat treatments, the
measured tensile strengths at a comparable strain rate
are about 100 MPa higher than in the NIMS data set.
For all temperatures (except perhaps for the lowest
shown temperature), the tensile strength continues to
rise for strain rates that are higher than that used by
NIMS. The Klueh and Oakes[10] data shown in
Figure 3(b) were obtained at even higher strain rates
up to 144 s�1. Again their measurements are around
100 MPa higher than the NIMS results at a comparable
strain rate. Their data reveal that the tensile strength
continues to rise above the maximum value used by
Bueno and Sobrinho[9] and indeed continues to rise as
the strain rate increases to 144 s�1 at higher
temperatures.

The two extraneous data sets tend to suggest that the
NIMS tensile measurements are inappropriate to use for
rmax in Eq. [1a] because they are too low in value—due
to using a strain that is too low. Unfortunately, the data

in Figure 3 cannot be used instead because they are
much higher in value at the comparable strain rate of
0.00125 s�1 (due to that data having a different heat
treatment and chemical composition). There is also a
mismatch in temperatures as well. Hence, the need to try
an estimate rmax directly from the creep data itself.

IV. METHOD FOR ESTIMATING
THE PARAMETERS OF S-SHAPED CURVE

MODELS

A. The Activation Energy for Creep, Qc

The first step to fully quantify the model given by
Eq. [1a] is to determine the activation energy for
creep—Qc. Equation [1a] suggests that Qc must be
determined from measuring the _eM values at different
temperatures by keeping the stress ratio r/rmax constant.
None of the creep rupture data in Reference 8 were
deliberately measured under this condition. But, by
analyzing the NIMS data set, it was possible to identify
five sets of data that approximately meet the condition
that r/rTS is constant. These data sets are shown in
Figure 4 which plots ln _eM against 1000/RT. The
numbers shown at the end points of the best fit lines

Fig. 2—Tensile strength values for the MAF batch of steel published by NIMS (strain rate = 0.00125 s�1).
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are the approximate r/rTs values associated with these
data points. At normalized stresses exceeding 0.41, the
slopes of the two lines are approximately equal and
correspond to an estimated average activation energy ofcQc =340 kJ mol�1. At normalized stresses below 0.24,
the slopes of the three lines show a little more variability
with an activation energy ranging between 144 and

243 kJ mol�1 with an average value of cQc = 190
kJ mol�1.

While there is no way of testing whether these two
activation energies are statistically significantly different
from each other, the size of the difference between them
suggests this is likely to be the case. And this would be
consistent with creep mechanisms described for this
material by Whittaker and Wilshire[12] and Whittaker
and Harrison[13] (With just two data points to define
each line in Figure 4, the uncertainty associated with
each shown Qc value is unquantifiable. Nor is it possible
to attach confidence bounds to their averages because it
depends in part on the standard error of each Qc value in
Figure 4).

Whittaker and Wilshire[12] argued that at the highest
stresses (corresponding to stresses above the materials
yield stress) new dislocations multiply rapidly during the
initial strain on loading, i.e., plastic deformation takes
place by a dislocation glide mechanism. Thereafter,
dislocation creep begins where the main obstacle to their
movement is the changed dislocation substructure upon

high stress loading. Over medium stresses (where the
stress is below the yield stress), specimens deform
elastically upon loading and the dislocation substructure
remains mainly as it was before testing begins. Disloca-
tion creep must occur not so much by the generation of
new dislocations but more by the movement of the
dislocations pre-existing in the as-received bainitic
microstructure. Dislocation creep is therefore present
from the start with the main obstacles to their move-
ment being precipitates such as M2C-type carbides. The
lowest stress regime is characterized by very long test
durations that degrade the initial bainitic microstruc-
ture—the original lath-like structure entirely disappears.
This could explain the lower activation energy seen in
Figure 4 at the lowest stresses.

B. The Maximum Stresses, a and b

Using the above estimates for Qc, Eq. [1a] can be
written as (including an error term e to pick up the
experimental scatter)

ln _eM½ � þ cQc
1

RT

� �
¼ ln A½ � � n ln s½ � þ e: ½2�

Then values for A, n, and rmax can be estimated as
follows. First, choose starting values for rmax to
quantify s, and then use the technique of linear least
squares (LLS) to determine values for parameters A and

Fig. 3—Tensile strength values for the batch of steel studied by (a) Bueno and Sobrinho[9] and (b) Klueh and Oakes.[10]
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n. Thus, these two parameters are given values that
minimize the sum of the squared e values, i.e., minimize
the residual sum of squares (RSS). New values for rmax

can then be selected to redefine s in Eq. [2] and LLS used
again to re-minimize the RSS. If the new RSS is lower
than the original one, the selected rmax values are taken
to be better than the original ones. This search over
many different values for rmax can be structured using a
non-linear search algorithm such as Excels Solver.[14]

The estimates for rmax are those values that result in the
smallest RSS over this search grid. The discontinuities in
the data (caused by Qc changing with stress and the
possibility of A and n changing with stress) can be dealt
with by applying Eq. [2] separately to the different stress

ranges where the data on ln _eM½ � þ cQc
1

RT

h i
v ln s½ � give

straight lines.

C. Consequences of a Varying Activation Energy
for Creep

There is a consequence to the activation energy being
different at the very lowest stresses. It will make it
challenging to use Eq. [1a] to predict small minimum
creep rates using only the larger minimum creep
rates—i.e., make predictions from accelerated tests. If
the smaller rates are not known, it is impossible to
estimate the lower activation energy at the lower
stresses. However, as the start of tertiary creep comes
before the time to failure, one approach would be to
modify the nature of the accelerated test program.
Instead of accelerating the stresses and temperatures to

induce quick failure, the test program could use much
lower stresses and or temperatures and end the test when
the minimum creep rate can be identified. This will still
be a shorter-term test program as tertiary creep starts
well before failure. Such an exercise could form part of
future work, but it prevents extrapolation exercises
being carried out in this paper. Thus, the following
analysis uses all the NIMS data to evaluate how well
Eq. [1a] characterizes the whole data set.

V. RESULTS WHEN USING ALL THE NIMS
DATA

The results of estimating Eq. [1a] using all the NIMS
data and substituting in the NIMS values of rTS for rmax

in Eq. [1a] are shown in Figure 5. It was found that the
R2 value is maximized when k = 1, suggesting the
Logistic S curve model represents the creep data better
than the Weibull S curve model (hence the vertical axis
shows ln[(rmax/r) � 1]). The models fit or interpolated
predictions are shown by the solid segmented line with 2
breaks points and this fit to the data is excellent—with
an R2 value of 99.91 pct. The break at ln(s) = 1.3
corresponds to the change in activation energy. The
resulting slopes of the lines in the highest and low stress
regimes are then very similar (n in the range � 2 to � 3).
The slope of the line in the intermediate stress range is
n = � 11.4.
The results of estimating Eq. [1a] using all the NIMS

data and when estimating rmax using the approach
described above are shown in Figure 6. It was again
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Fig. 4—Plot of ln _eM against 1000/RT (gradients of shown lines correspond to creep activation energy).
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found that the R2 value is maximized when k = 1,
suggesting the Logistic S curve model represents the
creep data better than the Weibull S curve model. The
models fit or interpolated predictions are shown by the
solid segmented line with 2 breaks points and this fit to
the data is excellent—with an R2 value of 99.91 pct. The
break at ln(s) = 1.5 again corresponds to the change in
activation energy. The resulting slopes of the lines in the
highest and low stress regimes are then very similar (n in
the range � 2 to � 4). The slope of the line in the
intermediate stress range is n = � 11.3. It is interesting
to note the values for the parameters A and n are little
changed by estimating rmax. A comparison of Figures 5
and 6 shows that the estimated values for rmax are
markedly higher at all temperatures—especially at lower
temperatures and this is consistent with the results of,
for example, Klueh and Oakes.[10]

These different characterizations of the NIMS
minimum creep rates are further revealed in
Figures 7 and 8. Figure 7 plots the two models’
interpolations in the more familiar stress-time space.
While the differences are not large, the S curve model
that uses the estimated rmax values clearly represent
the entirety of the data best and this is most clearly
seen at higher temperatures. This is further revealed
in Figure 8 which plots the interpolations from the
two models against the actual minimum creep rates.

Again, the differences are visually small, but these are
different representations. For the model that uses the
NIMS tensile strength values the trend line differs
from an ideal 45 deg line. The power term of the
trend line is close to 1 (1.01) and so this trend line
equation reveals that on average the actual minimum
creep rates are some 2.24 times larger than the
model’s interpolations. For the model that is based
on estimated values for rmax, the trend line again
differs from an ideal 45 deg line, but by a smaller
amount. The power term is again close to 1 (1.003)
and so this trend line equation reveals that on average
the actual minimum creep rates are some 1.07 times
larger than the model’s interpolations. What is more,
the R2 value of this trend line is substantially higher
indicating that this model has much less scatter
around the interpolated lines—there is less random
variation around the interpolation curves shown in
Figure 7. Thus, the S-shaped curve model represents
the data better when the NIMS tensile strength values
are abandoned.

VI. CONCLUSIONS

This paper has highlighted the possibility that the
rTS values published by NIMS on 2.25Cr–1Mo steel

Fig. 5—The Logistic S curve representation of minimum creep rates using rTS from NIMS for rmax in Eq. [1a].
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may not be suitable values for rmax in S-shaped curve
models of creep because the strain rate used by NIMS
in their high-temperature tensile testing is too low.

The paper proposed the replacement of NIMS rTS
values with a maximum stress estimated directly from
the creep data itself. This modified model was then
applied to data obtained by NIMS on 2.25Cr–1Mo

Fig. 6—The Logistic S curve representation of minimum creep rates using estimates of rmax instead of rTS from NIMS in Eq. [1a].

Fig. 7—The Logistic S curve models interpolations of _eM at various stresses and temperatures together with the actual _eM values.
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steel. The main findings from this approach are as
follows:

1. The rTS values for this material were shown to be
strain rate dependent even at very high strain rates
and certainly at the strain rates used by NIMS in
their high-temperature tensile testing. This is con-
sistent with this paper’s findings that the estimated
values for rmax obtained using the Logistic S curve
model are much higher than those published by
NIMS.

2. When these rTS values are replaced by rmax using
the estimation procedure developed in this paper,
there is an improved representation of the minimum
creep rate data. The interpolations are closer to the
actual values and there is less random scatter.

3. The Logistic S curve creep model represents the
NIMS creep data better than the Weibull S curve
model.

4. Two activation energies were identified, with the
lower value being associated with microstructure
degradation, the result of prolonged testing at low
stresses.

This last point has implications for the nature of
accelerated testing when the aim of such testing is to life
materials. Instead of accelerating the stresses and tem-
peratures to induce quick failure, test programs on
2.25Cr–1Mo steel should use much lower stresses and
or temperatures than these accelerated values, and the
tests should run only until the minimum creep rate is
identified. These will still be a shorter-term test program
as tertiary creep starts well before failure. Such an
exercise could form part of future work. It would also be
useful to apply this procedure for estimating rmax to

materials (such as 1Cr steel) where there is not a fall in the
activation energy at long test durations to see if the use of
rmax improves extrapolative performance as well as the
interpolative performance observed in this paper. Also,
more experimental work is encouraged into verifying the
most appropriate strain rates to be used in tensile testing
when the purpose is to use the resulting rTS values for use
in S-shaped curve models. This will require more
high-temperature tensile testing at relatively high con-
stant strain rates to determine the stain rate at which rTS
becomes invariant to further increases in the strain rate.
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