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Abstract  
 

Treatment outcomes in radiotherapy can be improved by reducing uncertainties in patient 
set-up, beam delivery and dose distribution. Clarification of arrangements can minimize the dose 
distributed to normal tissues, and facilitate dose escalation. However, heterogeneity can increase 
any ambiguities associated with dose distribution. The treatment planning system (TPS) cannot 
effectively calculate dose distribution in complex heterogeneous areas, which increases 
uncertainty. This research aims to study microscopic dose distribution in temporal bone, cochlea 
and pancreatic stents as applicable to modern radiotherapy treatments. To achieve this aim a 
multiscale approach will be used, as it provides essential information about differences in dose 
distribution between TPS/clinical CT and Monte Carlo (MC)/Micro CT for photons and protons. 
 In the first part of this study, two DICOM series of pancreatic cancer patients were used 
with an inserted stent. A new model includes the atomic composition of the stent material, and 
new stent contouring was introduced to overcome a CT artefact. A PRIMO Monte Carlo model 
was tuned and compared with the TPS dose distribution and a one-beam volume-modulated arc 
therapy (VMAT) plan was created. A significant dose difference was observed when comparing 
the new model and TPS, suggesting increased uncertainty of the dose distribution in clinical 
practice.  
 An open-access DICOM format of the data for the resected temporal bone and cochlea 
tissue was used with the FLUKA MC code to imitate potential high-dose scenarios associated with 
VMAT using the FLOOD option. Twenty-three photon and proton energy levels ranging from 
0.055 to 5.5 MeV for photons and 37.59 to 124.83 MeV for protons were simulated separately to 
calculate dose distribution. Micro CT data shows three density levels in the temporal bone and 
cochlea. The photon distribution in the low energy range 0.055-0.09 MeV, the largest proportion 
of the dose (48.8%) was deposited within high-density bone, whereas above 0.125 MeV, the 
change on dose distribution started to occur where there was greater deposition in low-density 
tissue, reaching 53%. The dose distribution in the soft bone's intermediate density was 26.4% at 
0.07 MeV and dropped to 19.7% at 2.5 MeV. There is a 29% percentage difference in dose 
distribution on the soft bone between the low and high energy. The dose distribution did not change 
significantly in proton between the low, intermediate and high-density areas. The dose distribution 
in 37.59 MeV shows 54.86% in low density, 19.75% in intermediate density and 25.39% in high 
density. A similar outcome was observed in high energy 124.83 MeV, a dose distribution was 
54.21% in low density, 19.79% intermediate density and 26% in high density.  

An advanced model was created to connect the results to a clinical routine when treating 
brain tumours using the VMAT technique. Cases were selected from 280 data sets of patients 
diagnosis with gliomas. Eleven different scenarios were identified. The advanced model shows 
five cases with an enhanced mean dose. The TPS overestimated the mean dose in all cases. In 
some instances, A significant mean dose variance of 8.8% was noticed in two cases. Extra cases 
were selected with a distance between the target and cochlea less than 1 cm. The cases show a 
significant difference in the mean dose and normal tissue complication probability (NTCP) 
models.    
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A model was created to connect the results with Gamma Knife treatment. Thirty-four cases 
of schwannoma were used, and four revealed a significant difference in the scattering dose to the 
cochlea. The maximum difference in mean dose achieved reached 8.3%. 
 Uncertainty due to dose distribution can affect treatment outcomes. For example, hearing 
loss and tinnitus can be side effects of brain cancer radiotherapy treatment. It was found that 
increasing the dose led to a corresponding increased dose reaching the cochlea. Increasing the 
model accuracy using micro-CT data and MC computation helps to control the dose to the cochlea 
by controlling dose distribution. In addition, pancreatic cancer can help achieve higher dose 
escalation to provide better outcomes to patients. Using dose-to-medium calculation, manufactures 
data associated with stent materials, and models based on Micro CT of resected organs can reveal 
uncertainty in dose distribution in heterogeneous areas.   
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Chapter 1: Introduction and background 
 
1.1 Short history of radiotherapy 
 

In 1895, the medical field entered a new era when Wilhelm Conrad Roentgen discovered 

X-rays, and their potential for both imaging and treatment was recognized. Since then, medical 

imaging has been used to visualize different body parts and abnormal tissues, for example, tumour 

regions. Visualizing different body parts can be achieved as a result of the unique properties of X-

rays. X-rays respond differently when interacting with soft tissue and bones, and this allows for 

identification of the differences in the various densities present in the human body. X-ray imaging 

subsequently evolved into computer tomography (CT), which creates a 2D slice image that can be 

transformed into a more complicated 3D image using computer tools (1). In addition to imaging, 

X-rays are used in the treatment of cancer. 

Cancer can be treated to increase the chances of survival through a variety of methods, 

such as surgery, chemotherapy and radiotherapy, or a combination of these. This thesis will focus 

on radiotherapy, in which high-energy X-rays, protons or ions are used to destroy the 

deoxyribonucleic acid (DNA) to slow down or prevent cancer cell reproduction. Radiotherapy 

aims to eliminate cancer cells, while avoiding damaging as many normal cells as possible. A linear 

accelerator delivers high energy particles to kill cancer cells. Further details of the different types 

of radiotherapy treatment and their interactions are covered in the coming chapters.  Some cancers 

can be cured, whereas others cannot. Radiotherapy also helps reduce cancer symptoms to provide 

patients with a better quality of life this is known as palliation. Normal cells can repair themselves 

more efficiently than cancer cells.  

The minimum time required for a normal cell to repair itself is six hours. For this reason, 

radiotherapy doses are delivered in fractions. Fractionation describes the daily delivery of a small 

proportion of a dose until the end of the treatment course is reached. Any radiotherapy treatment 

plan aims to deliver the highest dose possible to target cells, sparing normal cells as much as 

possible. Radiotherapy can result in many side effects; some occur immediately after the treatment 

and others after many years. Side effects can be reduced by increasing the treatment plan's 

accuracy by using an advanced algorithm, increasing the contouring accuracy using advanced 

techniques, implementing a higher imaging resolution and acquiring a better understanding of the 

different interactions of those particles with different densities (2–5).   
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1.1.1 Toxicity of radiotherapy treatment  
 

Toxicity from radiotherapy can be divided into two main categories: acute toxicity and late 

effect toxicity. Acute toxicity arises during treatment or within a short period post-treatment. It 

affects areas containing tissues with a high cell turnover rate, such as the bone marrow, mucosa, 

and skin, and starts to disappear once the tissue repopulates. Late effect toxicity occurs after 90 

days, and in some cases, many years after treatment. These late effects are more aggressive and 

can affect all types of tissue. Furthermore, they are progressive and irreversible (6). Figure 1.1 

demonstrates the different types of toxicity and their effects on patients.  

 
Figure 1.1: Illustrate the types of toxicity that occur in radiotherapy (7). 

Local tumour control is a strategy implemented principally to reduce the long-term side effects of 

radiotherapy treatment as much as possible. Any escalation in the dose can improve tumour 

control, but also increases the side effects. Understanding the normal tissue response can help to 

increase the dose without passing the threshold at which damage occurs. Figure 1.2 illustrates a 

response curve for normal tissue following a sigmoid curve dose-response. A dose below the 

threshold indicates no toxicity in normal tissue (7). Treatment for cancers that affect the head, 

neck, anus or cervix can achieve a high rate of local control, but for many other cancers, the 
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required rate cannot be achieved without a concurrent high level of toxicity. Increasing delivery 

dose accuracy can help lower radiotherapy toxicity, and leave open the option for dose escalation. 

Understanding the micro level of dose distribution to add a correction rate to the different treatment 

sites can significantly increase treatment accuracy, especially in areas of heterogeneity.  

 
Figure 1.2: Illustration of the threshold response curve of normal tissue. 

Toxicity rate is not only dependent on the dose rate but also the volume received during radiation, 

which is why the tolerance dose is correlated with the volume of the organ receiving the dose. An 

example illustrating toxicity rate is the liver, which has a large functional reserve and the loss of a 

small portion will not significantly alter physiological function. Thus, a high dose can be delivered 

to a small portion of the liver despite the probability of damage, as the overall physiological 

function will remain within the normal range. However, a low dose administered to a large volume 

of the liver can lead to a significant reduction in liver function, as it represents a high risk of 

toxicity. However, the aforementioned example simplifies the relationship between dose and 

volume, and in reality the organs are not homogenous architecturally. The theory of volume 

measurement for unevenly spread radiosensitive organs creates some uncertainty (8). Furthermore, 

the cancer cells within a tumour are not homogenous in terms of their insensitivity, and the 

heterogeneity of these cells cause a reduction in the dose-response curve (9).    
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1.1.2 Radiotherapy planning and treatment planning system  
 

As explained, the aim of radiotherapy treatment is to deliver a high dose to the target to 

eliminate the cancer cells, and many steps can achieve that. The first step involves loading the 

images into dedicated software called a treatment planning system (TPS). CT images are required 

for all patients, but some tumour locations, such as the brain, require magnetic resonance imaging 

(MRI) images to highlight the details missed in a CT. Furthermore, the target is contoured and any 

organ at risk (OAR) must be avoided. After contouring, a plan is created choosing the best beam 

angles, shape, and size to deliver the dose to the target, ensuring it does not pass the OAR threshold. 

Next, the TPS begins calculating the dose distribution absorbed by different organs using different 

input information. Dose distribution can be visualized using a dose-volume histogram (DVH) or 

isodoses. All these dose distributions assume the dose calculated by TPS is accurate. However, 

assumptions and approximations are involved in TPS, calculating the dose distribution to allow 

for a fast calculation time. This assumption may cause differences in true dose distribution, 

especially in areas comprised of different densities. The Monte Carlo (MC) algorithm is considered 

the gold standard when calculating dose distribution for radiotherapy. MC simulates radiation 

transport on a particle-by-particle basis delivering high accuracy. However, this high accuracy has 

a downside: an MC is computer intensive requiring a long time to complete one plan.   

 
1.2 Radiotherapy current status  
 

Radiotherapy has become an essential cancer care treatment, and it has been estimated that 

radiation therapy covers 50% of treatment (10). Rapid advancements in radiotherapy are due to 

advancements in computing speed, treatment planning systems, a better understanding of 

radiobiology and the development of image-guided radiation therapy. Advancements in linear 

accelerators and delivery techniques decrease the margin around the target and any uncertainty. 

Traditional 2D radiation therapy has been replaced by three-dimensional conformal radiation 

therapy (3D CRT), intensity-modulated radiation therapy, image-guided radiotherapy, and 

stereotactic body radiation therapy. In the United Kingdom, there are 62 radiotherapy centres (11).  

Proton therapy is a form of radiation therapy that takes advantage of proton properties to 

enhance the sparing of normal tissue (12). Protons and photons interact differently with matter, 

which is key to utilizing these differences in proton therapy. Although proton therapy is considered 

an expensive modality to establish, its numerous benefits such as lower side effect when treating 
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head and neck, thoracic, craniospinal, and paediatric central nervous system cancers, mean proton 

centres have been established worldwide (13). In 2020 there were around 100 centres around the 

world, and 20 new centres were planned across Europe during the last five years (14). The National 

Health Service (NHS) has commissioned a highly specialized program of proton therapy overseas 

to access proton therapy, focusing on complicated cases relating to the brain and head and neck in 

paediatric and young adult patients. In 2021, the NHS opened two proton therapy centres at a cost 

of 250 million pounds (15–17).  

1.3 Human skeletal system  
 

Gaining an overview of the skeletal system, and specifically, focusing on bone 

composition, is essential to understanding this research study. The human skeletal system provides 

shape and support to the human body, and the bones also served to protect the internal organs, 

such as the brain and heart. Furthermore, the bone marrow inside the bones produces red blood 

cells, platelets, and white blood cells. The white blood cells are essential to the human immune 

system. Bones also play an essential role in body motion and the storage of minerals and fats in 

the human body (18). 

1.3.1 Categories of bones 
 

Human bones can be divided into four general categories: long bones, short bones, flat 

bones, and irregular bones. Long bones are essential for moving and always hard ends. Examples 

of long bones are the thigh bones and forearms. On the other hand, short bones do not heavily 

contribute to motion but provide stability and support. Examples of short bones are the ankle in 

the feet and the carpals in the hands. The flat bones, including some of the bones in the skull, 

protect the internal organs. Finally, irregular bones, like the vertebrae or facial bones, provide 

protection for the spinal cord, shape the human body, and contribute to the human face shape 

(18,19). 

1.3.2 Bone composition and skull bone 
 
 

Bone tissue can be clustered into two main groups: cortical bone and trabecular bone. The 

cortical bone, also known as the compact or hard bone, forms 80% of the skeleton system. The 

trabecular bone, also called the spongy or cancellous bone, comprises 20% of the skeleton. The 

cortical bone is dense, hard, and covers the bone marrow. An example of a cortical bone is the 
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long bone, which consists of a honeycomb-like structure, and has a trabecular bone at its end (19).  

The skull is one of the many bones that shapes the human skeletal system. The human skull is 

made up of 22 bones that protect the brain. The skull itself has eight bones, and 14 are facial bones. 

The cranium, the upper part of the skull, consists of the frontal bone, sphenoid bone, temporal 

bone, parietal bone, and occipital bone. The majority of the cranial bones are categorized as flat 

bones and are composed of three layers. The outer and inner layers are made from cortical bone 

and the middle layer consists of less dense spongy bone (19). The focus of this thesis will be on 

the temporal bone. The temporal bone is located in the lower lateral area of the skull. It can be 

divided into four regions: the squamous, mastoid, petrous and tympanic.  

 

 

Figure 1.3: Skull anatomy (20,21) 
The primary focal region for this thesis is the petrous, because it contains the middle and inner 

portions of the ear. The middle ear includes the mastoid air cells, which are a group of spaces filled 

with air located in the temporal bone. The inner ear is composed of a bony labyrinth, comprising 

the cochlea, vestibule, and semi-canals. The inner ear also contains an endolymph fluid, mostly 

composed of potassium and sodium.  

1.3.3 Prosthesis and metal  
 

Advancements in medicine have allowed for the implanting of high Z metal inside the 

human body to replace areas of damaged tissue, such as in the case of stents, cranial implants, 

maxillofacial implants, hip replacements, bone fractures, and bone scaffolds. It has also been 
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estimated that 4% of patients treated with radiotherapy have metal implants (22). The presence of 

high Z material can affect radiotherapy treatment due to extensive differences in density between 

normal tissue and metal. Furthermore, metal implants create atomic number disparities, such as a 

variation in attenuation index (23). The heterogeneity from a metal implant can affect every step-

in radiotherapy, as in the case of the conversion curve (within the treatment planning system) 

created from Hounsfield unit data provided by computer tomography. The conversion curve can 

provide inaccurate results if the HU window is not extended to cover metal implants. Metal 

implants create artifacts in medical images, which can affect the estimate of electron density of the 

normal tissue surrounding the implant. Implants can also affect dose distribution at the target and 

organs at risk near the implant. Accurate dose distribution can alter the effectiveness of such a 

treatment. Almatani (2017) closely addressed this issue in prostate cancer patients with hip 

prosthesis. They approach was to use the MC algorithm with a cone beam computed tomography 

to enhance the accuracy of dose distribution. The outcomes of such a study were the provision of 

a more accurate dose distribution than would be available in a treatment planning system (24).  

1.4 Thesis aim  
 

The overall aim of the thesis is to reduce uncertainty with regard to dose distribution, in 

radiotherapy due to heterogeneity in the target and OAR. The methodology undertaken to achieve 

an overall aim is the use of a multiscale approach, which can provide essential information 

regarding the difference in dose distribution between TPS/clinical CT and MC/Micro CT for 

photons and protons. In addition, the results from a multiscale simulation may be applied to 

different modalities to study clinical effects. To achieve an overall aim, the use of micron 

dimension structures need to be accomplished, even though many difficulties need to be overcome. 

Clinical CT resolution misses some of the details that can increase the uncertainties associated 

with the treatment and use of micro-CT data that would not be possible clinically, but can provide 

a higher resolution, particularly in the small heterogeneous area of the cochlea. However, using 

Micro CT data is not a straightforward task and requires many steps to be performed to allow data 

to be used on different platforms. A higher resolution image is not sufficient without the use of a 

high-accuracy simulation algorithms. The MC algorithm is a golden standard for simulating 

different interactions, and it is used in this thesis to provide high accuracy results with a 

combination of Micro CT. Following this, a different model may be created to connect the results 
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of the multiscale with radiotherapy treatment in gliomas cases and Gamma Knife treatment of 

schwannomas. The other aim is to create a more accurate model for liver stent patients, to evaluate 

dose distributions in the presence of a high-density stent. A combination of different approaches 

of delineation, mimicking the material inputs of the stent, and using MC simulation are used to 

achieve the aim of reducing uncertainty in dose distribution in areas of high density. 

 

1.5 Research output and support for research at Swansea university 
 

While engaging in thesis studies, I have guided and supported four MSc students toward 

completing their research projects. The first thesis is “Hippocampal contouring and sparing in 

primary brain cancer patients using advanced radiotherapy treatment planning techniques such as 

IMT and proton therapy” by Fleman Patrice Aka (2020). He demonstrated that IMPT could be an 

effective technique in sparring hippocampal in adult patients with primary brain tumours compared 

to IMRT and 3DCRT. The second thesis is entitled “The effects of material heterogeneity on the 

characteristics of Bragg peak as described by a mathematical model” by Angharad Gair (2021). 

She demonstrated the effect of density in proton therapy using material that mimics the lung 

parenchyma. In addition, she overcame the obstacles of using DICOM on FLUKA and created a 

successful Monte Carlo model of a heterogenous area to obtain the result. The third thesis is 

“Oesophageal proton beam therapy- dose escalation, robust optimization strategies, uncertainties, 

and impact on dosimetry for distal oesophageal cancer” by Mme Esien (2022). She successfully 

achieved proton dose escalation in the thesis using SCOPE 2 constraints and a robust plan strategy. 

The last thesis is entitled “Investigation of the differences between photon and proton radiotherapy 

when treating internal mammary nodes in breast cancer patients, including hypofractionation” by 

Shannon Dowen (2022). She demonstrated that proton therapy could deliver a higher dose to the 

target and a lower dose to the OAR than VMAT. Her second finding was that proton 

hypofractionation could deliver a low dose to the heart, which helps reduce the probability of 

cardiovascular disease arising as a side effect of treatment. I collaborated with Dr Owen Nicholas 

when he was preparing his thesis for a Doctor of Medicine degree titled “Developing the role of 

proton beam therapy in oesophageal cancer”. My role involved finding different beam 

arrangements to reduce the dose delivered to the substructure of the heart. In a collaborative work, 

I am a co-author of an accepted ESTRO abstract titled “Isotoxic dose escalation with proton beam 

therapy for distal oesophageal cancer” (25). I have also presented my work at South Wales applied 
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mathematics for biomedical advances (SWAMBA), focusing on mathematical oncology (June 

2022). In addition, I have supervised and helped in Master program labs in DICOM RT, DVHs, 

and gamma analysis with CERR. Another lab I supervised in involved modelling with FLUKA, 

Using DICOM and structure in FLUKA, and using MATLAB to manipulate DICOM CT.      

 

1.6 Thesis structure 
 

Chapter 2: briefly reviews different treatment modalities for photons and protons. Understanding 

the different modality advantages requires the creation of suitable treatment planning for the 

clinical chapter. Furthermore, this chapter helps create a model that uses dosages to medium and 

imitates the chosen treatment in the MC algorithm using micro-CT data.    

Chapter 3: Presents the main theory behind use of the MC simulation for photons and protons. In 

addition, it explains the primary reduction technique, advantages, and disadvantages of MC, the 

FLUKA algorithm and the principal radiation interactions. MC knowledge is required to create a 

model with low statistical uncertainties in a short simulation time. In the last section, there is an in 

depth review of the difference between dose to medium and dose to water. 

Chapter 4: Validation of the eclipse treatment planning system with the Penelope MC algorithm 

using PRIMO. A MC plan cannot be compared with a treatment planning system if validation is 

not carried out. This chapter is an essential step before proceeding to the next chapters.   

Chapter 5: An investigation of the stent effect in pancreatic cancer applying an advanced 

contouring and material identification model. The aim is to decrease uncertainty by using the 

correct materials of the stent, the advanced model, and MC by changing the material of the stent.    

Chapter 6: investigates use of Micro CT and MC in the cochlea, a highly heterogeneous area. The 

simulation included multiple photon energy levels within the treatment beam to understand dose 

distribution in the Micro CT level for photon treatment. A digital imaging and communication in 

medicine (DICOM) manipulation, MATLAB processing and a MC algorithm are required to build 

a basic model to evaluate the results.   

Chapter 7: The basic model from the previous chapter evolves to an advanced model, and is 

applied to different glioma patients. This chapter connects the model to the clinical environment 

choosing different energy fluences. The results of the basic model from the previous chapter must 



 

10 
 

be connected with a clinical routine to evaluate the effects. This chapter builds a bridge to connect 

the basic model to the clinical routine.   

Chapter 8: The basic model from the previous chapter evolves into an advanced model and is 

applied to different schwannoma cases with treatment from a Gamma Knife. This chapter applied 

a multiscale result to a Gamma Knife to study the scatter on the cochlea, which is the primary 

concern in schwannoma cases. 

Chapter 9: details the investigation using Micro CT and MC in the cochlea. A proton beam with 

different energy levels is used to investigate behaviour in the micro-CT data. This chapter focuses 

on dose distribution and not the range change, due to heterogeneity in the area.  

Chapter 10: This chapter summarizes the results of the thesis and discusses recommendations for 

future works.  
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Chapter 2: Radiotherapy treatment modalities 
 
 
2.1 Treatment modalities 
 
2.1.1 Radiotherapy  
 

Radiotherapy is a cancer treatment modality, and is considered the second most effective 

treatment after surgery. The latest data from the national radiotherapy dataset shows approximately 

50% of 375,400 cancer patients received radiotherapy between 2016-2018 in UK (26,27). 

Radiotherapy uses high-energy X-rays to destroy cancerous cells, and can be used as a curative or 

palliative treatment to reduce cancer symptoms. The aim of radiation treatments is to deliver a 

high dose to the target area, and the lowest possible dose to normal tissue. The therapeutic ratio 

aims to balance the tumour dose and controls for side effects in normal tissue (28). The field of 

radiotherapy is constantly improving to increase accuracy of delivery of high doses to cancerous 

tissue, while avoiding normal tissue (29). Examples of new techniques are intensity-modulated 

radiotherapy (IMRT), proton therapy, image-guided radiotherapy (IGRT), and volumetric 

modulated arc therapy (VMAT). One constraint when delivering a higher dose to target tissue is 

the threshold of the normal tissue. 

In some cases, damage to healthy tissue is unavoidable, and this then late toxicity effects 

like secondary cancer and cardiac defects (30,31). Recent research has forecast that, by 2030, there 

will be 4.17 million cancer survivors (32). Due to the high number of predicted survivors, more 

research needs to be conducted to develop radiotherapy techniques with sufficient accuracy to 

reduce late toxicity, which affects patients’ quality of life and increases the cost when treating side 

effects (31).  
 
2.1.1.1 Development of IMRT 
 

Intensity-modulated radiotherapy has been established as a recommended technique for 

many cancer treatments, including prostate cancer (33). Conformal radiotherapy has evolved to a 

level where multiple static beams are delivered in a way that takes on the shape of the target area 

to reduce the dose to the OAR. Figure 2.1.a shows the conformal plan for four static beams. The 

conformal beam delivers a uniform radiation fluence profile that can be modified using tools such 

as wedges or compensators for intensity modulation. As shown in figure 2.1.b, in IMRT, fluence 
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can be modulated arbitrarily using a multi leaf collimator (MLCs). IMRT allows for an increase 

in dose to target and maintain a clinically acceptable level of toxicity to the OAR (34). Many 

researchers have compared IMRT, 2D and conventional three dimensional conformal radiotherapy 

(3DCRT), in dosimetry and have concluded that IMRT has advantages over traditional techniques 

(29). The IMRT technique allows for homogenous dose distribution in the region of interest, while 

focusing on sparing specific at-risk organs with low threshold levels, such as the hypothalamus. 

One of the advantages of the IMRT, which is frequently used in head and neck cases, is its ability 

to deliver simultaneous integrated boosts (35). Furthermore, IMRT can deliver different doses to 

multiple targets simultaneously reducing treatment times (36).   

 

Figure 2.1: a) a 3DCRT plan. b) an IMRT plan. 

Figure 2.1.b demonstrates the radiation fluence profile in IMRT that produced the final dose 

distribution requested, which can be achieved using MLCs with multiple beams. Originally, MLCs 

were only used to confirm the tumour outline, as seen in the beam eye view. Eventually, MLCs 

evolved to carry out additional functions, such as shaping of the fluence in the target area in order 

to perform IMRT. Two IMRT techniques can achieve ideal fluence: the step and shoot method 

and dynamic MLCs. Step and shoot involves the summations of multiple static sequences, as 

shown in figure 2.2.a. The ideal fluence from the step and shoot technique depends on many 

physical factors, including leaf width, leaf gap, and maximum number of segments. In the dynamic 

MLCs, as shown in figure 2.2.b, the radiation beam is continually on, and the MLCs move at 

different speeds and shapes, as planned in the treatment planning system. The dynamic technique 

does not have individual segments, thereby granting the planning team increased flexibility (37). 
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Figure 2.2: a) Step and shot technique used in IMRT to deliver the ideal fluence during 
treatment. b) Dynamic MLCs, where the continuous delivery of treatment is achieved by 

changing the velocity of the MLCs during treatment (38).  

 

Much research has been done to investigate the risk of radiation-induced secondary 

primary cancer when using the IMRT technique. Research has concluded that IMRT ranges from 

a similar to an insignificantly higher risk rate than conventional radiotherapy. However, this rate 

still falls below the recommended threshold (39,40). IMRT delivers a low level of radiation to 

normal tissue, with no significant increase in the dose-volume histogram. In clinical practice, 

patients undergoing brain treatment receive a dose of 50 Gy when using IMRT, although a higher 

dose is required for conformal treatment. A study compared both techniques, and the findings 

revealed both techniques have a similar risk percentage for secondary cancer. However, in the case 

of the conformal technique, increasing energy leads to an increase in neutron leakage from the 

treatment head, heightening the risk to patients. Some studies have argued that a weighted factor 

should be implemented for neutrons (40–42). A solitary monitor unit (MU) refers to the electric 

charge measurement detected within the ionization chamber positioned at the head of the linear 

accelerator. This measurement corresponds to a dosage of 1 cGy administered to a water phantom 

under established conditions (43). This measurement holds significance because the linear 

accelerator's output is exclusively quantified by the charge passing through the ionization chamber. 

The benchmark conditions may differ across departments, and the charge quantity within the 

ionization chamber of the linear accelerator that signifies 1 cGy under these reference conditions 

can vary from one machine to another. Hence, the utilization of 1 MU serves to standardize 

treatment devices within a particular radiotherapy facility (43). The IMRT technique allows 
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treatment over a small field size, but many researchers argue that a higher low dose would be 

delivered to a small area of normal tissue. Furthermore, a higher MU is used, resulting in higher 

head leakage (44). This argument is valid, but the leakage at a low dose to normal tissue is not 

significantly high. Furthermore, the extra dose delivered to normal tissue falls within the 

recommended threshold. A study by Ruben et al. explained that the amount of MU used in IMRT 

is directly related to the software and hardware. The study tries to reduce the dose out of the field 

by improving conformity when using the IMRT technique. They reported a decrease of 11% within 

the patient, with an additional increase in MU, collimator scatter and head leakage. However, the 

total difference between the out of field dose and the total delivered dose was 0.14%, which is not 

considered significant. The study concluded that increasing the dose outside the field of treatment 

was not clinically significant, and could be reduced further using more advanced software and 

hardware (45). 

2.1.1.2 Implementation of IMRT  
 

IMRT can provide many advantages, but to benefit from the technique's full potential, 

many challenges need to be navigated (46). At each stage of radiotherapy, a specific challenge is 

encountered. For example, during the planning stage, inverse optimization requires high 

computing power and robust determination at many treatment sites (47). Furthermore, the dose-

escalation technique requires a high degree of conformity to avoid any additional dose being added 

to the OARs without precise delineation (48). With CT scans only, achieving high delineation 

accuracy in the brain or head and neck is not achievable. In these complicated areas, CT images 

do not necessarily show sufficient detail in the soft tissue, as MRI images are used in the 

delineation stage (49,50). The tumour volume contoured into several volumes to safeguard the 

prescribed dose is not missing any parts of the volume. The first volume is gross tumour volume 

(GTV), which demonstrates tumour position as seen in the images. The second volume is clinical 

target volume (CTV), which includes the gross tumour volume and added volume of suspected 

tumours that cannot be detected in the images. The last is planning target volume (PTV), which 

includes clinical target volume and added margin to account for patient positing, size, shape and 

position relative to the treatment beams as shown in figure 2.3. The PTV is a geometrical concept 

to guarantee that CTV gets the prescribed dose (51).   
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Figure 2.3 A tumour with different volumes 
A significant increase in accuracy in the gross tumour volume, clinical target volume, 

planning tumour volume  and OAR is realized when using fused images, and some studies 

demonstrate that adding positron emission tomography in brain delineation results in 

improvements (52,53). High-accuracy delineation requires the use of additional imaging 

modalities, which is costly as well as time-consuming for the radiation oncologist to delineate. For 

example, in the case of brain planning, approximately ten OARs need to be delineated by looking 

at more than 70 slices of CT-MRI images, and an experienced radiation oncologist requires 

approximately two hours to contour all the required regions (54). A radiotherapy researcher aims 

for targeted radiotherapy, which requires a sharp dose decline from the target area to the OARs, 

and patient setup is one of the challenges in this case. Many linear accelerator (LINAC) machines 

use on-treatment imaging like cone-beam computer tomography to reduce uncertainty due to 

patient setup (55). Figure 2.3 shows a LINAC with an x-ray tube and flat panel detector (FPD), 

which can be used on each treatment day to ensure no change in patient position during the session.   
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Figure 2.4: Elekta linear accelerator at Singleton Hospital. 

 
In radiotherapy, each plan must be verified before the delivery of treatment to the patient. The 

conformal technique requires less verification than IMRT. In IMRT, there is a step to verify that 

MLCs are operating as planned. Additionally, accurate communication between the treatment plan 

system and treatment machine needs to be verified to allow the correct sequence of MLCs to be 

transferred (29). In the past, the plan was verified using a phantom, and the phantom would be 

irradiated according to the patient’s original treatment plan. After irradiation of the phantom, the 

dose distribution and dose measurement were compared with the treatment plan threshold. This 

verification technique is time-consuming: verification of the treatment plan for nasopharyngeal 

carcinoma, for instance, takes about three hours of machine time and lasts approximately eight 

hours in total (29). With the development of MLCs and more complex techniques being set up, the 

old verification method is not practical for use as part of the daily routine. A new virtual technique 

was developed, which requires less time to conduct. The virtual technique calculates each beam's 

monitor units and fluence map individually using an MU calculator (56). An IMRT can have many 

control points, some of which involve small field sizes, which require a low radiation output. 

Delivering a low dose in a small field is challenging, and requires careful monitoring of the dose 

calculation. Many researchers discuss the accuracy of the analytical algorithm in dose dosimetry 

in small fields. LINAC's ability to deliver short exposure each time must be carefully monitored 

(57,58). To overcome this challenge, IMRT uses a specific program for pre-treatment and also for 
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patients' quality assurance. Furthermore, a specific phantom can ensure the delivered dose is 

similar to the calculated dose in the patient's treatment plan, falling within the acceptable limit 

(59,60). In complicated cases with regions of high heterogeneity and complex beam arrangements, 

a secondary dose calculation algorithm is needed to ensure treatment with a high-accuracy is 

achieved (61,62).  

 
2.1.1.3 IMRT in the clinical routine 
 

Despite the multiple challenges posed by using IMRT, many centres worldwide use IMRT 

as the primary treatment technique (60). A survey carried out in the United Kingdom (UK) reveals 

the most common treatment technique used in head and neck cancer is IMRT (63). The brain 

region has many radiosensitive OARs, and delivering a high dose to the target without increasing 

the risk of toxicity is difficult. The hypothalamus, spinal cord, brainstem, and optic nerve are 

examples of serial organs at risk, as surpassing tolerance level can result in significant damage and 

affect the patients’ quality of life. Irradiating a brain region without causing a significant toxicity 

level requires a sharp drop in the dose in the region of OARs, without reducing the dose received 

by the target. A PARSPORT study concluded a significant reduction in side effects, particularly 

saliva production if sparing the parotid glands when using IMRT to treat pharyngeal squamous 

cell carcinoma (64). Comparisons between conformal radiotherapy and IMRT implicate the 

sparing of the parotid gland to improve salivary function, showing that IMRT achieved a higher 

sparing percentage than conformal radiotherapy (65). Adaptation of IMRT in clinical centres was 

slow in the 1990s in the United Kingdom (66). In 2007, a survey was carried out in the UK showing 

that half of centres had insufficient resources to implement IMRT techniques, missing the required 

funding and appropriate equipment (67). However, IMRT remains an essential technique, 

especially in prostate, head and neck cases.  

 
 
2.1.1.4 Principles of VMAT 
 

A technique designed to deliver doses continuously in an arc shape around the patient is 

volumetric modulated arc radiotherapy (68). In other words, VMAT is an upgraded technique of 

IMRT, as shown in figure 2.4. VMAT can deliver an intensity-modulated dose distribution similar 

to IMRT; however, it does so more quickly than other techniques (69).  
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Figure 2.5: The VMAT, which delivers continuous radiation in an arc shaped rotation changing 

the LINAC head's speed and MLCs (70). 

 

The VMAT was introduced in the 1990s, but was not commercially available until 2009 (71). The 

first machine to use arc therapy was tomotherapy, in which a fan beam can rotate around a patient 

in a process similar to that used in a CT machine. Tomotherapy delivers an intensity-modulated 

dose in the form of a slice through the targeted region while a patient is lying in the machine (72). 

Adequate dose distribution can be achieved in tomotherapy using a simple binary collimator. 

However, the requirement for a dedicated machine to deliver arc therapy led the researchers to 

develop a more affordable technique to be implemented in the LINAC machine. The VMAT 

research concentration delivered the dose in a single arc to achieve the same level of dose 

distribution to the IMRT (73). The coplanar VMAT method involves designing multiple arcs 

within a single axial plane to enable the administration of elevated doses at points where the beams 

intersect (74). Non-coplanar radiotherapy employs multiple radiation beams, either stationary or 

moving, which are not situated within the same geometric plane in relation to the patient. This 

approach diminishes the convergence of beams away from the tumour site. Non-coplanar 

radiotherapy finds greater prevalence in intracranial stereotactic radiotherapy, single-fraction 

radiosurgery, and stereotactic body radiotherapy. These methods frequently administer larger 
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individual treatment doses and necessitate exceptionally precise, well-defined dosage transitions 

beyond the planned treatment area, all aimed at minimizing radiation exposure to nearby healthy 

tissue (75). The figure 2.6 demonstrates the difference between the coplanar arc and the non-

coplanar arc. 

 

Figure 2.6 coplanar arc and non-coplanar arc (74) 

 
Bortfeld's research concluded that delivering a dose in a short and abutting arc can result in dose 

distribution similar to IMRT (76). Bortfeld's work was one of the first theoretical explanations 

describing how VMAT can achieve similar dose distribution to IMRT (76). Single arc delivery 

requires a sequence of arbitrary MLC shapes, each with a specific monitor unit. In clinical practice, 

this means the gantry's speed and dose rate must be adjusted at each control point (77). 

Additionally, the sequence and speed of the MLC must be synchronized with the gantry speed. 

The high specification control of the system when governing these multi changes explains why 

VMAT was not immediately commercially available (78). Modern LINAC control systems can 

control for multiple changes in different parts, with specific synchronization being undertaken to 

deliver a highly complex treatment plan (78).  

 
2.1.1.5 VMAT in clinical routine  
 

The availability of the VMAT technique in radiotherapy centres allows the radiation 

oncologist flexibility to choose the optimal technique to deliver the lowest possible dose to the 

OAR. Today, VMAT can deliver a very efficient treatment plan, with a significantly shorter 

treatment time than IMRT. A further advantage is that VMAT requires fewer MUs compared to 

IMRT. An example of this can be seen in the case of a prostate cancer patient treated with IMRT 
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at Mary Bird Perkins Cancer Centre, where the treatment took 9.5 minutes to complete, but only 

1.4 minutes using VMAT. The short treatment time led to less patient motion and increased the 

free machine time, making it possible to accept more patients (79,80). Many researchers are 

studying the benefits of using VMAT compared to other techniques. A comparison study between 

treatment plan deliveries using VMAT and IMRT in ten left breast cancer patients concluded 

VMAT achieved a lower dose to the heart by 29.5% compared to IMRT. Cancer in the left breast 

is considered difficult to treat, because the heart can succumb to late toxicity if it receives too high 

a dose. Overall, VMAT spared the right breast and lungs more than IMRT. Another study supports 

the conclusion that VMAT can reduce the dose to the OAR for patients with left breast cancer. 

Furthermore, treatment time when using VMAT was 3.7 minutes compared to IMRT at 9.8 

minutes (81). Due to the breathing motion, a shorter treatment time is useful as it means less patient 

motion, decreasing the MU needed for the treatment (82).  

 
2.1.2 Proton therapy  
 

The notion of using high energy positive charge particles to treat cancer patients was 

introduced in 1946 (83). The first treatment using protons took place in Berkeley National 

Laboratory in 1954 (84). The research on proton therapy led to the establishment of the first proton 

centre, which was built in 1990 (85). The adaptation of proton therapy in clinical centres has been 

prolonged, due to the high costs, which are almost 2.4 times higher than for radiotherapy. However, 

during the last few years, proton therapy has garnered the trust of many radiotherapy specialists 

and the media, because of the advantages of proton therapy in terms of achieving accelerated 

technology adaptation (86).   
 
2.1.2.1 Principle of proton therapy  
 

The unique physical characteristics of the proton allow it to travel through a medium 

without losing a large amount of energy. Ideally, at a certain predetermined depth the proton 

energy would be deposited at maximum strength. However, as the photon travels through a 

medium it loses some of its energy. Furthermore, the photon does not deposit all its energy at a 

certain target point, but continues to release energy even after passing through it (87–89). Thus, in 

proton therapy the proton behaves differently. It has a low entrance dose that builds up until it 

reaches a maximum peak, after which it deposits energy. The peak showing the proton behaviour 
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is termed the Bragg peak, as shown in figure 2.5. The minimal or zero deposit around the target 

area in proton therapy makes it a very attractive technique when wishing to increase the dose to 

the target without affecting the OARs, which is vital to improving the patient’s quality of life (90). 

 
Figure 2.7: The depth dose of photons and protons (91).  

 
In clinical practice, some cases require deep treatment. For example, to reach the depth of a target 

located 20 cm to 30 cm deep, proton energy needs to be around 200-250 MeV. Unfortunately, the 

magnitude of the Bragg peak is typically smaller than the volume at the target area. To overcome 

this obstacle, beam modulation is essential to imitate the size of the target area. The spread-out 

Bragg Peak is achieved using multiple modulations, as illustrated in figure 2.5. Proton therapy 

operates via two methods: passive scattering and pencil beam scanning. Before explaining the 

difference between the two operating systems, a brief explanation of the proton treatment system 

component is provided.  

 
2.1.2.2 Accelerators  
 

The particle accelerator is the main component used in radiotherapy and proton therapy to 

accelerate and align particles to reach the desired energy level. In today’s centres, three main linear 
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accelerators are available, each with different technologies and usability. The three types are linear 

accelerators, cyclotrons and synchrotrons.   

Linear accelerators are commonly used to accelerate x-rays or electrons in an external 

radiotherapy machine. Linear accelerators shape the beam aiming to reach an energy level that will 

kill the targeted cancer cells. However, linear accelerators are frequently not powerful enough to 

be used in proton therapy or with other heavy particles that require high energy to reach deep 

targets. The alternative accelerators used in proton therapy and heavy particles are synchrotron and 

cyclotron accelerators, which can reach the necessary energy and intensity levels for proton 

therapy.  

The cyclotron, which was designed to accelerate charged particles to a high energy level 

of around 200 MeV, was first introduced in 1929. However, the first dedicated cyclotron used in 

the clinical centre was introduced in 1961 (85). The cyclotron had a helical path that helped 

increase the particle energy using an electric field to achieve a high energy level (85). Figure 2.6 

illustrates the component of the cyclotron and the concept behind it. The cyclotron is designed as 

an evacuated semi-circular cylinder divided into two sections, and each section is called a dees. 

The proton starts at the middle point between the two dees, and alternating currents are applied to 

each. The high-frequency alternating voltage forces the proton to accelerate, and the magnetic field 

surrounding the dees causes it to travel in a spiral path. Protons are forced to travel from one dee 

to another by changes in voltage frequency, and each time the proton travels from one dee to 

another, the energy level increases. The radius of the spiral path increases as the proton energy 

level increases, and at some point, the accelerator electric field becomes focused preventing 

particles from diverging from their path. When the proton reaches a maximum energy level, the 

particle reaches a radius near the inner edge of the cyclotron, and a deflector magnet is used to 

direct the proton from outside the cyclotron towards the beam transport system (92). 
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Figure 2.8: Illustration of a cyclotron (93).  

 
 A synchrotron is another type of accelerator that is primarily used for charged particles. 

The synchrotron is designed in a circular shape, with a series of magnets distributed across a 

specific location. The magnets are the main components that accelerate the charged particles. The 

cyclotron can accelerate charged particles to reach a maximum energy of 10 MeV using a spiral 

path and a constant magnetic field. A synchrotron does not necessarily maintain a constant 

magnetic field, but regulates it. The different techniques and shapes available allow the 

synchrotron to reach a proton energy level of 10 GeV. As shown in figure 2.7, the proton 

synchrotron is comprised of a vacuum chamber, with a number of electromagnets are attached to 

the chamber. The vacuum chamber takes the shape of a doughnut, and at one end, the linear 

accelerator injects the proton. The magnet field keeps the protons rotating in a circular motion, and 

changes in radiofrequency force the proton to reach a higher energy level. The strength of the 

magnetic field and radio frequency increase parallel to the proton energy. The proton continues to 

circulate until it reaches the required energy level, after which it exits the circular path for clinical 

use (92,94).  
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Figure 2.9: Illustration of the proton synchrotron (92).  

 
2.1.2.3 Proton beam delivery system 
 

The proton beam travels through a connection line that runs from the cyclotron or 

synchrotron to a gantry system. The gantry or beam delivery system is the final step shaping the 

proton beam to matches the target area. The proton arrives from the connection line as a small 

pencil beam compared to the target area. Thus, the proton beam requires additional modification 

to cover the required area, which can be achieved using two different methods. The first method 

is passive scattering, which uses a sequence of blocks and apertures to achieve dose conformity. 

The second method, called spot scanning, uses a small pencil beam to draw all over the target area 

(95).  

 
2.1.2.4 Passive scattering  
 

The traveling proton beam from the connection line must be enlarged to cover the target 

volume, and this can be achieved by using scattering material in front of the beam. This technique 

is called passive scattering. In cases of a small volume, a single scatter can produce a broad enough 

beam to cover the target volume. However, in some cases, where the target volume is large, a 

second scatter is required to achieve a uniform dose profile. The components used in passive 
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scattering techniques are the energy modulator, two scattering foils, a collimator, and a 

compensator. All these components aim to contour the beam to deliver a uniform dose covering 

the target volume. Figure 2.8 provides a basic illustration of how passive scattering techniques 

work. The energy level controls the traveling depth of the proton, and the energy modulator’s 

primary role is to ensure the protons have sufficient energy to reach the required depth. The second 

part of the passive scattering is where the scattering foils spread the narrow beam that comes from 

the connection line. The beam is too narrow to cover the target volume without double scattering 

foils. The final shaping component is the collimator, which shapes the beam to mimic the target 

volume. The final component is the compensator, which helps form the dose distribution at the 

distal end of the target volume (96,97).   

 
Figure 2.10: Illustration of the passive scattering technique in proton therapy to cover the 

tumour volume (97).  

 
Spot scanning or active spreading is a technique that uses a scanning magnet to control the proton 

and shape it, rather than using a scatter foil and collimator. The spot scanning technique uses the 

advantage of a proton sustaining the Lorentz force, where the proton changes direction when a 

magnetic field is applied and is accelerated with an electric field (98). The proton arriving from 

the cyclotron at high speed is interrupted by two magnets. The orthogonal magnet changes the 

proton's direction by altering the magnets' intensity (figure 2.9). Spot scanning draws small spots 

around a 10 mm diameter at full width of half the maximum (FHWM) to cover the target volume, 

creating different layers of equal energy (99). Flexibility when delivering the dose to different 
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layers allows the delivery of the dose in three dimensions. The dose is delivered to the deepest 

layer of the target, which requires higher proton energy, and is then moved to the next layer which 

requires lower energy. Spot scanning stops when the entire target volume is covered, and this 

technique opens the doors to high intensity modulated proton therapy (IMPT), which is possible 

in proton therapy. The IMPT gives the radiotherapy oncologist greater freedom to change the 

intensity of the treatment within the target volume. IMPT can irradiate each pixel at a different 

intensity.    

 
Figure 2.11: Illustration of spot scanning technique used in delivering proton therapy (100).  

 
The spot scanning technique has multiple advantages compared to passive scattering. One 

of the advantages is that spot scanning results in a lower production of neutrons compared to 

passive scattering. In passive scattering, the use of a physical compensator prompts increased 

production of neutrons. Another advantage of spot scanning is that it has a shorter treatment time 

than other techniques. Furthermore, spot scanning can deliver high and low doses to target regions, 

which cannot be achieved with the passive scattering method. Therefore, spot scanning is widely 

used in areas with motion uncertainty, like the lungs. With the help of image-guided techniques, 

repainting target areas that received a lower dose due to the motion is possible without exceeding 

the dose to OARs.  

 

2.1.3 Gamma Knife  
 

The Gamma Knife is considered an essential tool in neurosurgery. The concept of the 

Gamma Knife was introduced by Leksell and Borje Larsson (101). The basic principle of the 

Gamma Knife remains unchanged, but evolved through the advancement of computers. In 1951 

Leksell introduced the idea of bloodless radiosurgery using ionizing radiation (102,103). Initially, 

use of a proton beam was trialled due to its dosimetric and biological advantages. However, the 
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experiment failed due to the cost of proton production and challenges using the proton beam. After 

experimenting with many different prototypes of different sources, cobalt-60 was the chosen 

energy source, as the gamma emissions produced from cobalt-60 achieved the goals of stereotactic 

neurosurgery (104). Co-60 is a unstable isotope with a high neutron/proton ratio. Co-60 decays by 

emitting beta particles with energy 0.32 MeV and neutrinos. These beta particles do not affect the 

Gamma Knife, and are absorbed by the treatment head. Two gamma photons are released from the 

recoiled nucleus withs energy of 1.17 and 1.33 MeV, respectively; this is the main component that 

indirectly ionizes the target tissue (105). High energy gamma is the primary radiation used in the 

Gamma Knife, which creates a clinical effect through direct ionization of the cellular target (106). 

The Gamma Knife's components and mechanism differ from radiotherapy, and explaining these 

will help to establish fundamental grounding for the upcoming chapters.  

   

2.1.3.1 Position of the beam  
 

As mentioned previously, the Gamma Knife uses Co-60 as an active source that cannot be 

switched off and on like a linear accelerator. Furthermore, the mechanism of the beam positioning 

differs between the radiotherapy linear accelerator and the Gamma Knife. The Gamma Knife 

contains multiple arrays that vary between models, such as the 201 array Leksell, or 192 in 

Perfexion. These sources are aligned with a collimator system, which guides the Gamma Knife to 

direct the beams of gamma rays to a particular point. The gamma technique uses multiple beams 

directed at a specific point to ensure a high dosage rate. Furthermore, the cross-firing of gamma 

beams creates a biological advantage in the case of a small target. These multiple beams lead to 

the dispersal of energy between the individual beams, because the dose gradient is large outside 

the desired target area. Additionally, the dose distribution inside and outside the target is fairly 

heterogonous when compared to dose distribution in radiotherapy. In radiotherapy, fractional dose 

planning utilizes the biological effect between normal and target tissue. Tissue sparing can be 

achieved with a steep dose gradient in the Gamma knife single fraction routine (107,108).  

 
2.1.3.2 Collimation system  
 

Improvements to the Gamma Knife in recent years have related not to the source of the 

energy or the core idea, but to the collimation system. Earlier models’ sources were located in five 

concentric rings inside the central body. The distance between the focal point and the sources is 
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constant, at 400 mm. The main body contains a pre-collimator and primary tungsten collimator 

configurated with source assemblies. These sources are aligned with the target area during the 

treatment and remain stationary. The earlier model includes an external helmet, and the final beam 

collimation is illustrated figure 2.10.a. The helmet contains a beam channel that can be modified 

to create a 4,8,14,18 mm beam size field by removing the tungsten alloy. The newer model includes 

no external helmet, and all components are within the main body. Furthermore, there are eight 

sources, which are not stationary. The collimator in the newer model contains 192 beam channels, 

as seen in figure 2.10.b. The sources in the new model are attached to a motor inside the body. 

Each source contains an independent collimator with a field of 4, 8, and 16 mm. Furthermore, a 

block shields the radiation when the patient is repositioned, so as to protect the OAR.   

 
 

Figure 2.12: Illustration of Gamma Knife. A) collimator helmet. B) the internal sector of the 
collimator (109).  

 
 



 

29 
 

2.1.3.3 Planning Gamma Knife treatment 
 

The accuracy of the Gamma Knife is one of the main advantages of the treatment, and 

cannot be achieved without an imaging modality. Radiotherapy and the Gamma Knife both depend 

on the accuracy of imaging modalities, but the Gamma Knife requires a stereotactic fiducial system 

for all imaging. The stereotactic fiducial system is a box to which the Leksell frame is attached. 

This box contains dots that help the treatment planning system identify the location of the anatomy 

relative to the Leksell space. The primary modality used in most treatment centres is the MRI, 

because of its ability to visualize soft tissue and solid tumours (110). A T1 weighted sequence is 

primarily used, although in some cases visualization of the internal auditory canals requires more 

specialized sequences (111,112). CT, which is mandatory in radiotherapy, is not a Gamma Knife 

and is not used in many cases. In some cases, if additional information is required for the bone 

anatomy, the use of a CT image is needed. The delineation of the target and OAR differs between 

traditional radiotherapy and the Gamma Knife. In radiotherapy, a gross tumour volume (GTV) is 

contoured and then expanded to create the clinical target volume (CTV), and the CTV creates 

planning tumour volume (PTV) to ensure the setup error is included in the treatment region (113). 

In the Gamma Knife, contouring of the target should be as close as possible to the target outline in 

those images without expanding or adding volume. 

 

The Gamma Knife algorithm used in the treatment planning system needs to account for 

physics basics to cover the dosimetric perspective. The physics required for the Gamma Knife is 

photon attenuation, reduction of the dose rate due to interaction with the collimators, the inverse 

square law, and dose falloff. The planned algorithm used for the Gamma Knife models the brain 

as a homogenous water equivalent volume, with no built-up region in the surface area. This 

assumption means the physics required for the algorithm is simple and not time-consuming. 

However, from a geometric standpoint, each source of cobalt 60 needs to be modelled for accurate 

dose distribution.   

2.2 Overview  
 

This chapter’s focus has been to introduce the important external beam modalities and their 

components. Each modality employed different physics principles with varying advantages and 

disadvantages. The basic rule of radiotherapy here is to reduce uncertainty as much as possible to 
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deliver the best possible treatment. Over the past few years, advancements in computer 

tomography have allowed for better delineation of the OAR, and more accurate data for calculating 

dose distribution. Furthermore, novel treatment modalities have a digital 2D panel and X-ray tube, 

which implement cone beam CT to reduce error rates in patients’ position during fractions. The 

linear accelerators are similarly more accurate in alignment (114). One uncertainty here is that the 

treatment planning system algorithm most likely cannot handle heterogeneity at the treatment site, 

such as air, bone, or metal implants. The coming chapter will also focus on the MC algorithm, 

addressing how it provides a solution to resolve the high uncertainty associated with dose 

distribution in heterogenous areas.  
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Chapter 3: Monte Carlo 
3.1 Introduction 
 

The idea of using the MC simulation for particle transport was introduced during World 

War II. During the Manhattan Project, a statistical method was required to solve both the neutron 

diffusion problem and the multiplication issue, and MC helped overcome this. Metropolis and 

Ulam's first published paper in MC dated to 1949 (115). However, the first article concerning MC 

and electron transport was introduced by Wilson in 1951 (116). In recent years, MC has become 

an essential tool in nuclear physics, thermodynamics, quantum mechanics and radiation transport 

(117). MC is an collection of algorithms designed to indirectly solve the Boltzmann transport 

equation using a numerical solution (118). MC provides a simulation with the record, and reports 

particles' interactions with different mediums. 

The MC has proven itself to be the most accurate method for calculating dose deposited in 

a medium and particle interaction. The advantage of MC is that it can calculate dose distributions 

from the incident beam, without relying on the measured data (119). The MC does not use scaling 

or conversion for tissue to water dosage to determine effects in heterogeneous areas. MC 

algorithms use microscopic, rather than macroscopic transport for primary and scatter photons. To 

simplify the function of MC using random sampling is a method used to approximate answers to 

an integral or mathematical problem (117). The MC method generates a probability distribution 

for a quantity under investigation, and statistical uncertainty can be calculated from that 

distribution (117). For example, the calculation of π for a circle can be achieved with MC; inside 

the MC algorithm, draw a circle of radius r within a square and throw darts at the square without 

aiming. The answer for π can be calculated by dividing the number of darts that hit the circle by 

the darts that hit inside the square equal to the area of a circle, and divided by the area of the square. 

To achieve a highly accurate answer to any problem, many darts need to be thrown, which then 

affects the simulation time. In general, a MC simulation is slower to resolve problems than an 

analytical algorithm. This is because the MC needs to repeat the subprocess multiple times to 

reduce statistical variance. whilst, an analytical algorithm only needs to resolve a set of equations 

once (117). The downside of an analytical algorithm is that many obstacles arise when a complex 

problem arises. However, in the MC, the complexity of the problem need not affect the simulation, 

because MC does not examine macroscopic complexities. The advantage of MC is that it can use 
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microscopic physics, which is well understood and simplifies complex problems (figure 3.1) 

(117,120). The MC method solves a temporal evolution of objects interacting with other objects 

based on a cross-section, known as a quantum particle in medical physics, providing a numerical 

solution. MC applies the natural rules of interaction, which are processed randomly and repeatedly. 

The process continues until a numerical result estimates the means, variance, and quantity of 

interest. The principle of MC considers a simple approach, and due to the focus on microscopic 

interactions, complex geometry can be considered easily. MC has an advantage in terms of 

physical problems with the evolution of five and higher-dimensional systems. Typically, 

radiotherapy is 6 or 7 dimensions. The human body has a complex geometry, but as explained, this 

is not an issue with MC. The time needed to solve a complex problem does not differ significantly 

from a simplified one. Compared to the analytical algorithm, the greater the level of complexity, 

the more time is required to solve the problem (103).   

      

 
 

Figure 3.1: Illustration showing the time needed and complexity of the problem to be solved with 
the MC and analytical algorithm (117). 

3.2  Random number sampling  
 

All MC algorithms rely on a random number generator to help solve complex problems. 

The use of a large random number ensures the random numbers used in any MC simulation are 

not related and not interdependent. In radiotherapy, some features are required in a random number 

generator to ensure the results are not false. The first required feature in a random number 

generator is that the sequence of numbers be large enough to ensure the sequence is not used again, 
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leading to a correlation in the MC results. In other words, if the sequence of random numbers 

repeats too quickly, it can lead to inaccuracies or biases in the simulation outcomes. The second 

important feature is to achieve multidimensional numerical integration. This is because the 

transport of radiation is complicated, and one-dimensional integration is not adequate to solve the 

equation. An example is calculating  dose in radiotherapy. Here, a multi-compartment equation is 

necessary for photons and electrons because they are related through Bremsstrahlung, Compton 

scatter, and photoelectric absorption (121). In radiotherapy, primary particles produce unlimited 

secondary photons and electrons in an infinite space with parameters. To solve such a problem, 

some parameters need to be set. A finite space must be used to allow numerical integration and an 

energy level that stops the simulation once the photon and electron reach that level. Numerical 

integration works by choosing a sample from the setup dimensional parameter, and from this point 

a demonstration of the sample is shown by the particle history, which is then created from all 

secondary particles and daughter particles. These secondary particles and daughter particles are 

generated from primary particles. Many events are necessary to realize a reliable average value, 

which can only be achieved through low statistical uncertainty (122). This statistical uncertainty 

can be reduced by a factor of 2 by increasing simulation events by a factor of 4 (117).  

 

3.3 Monte Carlo radiation transport  
 
 The MC method was adapted for the radiotherapy and dosimetry field by describing 

radiation transport, which can be achieved by solving the Boltzmann transport equation. The 

Boltzmann transport equation applies the microscopic law of physical interaction between particles 

and matters in phase space. In a highly complex geometry, such as the patient body, problem 

solving becomes more complex and cannot be achieved without introducing approximations of the 

problem. The accuracy of the result provided by MC, however, depends on the accuracy of the 

geometry, the number of primaries or particles and the cross-sectional data. Due to the nature of 

the interaction between radiation and matter, which is probabilistic, the MC method is perfectly 

suited to handling radiotherapy and dosimetry problems (117,123). MC codes for radiotherapy are 

readily available, and many different codes can be used to model the radiotherapy treatment head 

or dosimetry. Examples are EGS, PENELOPE, FLUKA, and GEANT4. Each code provides an 

advantage and some limitations that may not suit the experiment type that needs to be used 

(117,124). In these two codes, FLUKA and PENELOPE will be used. 
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3.3.1  Photon interactions with matter 
 

The microscopic physical law particle interaction follows is well-studied and controlled by 

quantum electrodynamics. The MC algorithm must include the probability with which each 

interaction may simulate particle transport with high accuracy. Interactions that may occur in 

conventional radiotherapy are coherent scattering, Compton scattering, the photoelectric effect, 

and pair production. Figure 3.2 displays possible interactions in each energy range, wherein each 

interaction dominates a domain. The probability of each interaction changes in terms of photon 

energy and Z of the medium (125).  

 
Figure 3.2: The three possible interactions and their relative energy and atomic number (126) 

 
3.3.1.1  Coherent scattering  
 

Coherent scattering can have different names, like Rayleigh scattering or classical 

scattering. In coherent scattering, a photon interacts without transferring any energy to the target 

atom. That is, coherent scattering does not convert energy to kinetic energy (figure 3.3), but the 

photon is deflected. The interaction leads electrons to a temporary vibrational state with frequency 

equal to that of the incident photon. The electrons then need to return to stable conditions, which 

can be achieved by releasing electromagnetic radiation similar to that of the incident photon. The 

effect of coherent scattering can be seen in energy below 100-keV which is mainly used in 

diagnostic radiology. Coherent scattering at this low level can cause a broadening of the radiation 
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beam (127). The likelihood of coherent scattering is decreased with the increase in photon energy 

and low Z material. In radiotherapy and radiation dosimetry, coherent scattering is ignored and 

seen as a non-significant interaction, because it contributes to less than <10% of the therapeutic 

energies range.    

 
Figure 3.3: Coherent scattering. The interacted photon has an energy of E=hv, and the scattered 
photon receives the same energy E= hv of the original photon because no energy is transferred. 

3.3.1.2 Photoelectric effect  
 

The photoelectric effect describes the dominant interaction at a low energy level. When the 

photon interacts with the bound electron the incident photon loses all its energy to the electron. 

The electron then becomes a photoelectron and leaves the atom. The kinetic energy of the 

photoelectron can be calculated by: 

                                                              𝐸𝐸 = ℎ𝑣𝑣 − 𝐸𝐸𝐵𝐵                                                             (3. 1) 

Where ℎ  is Planck’s constant, 𝑣𝑣  is frequency, and 𝐸𝐸𝐵𝐵  is electron binding energy. The 

photoelectric effect cannot occur if the photon energy is lower than the electron binding energy. 

The atom loses one electron from the inner shell, which needs to be covered by the electron in the 

outer shell. The process of filling the vacancy in the inner shell leads to the emission of either 

fluorescence or/and an Auger electron. The photon emitted from filling the inner shell has energy 

that is equal to the difference between the shells’ energy. The possibility of photoelectric 

interaction reduces with increases in photon energy and increases with an increase in the Z number 

of the medium. Photoelectric effect is the dominant interaction in the range below 0.1 MeV 

(127,119). 
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Figure 3.4: The photon electric effect. 

 
3.3.1.3 Compton scattering  
 

Compton scattering (incoherent scattering) occurs when a photon interacts with an 

electron, leading to a change in the photon's direction, transferring kinetic energy to an electron. 

Furthermore, kinetic energy transferred from the incident photon frees the electron from the atom. 

The maximum transfer of photon kinetic energy to the electron occurs when the photon scatters at 

an angle of 180°, with the result that the electron will be ejected at an angle of 0°. The maximum 

transferred kinetic energy can then be calculated using a simple equation:  

                                                  ℎ𝑣𝑣 =  ℎ𝑣𝑣′ + 𝐸𝐸                                                       (3. 2) 

where ℎ𝑣𝑣 is the energy of the original photon prior to the collision, the energy of photon after 

collision with the electron is ℎ𝑣𝑣′, and E is the energy of the electron. The photon can be scattered 

from 0 to 360 degrees. Like a photon, the recoil electron can have an angle of 0 to maximise energy 

transfer. When a recoil electron receives maximum energy, it can transfer energy to another 

electron within the medium. Compton scattering starts to decrease when photon energy is greater 

than 10 MeV (127), and the Compton scattering interaction dominates interactions in an energy 

range of 100 KeV to 10 MeV. Compton scattering is the dominant interaction in radiotherapy 

because the range of the energy in radiotherapy is between 1 MeV and 10 MeV.  
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Figure 3.5: Compton scattering.  

3.3.1.4 Pair production   
 

When a high energy photon ≥ 1.022 MeV interacts with the nuclear Coulomb field, the 

incident photon is transferred until all its energy is absorbed. The result of the interaction is 

electron-positron particles, termed pair production. The threshold of pair production is E = 2 mc2. 

Energy higher than the threshold is transferred into both the electron and positron. The pair electron 

and positron deposit the excess kinetic energy into the medium, and the positron resulting from 

pair production travels in the medium and loses energy through ionization and excitation. The 

positron reaches the point where it has lost the majority of its energy and is annihilated by an 

electron. This annihilation creates two photons with 0.511 MeV, and which travels in the opposite 

direction. A related process involving pair production is triplet production, which affects the 

electron's Coulomb field rather than the nucleus’s Coulomb field. A pair of electrons and positron 

is produced, and some energy is then absorbed by the original electron. The threshold for triplet 

production is higher than for pair production, and requires at least twice the energy as that provided 

by pair production (125).  
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Figure 3.6 Pair production 

  

 

3.3.2 Electron interactions 
 
3.3.2.1 Inelastic scattering  
 

With inelastic scattering, the traveling electron with the correct mass interacts with an 

orbital electron of the medium designed to lose most of the electron energy and change the 

direction. Some electrons travel through a medium close to the atom, but the distance is larger than 

the atom's radius, leading to transference of the energy to the orbital electrons. The extra energy 

results in the orbital electron being uplifted to a higher energy state. However, this can only occur 

if the binding energy is greater than the electron energy. When the traveling electron passes close 

enough to the orbital electron, the transferred energy can then eject the orbital electron. Due to the 

ejected electron, the atom becomes ionized. The ejected electron contains sufficient energy to 

ionize other atoms, called delta rays. The process of creation of the delta ray is called Moller 

scattering. In Moller scattering, the incident particle can lose half its kinetic energy, which is the 

maximum energy transferred in each interaction. Inelastic scattering is the primary mechanism of 

electron energy loss in instances of energies being higher than 10 MeV (128).  
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3.3.2.2 Bremsstrahlung production  
 

The atomic is surrounded by a strong electric field that can attract electrons as they pass 

close enough to the field. Due to this, inelastic scattering will occur. The incident electron carrying 

an electric and magnetic field, which is altered after entering the strong electric field of the nucleus. 

This adjustment leads to the release of some electron energy in the form of electromagnetic 

radiation. The energy emitted from the adjustment is called bremsstrahlung radiation, and equates 

to the difference between electron energy before and after adjustment. The emitted photon energy 

can reach a level that is equal to the initial electron energy. The traveling electron can then undergo 

more than one bremsstrahlung interaction (129). The bremsstrahlung interaction increases with a 

high atomic number and light electron particles ( 𝑧𝑧
𝑚𝑚

)2 ; for example, electrons. The bremsstrahlung 

interaction is insignificant in low atomic mediums such as water and tissue and at an energy lower 

than 10 MeV. The bremsstrahlung interaction contributes to only ~ 3% of the initial electrons 

interacting with the tungsten target in a radiotherapy machine (125).  

 

3.3.3 Proton interaction with matter 
 

The previous section examined photon interactions with matter as a foundation for the 

coming chapter. This section goes on to explain proton interactions with matter to add to existing 

knowledge in the field. Protons interact differently with matter than photons do. Photons usually 

go through several interactions before depositing their energy. As a result, photons lose their 

energy on a large scale, and do not have a precise range inside the medium they travel through. On 

the other hand, protons experience large interactions before they deposit their energy and have a 

well-specified range in the medium. Protons interaction with matter can be categorised into three 

different Coulomb interactions: inelastic, elastic, and nuclear coulomb interaction.  

3.3.3.1 Inelastic coulomb interaction  
 

Protons are usually positively charged particles with a mass of 1.67𝑥𝑥10−27 kg, and have a 

mass approximately 1800 times larger than that of an electron. For this reason, in the case of the 

inelastic interaction, a proton interacts with an electron in the shell, depositing enough energy to 

eject the electron. This interaction results in the proton losing a small amount of its energy, a free 

electron and an ionised atom. The energy proton loss that arises due to the interaction with the 
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electron is minimal, due to the mass difference. In an inelastic interaction, the proton does not 

significantly alter its direction. The ejected electron is commonly ignored in proton therapy, 

because it travelled less than 1 mm and deposits its energy locally (130).   

3.3.3.2 Elastic coulomb interaction  
 

An elastic interaction occurs when the proton interacts with the atom's nucleus changing 

its direction. As a result, the nucleus absorbs some energy as a way to conserve momentum. This 

elastic interaction is the main cause of lateral scatter, as there is a change in the direction of the 

proton. This elastic interaction does not occur frequently relative to inelastic interaction, which is 

considered the primary interactive mechanism of proton therapy (130).   

3.3.3.3 Nuclear interaction  
 

Nuclear interaction occurs less frequently, at roughly 1%/1cm in water, and only 20% of 

the protons in the beam undergoes nuclear interaction. The proton is absorbed entirely by the 

nucleus of the atom. The result of this interaction is the release of neutrons or heavy ions. The 

protons that escape from the nuclear interaction are called primaries, and the particles that emerge 

from nuclear scatter are termed secondary (130).  

 

3.4 Statistical uncertainties in patients’ dose calculation  
 

Statistical noise describes a level of uncertainty that cannot be avoided in the dose 

calculation for the MC radiotherapy simulation. Unavoidable statistical noise occurs due to the 

dose fluctuation in each voxel. The dose fluctuates mainly around its mean value, affecting the 

isodose and DVH. Variance 𝜎𝜎2 describes the statistical noise, with a lower variance value being 

preferable. Reaching zero variance is ideal for a simulation, but it frequently cannot be achieved 

because of the finite amount of time needed. 

 Efficiency, 𝜀𝜀, is the main parameter when evaluating MC performance. Simply, efficiency 

describes how fast the MC simulation can reach the required variance, which can be calculated 

using the equation 𝜀𝜀 = 1
𝜎𝜎2𝑇𝑇

 , where 𝑇𝑇 is the time a central processing unit (CPU) needs to achieve 

a required variance (131). The recommended level of uncertainty permitted in radiotherapy is less 

than 2%, which can take a long time to simulate. However, introducing variance reduction 

techniques helps to minimize the time required to achieve the desired uncertainty level (132).  
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3.5 Variance reduction techniques  
 

The MC algorithm is considered the gold standard in radiotherapy, but it is generally agreed 

that the long simulation time is not practical for clinical work. Thus, some techniques have been 

introduced to reduce the time taken, such as Russian roulette, uniform particle splitting, and range 

rejection (133).  

 

3.5.1 Uniform particle splitting 
 

One of the basic variance reduction techniques is particle splitting, which can be used with 

photons and charged particles. As illustrated in figure 3.7, the techniques shows the 

bremsstrahlung production in a medical linear accelerator. The left side of the illustration simulates 

one electron producing one bremsstrahlung photon after hitting the target. The production of one 

bremsstrahlung photon per electron is used here to simplify the illustration and explain the particle 

splitting technique. The statistical weight of one photon in the simulation is w = 1 to one realistic 

photon. On the right side of the illustration is the particle split, with a factor of N = 5. One electron 

will typically produce five independent photons. However, to ensure balance in the statistical 

weighting, each photon is weighted w =1/N, which means in the case of w = 0.2, with the new 

weighting distribution, that the total weight of the real photons is preserved. The splitting 

techniques help increase photon production while reducing the time required to create them, 

thereby reducing statistical uncertainty and the time taken (134,135).    

 
Figure 3.7: Particle splitting technique. On the left side, one electron produces one photon with 
statistical weight 1. On the right side, applying a splitting factor of 5, one electron produces five 

independent photons with a weighted statistical factor of 1/N. 
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3.5.2 Russian Roulette  
 

In most cases, more than one reduction technique is used for an MC simulation. Russian 

roulette may be used with particle splitting because Russian roulette can be thought of as the 

reverse technique of particle splitting. When using Russian roulette, a survival probability 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  

is defined as 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ≪ 1. When applying a threshold, a test carried out with a random number ξ 

from the distribution uses an interval [0,1]. The particle is expected to survive if it passes the ξ <

𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. Otherwise, it will be stopped and then terminated. The statistical weight of the particles 

needs to remain in parallel with reality, because the statistical weight of the survival particle is 

increased by the factor 𝑤𝑤 =  1
𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠� . An example of combining both reduction techniques 

involves simulating a LINAC treatment head, in which an electron produces a bremsstrahlung 

photon after heating the target. The photon created can go in the direction of the collimator, in an 

interaction termed Compton scattering. The interaction with high Z materials leads to the creation 

of the Compton electron. The majority of Compton electrons will not produce any secondary 

electrons and are absorbed in the medium. Simulating these electrons wastes time and resources, 

because they do not add value to the result. However, if the Compton electron produces a 

bremsstrahlung photon, a simulation of the photons is essential if the photon is to reach a region 

of interest. A more advanced technique is then required, so as not to affect the result (134). A study 

carried out by Rodriguez et al. shows using a combination of photon splitting and Russian roulette 

in the PENELOPE algorithm improves efficiency, leading to lower statistical uncertainty by a 

factor of 45 (136). Another study compared efficiency using a combination of splitting factors and 

Russian roulette, in a simulation without using any variance reduction techniques, finding an 

increase in efficiency of 69 times when using variance reduction techniques (137).   

 

3.5.3 Range rejection  
 

A Compton electron maybe created from interactions with high Z materials, similar to the 

example in section 2.5.2, and can be stopped using range rejection, which can be used instead of 

Russian roulette. However, some information is needed before applying range rejection, including 

describing the distance of the present photon to the boundary, and the maximum distance the 

photon can travel in the target medium. This technique can only be used in association with a 

known maximum particle range, and so depends on the particle energy. The photon will be stopped 
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or terminated if the range is smaller than the range to the boundary, and this will then not affect 

the interest region that needs to be simulated. The technique is specific because it requires the 

above information to be provided, and in many simulations, it is not easy to correctly establish the 

range of the photon (134,138).    

 

3.6 FLUKA MC algorithm  
 

MC simulations have become a highly discussed topic in recent years due to the availability 

of more algorithms, and the high-accuracy dose calculation. The most frequently used MC codes 

in radiotherapy fields are EGS, FLUKA, PENELOPE, MCNP and GEANT4. Still, MC codes are 

not user-friendly, making it more challenging to apply them routinely in a clinical environment. 

The different MC codes deliver some advantages and disadvantages. FLUKA is used in this study, 

due to its high accuracy and flexibility with Micro CT and proton simulation (139,140).   

 FLUKA is an MC code used in multiple applications, such as radiotherapy, shielding, 

calorimetry, dosimetry, detector design, neutron physics, and cosmic ray simulation (140–142). 

FLUKA contains more than 60 different particles, producing an interaction result with a high level 

of accuracy. The range of energy available in FLUKA provides additional options to facilitate the 

simulation. A photon or electron can be simulated from an energy of 1 keV to 1000 TeV. In 

hadrons, it can reach 20 TeV. Furthermore, the tracking system in FLUKA can track particles in 

different environments and those with electric or magnetic fields. FLUKA uses highly accurate, 

well-known microscopic models to describe the interactions of different types of particles with 

matter. FLUKA evaluates the interaction model at each step to ensure consistency in a variety of 

reactions (139,140). FLUKA was checked and benchmarked at the interaction level with 

experimental data. The underlying physical model used for single interactions can ensure high 

accuracy in complex cases with absent experimental data, because FLUKA is built to record single 

microscopic interaction (143).  FLUKA works by inputting cards with specific commands, which 

are written in an American standard code for information interchange (ASCII) format, to execute 

simulations. The basic structure of an input card is as follows: 

- Titles and comments used for the labelling and identification of simulations.  

- Identify a particle source.  

- Describe the geometry as a voxel for the simulation region.  

- Describe the material used in the geometry.  
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- Describe the material assignments.  

- The scoring card, for example scoring of energy, dose and fluence.  

- Adding a biasing option.  

- Adding any settings for particles not included in the results. For example, cutting any 

particle with a specific threshold.  

-  Beginning the random number sequence. 

- Adding the number of histories to be used in the simulation. 

More cards are available for different purposes, including global cards that need to be used if 

DICOM files are uploaded to allow FLUKA to handle many voxels. In addition, the user routine 

is another option designed to create a customized input file, or one that is more advanced that is 

not available on the standard input card. The latest update in FLUKA allows for the handling of 

the DICOM series, which is important in radiotherapy because the DICOM series contains a lot of 

essential information, like the HU of each voxel needed, and the location of each slice (139,144).  

 

3.6.1 DICOM in FLUKA 
 

Exchanging information between different clinical centres is a challenging task. 

Furthermore, transferring information between different medical equipment manufacturers is 

complicated. The National Electrical Manufacturers Association (NEMA) created a standard 

datastore format to establish common ground between all manufacturers. DICOM has become the 

standard format that simplifies the exchange and transfer of information between different centres 

(145). DICOM files contains all the requisite information in radiotherapy to create a treatment 

plan. Furthermore, a treatment plan that includes information on beam energies, gantry angle and 

region of interest can be saved in DICOM format. The selected DICOM format has been uploaded 

derived from Python dictionaries, which use a dataset to store information. The DICOM format 

comprises a collection of pairs of keys and values. The key represents the DICOM tag, and the 

value is the data elements. The reason for using the Pydicom library is to make the method easily 

accessible to everyone (146,147). Figure 3.8 provides an example of DICOM dose information 

and how it is organized. The first column on the left provides a tag number, and the second column 

an attribute. The third column identifies the value. The fourth column is the value representation 

and the final column the data length.  
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Figure 3.8 Example of DICOM data  
 

A treatment planning system saves and exports the patient’s information into different 

DICOM files; the original DICOM from the CT scan, radiotherapy treatment (RT) structure, RT 

plan and RT dose. All these files contain the specific information needed to explore or re-simulate 

treatment in the MC algorithm (147). For example, the DICOM image from the CT scan contains 

anatomical information concerning the patient. Furthermore, a medical CT scan provides a 

Hounsfield unit (HU), representing the density of the different organs and tissues in the patient’s 

body. In a two-dimensional array, the HU is stored in the DICOM under the tag name pixel array. 

The DICOM contains many files, representing a slice in the z-direction. Stacking all the files 

together produces a three-dimensional grayscale image. Additionally, DICOM files contain the 

pixel size, patient position, and patient orientation during the imaging. This information is essential 

to calculate a treatment dose (147,148). The second set of DICOM files is the RT structure created 

within the treatment planning system. The RT structure contains contouring of the region of 

interest, such as PTV, GTV, and organs at risk. Contouring means outlining the organ at risk and 

the targets to guide the radiotherapy plans. In addition, the RT structure contains the contoured 

region's orientation and the delineated colour lines. The RT structure is essential because DVH 

cannot be calculated or visualize dose distribution in PTV or organs at risk without it. The 

treatment planning system exports the second set of information, known as the RT plan, which is 

essential for re-calculating the plan. The RT plan file contains information about beams, dose 
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prescription, patient setup, gantry rotation, angles, and isocentre position. This information is 

essential to mimic TPS treatment using the MC algorithm (147,148). The last file is the RT dose, 

which contains the calculated dose from the TPS. Furthermore, the RT dose contains other 

dosimetric information, including the size of the scoring gride, scoring region, and dose 

distribution in a three-dimensional array, meaning the RT dose contains some pixel array 

information. Exporting the RT dose file from TPS makes it possible to view each beam dose 

distribution separately, or view a combination of all beams as the results (147,148). The files 

exported from TPS cannot be uploaded directly to FLUKA, because FLUKA cannot read all this 

information. As mentioned, FLUKA uses voxels to describe the complex geometry used in the 

design or input. Flair is a graphical interface that can be compiled with FLUKA to handle tasks 

such as uploading DICOM CT images and transferring them to voxels. Voxels from DICOM can 

be transferred into the FLUKA environment, and recently the new update permits the upload of 

the RT structure into FLUKA, although some problems need to be solved. Flair provides an option 

to transfer each voxel HU unit to its density using a default conversion table, or modifying the 

conversion table to add more elements. However, Flair was unable to handle the RT plan or RT 

dose until recently. Now, all the information needs to be added manually, or a customized code 

needs to be written to upload more complex treatment (144,149,150).  

 

3.7 PRIMO MC  
 

PRIMO is another software, which contains the MC algorithm that will be used in chapters 

4 and 5. PRIMO can be built using the PENELOPE, PENEASYLINAC and PENEASY 

algorithms. PRIMO combined all the available components in a friendly graphical interface to 

support a more friendly radiotherapy simulation. PRIMO can also read a simulated phase-space 

file using other codes, but must be in an Interactional Atomic Energy Agency (IAEA) binary 

format. Multiple linear accelerators have been introduced in PRIMO, such as Varian Clinac 2100, 

and Varian Clinac 2300. Furthermore, two versions of the multi-leaf collimator are available, 

Millennium 120 and 120 HD. One of the features of PRIMO involves allowing multi-beam 

simulations with different geometric setups. This feature allows for the simulation of step and 

shoot and continues on from IMRT. Many parameters can be edited, such as mean energy, focal 

spot, and beam divergence. Meanwhile, tuning needs to be done to achieve a high percentage of 
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agreement across the PRIMO simulation and measurements. In chapter four, tuning was done 

using measurement data from Singleton hospital.        

As explained, the PRIMO’s main engine is PENELOPE, which was introduced in 1996 by 

the Nuclear Energy Agency Data bank (151). The first version of PENELOPE can simulate 

electrons, positrons and photons with complex geometries (151). PENELOPE is written in Fortran 

77, and various packages were introduced to fulfil different tasks, such as a materials program to 

control the material in the simulation. The code's first significant upgrade was introduced in 2001 

(152). The physics model used for the electron/positron elastic scattering was the Wentzel model, 

and this was changed to enable a more accurate angular particle distribution. Furthermore, an 

update of the bremsstrahlung emission calculation was made. The new version of PENELOPE 

introduced a more specific K- and L shells fluorescence radiation calculation. A further minor 

upgrade was undertaken in 2003. All inner shell ionization of electrons was then counted as an 

independent mechanism to provide a more realistic value (153). This new major upgrade was later 

introduced in 2008. An improved particle transport algorithm introduced photon polarization and 

an algorithm to model Rayleigh photon scattering. The PENELOPE algorithm is continually being 

upgraded with more advanced algorithms, to provide more accurate simulations of different 

interactions. In 2011, models for a polarizing photon, inelastic collision, and N shells ionizing 

events were improved. In the latest version, a minor upgrade was made, which involved expanding 

the cross sectional databases and including radioactive sources (154).  

 

3.8 Comparison of MC and analytical algorithms  
 
3.8.1 Phantom  
  

Many researchers evaluate and compare the use of different TPS with MC to assist in 

ongoing developments to improve accuracy and decrease the uncertainties associated with photon 

dose distribution (155,156). An improvement rate of 1% in dose distribution accuracy can lead to 

an increase of 2% in the early-stage tumour cure rate (157). Researchers report a reduction in the 

prescribed dose by 5%, where uncertainty in TPS causes 10% to 20% variations in local tumour 

control probability. This figure can achieve a 30% difference in establishing the probability of 

normal tissue complications (158). For this reason, increasing the accuracy of radiotherapy is vital 
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to providing better patient treatment. Throughout the thesis, an analytical anisotropic algorithm 

currently implemented in the Eclipse system was used. In the analytical anisotropic algorithm, the 

materials are all treated as water of varying densities. The Hounsfield units were extracted from 

CT and converted to varying electron densities. However, the medium was still considered water 

in terms of chemical composition.   (159). Han et al. studied differences in dose distribution 

between the analytical anisotropic algorithm (AAA) and MC algorithms using both homogenous 

and heterogenous phantoms (160). The result reveals an agreement in dose distribution on the 

homogenous phantom between Varian golden data, AAA and MC. However, dose distribution 

varies in the heterogenous phantom, especially in the bone area, which reaches 15.4% difference 

between golden data and MC. The AAA underestimated or overestimated the dose by 8.3% in 

heterogenous areas compared to MC. The AAA did not meet the 2%/2 mm distance to agreement 

(DTA) criterion in areas containing air and bones (160). The results from Fogliata et al.’s study 

align with those found in the literature review, which state that the AAA algorithm overestimated 

the dose in heterogenous areas compared to MC (161). Simulations carried out by Fogliata et al. 

and Bush et al. show that in the presence of air or high-density bone, AAA significantly differs in 

dose distribution, reaching as high as 17.5% (162). Tsuruta et al. demonstrate that the greatest 

difference in dose distribution between AAA and MC is at the boundaries of tissues with different 

densities (163). Differences in dose distribution are clearly seen in the interface between the two 

different densities, as shown in the above mentioned studies. The study by Alhakeem et al. focuses 

on the interface dose distribution using a water-air phantom. The results show the differences 

between TPS and MC in the water-air phantom fall between 5.7% and 12.8% (164). Notably, the 

study ignores the readings of the first few voxels after the air gap, where the reading is higher, 

instead focusing on the secondary build-up region. 

 A similar result was detailed by Kan et al., who reported 7.3% using  thermoluminescent 

dosimeter (TLD) readings (165). Stathkis et al. obtained a difference of 3%-15% in a similar 

interface interaction (166). These studies found similar outcomes: TPS shows a significant 

difference in dose distribution in the interface between different densities using a heterogeneous 

phantom. A study by Sterpin et al. demonstrated a significant dose difference between MC and 

AAA in a phantom imitating the ribs, bones and lungs using an IMRT technique. A significant 

dose distribution difference was observed at the border of the rib area (167). Ono et al. and Ashfaq 

zaman et al. demonstrated a similar result to that found in the previous study, reporting a significant 
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difference in dose distribution in the heterogeneous phantom at the border of a high-density 

materials such as bones (168). The latest study on dose to medium and dose to water 

recommendation for trials by Kry et al. demonstrated a difference between reporting dose to 

medium, and dose to water, reaching 10% in dense bone using the slab phantom and 1-1.4% in 

soft tissue (169). The study shows a difference in medical CT resolution. However, in this thesis a 

micro-CT data is used when calculating dose distribution using dose to medium. The micro-CT 

data can provide more in depth information regarding the effect of heterogeneous areas in dose 

distribution. The distinction between dose to water and dose to medium becomes more pronounced 

due to variations in interaction cross sections resulting from the diverse material compositions of 

the media. This dissimilarity in material composition can be accurately captured by Micro CT, 

which offers superior resolution, revealing certain details that might be absent in medical CT scans. 

Additionally, this distinction is observable on a macroscopic through factors like mass attenuation, 

energy absorption coefficient, and electron-stopping power.   

 The above-mentioned articles mentioned effects associated with high and low density, but 

focused predominantly on areas with air. However, high-density materials, such as high-density 

bones and metals, can also result in an overestimation or underestimation of the dose delivered to 

the target area; e.g., in a prostate patient with a hip prosthesis or a liver patient with a stent. 

Alhakeem et al. simulated a photon beam going through a water-steel phantom and compared 

AAA and MC. The average difference between AAA and MC is around 5.5%, mainly at the 

interface between the two different densities (164). AAA underestimates the dose at the interface 

because there is inaccuracy when simulating lateral and backscatter radiation due to the presence 

of the high-density materials (164). A similar outcome was observed by Ansbacher et al., and a 

dose peak of 20% at the interface of the metal was present in the MC but absent in the AAA. The 

dose peak is attributable to electron backscatter events. Furthermore, lateral electron scatter is 

shown in the MC simulation, but not in the AAA algorithm, leading to a 15% dose peak (170). 

The previous articles studied the effect of heterogeneity in TPS on the target. However, it did not 

mention the OAR outside the treatment beam. Howell et al. focus on the OAR outside the beam 

direction, showing a difference between the measurement and the TPS of 40%. The difference in 

dose increases when increasing the distance from the target (171). A similar outcome was reported 

by Huang et al., indicating that TPS uncertainty increases in OAR (172). The uncertainty in the 

AAA algorithm increased dramatically in the area with high heterogeneities, due to the limitation 
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in the interface dosimetry. The inability to handle coupled photon-electron transport at the 

interface area where backscattered secondary electrons originated from upstream or downstream 

tissue led to uncertainty in dose distribution, particularly in those areas with significant density 

variations.           

3.8.2 Patients 
 

The uncertainty associated with TPS in heterogeneous areas was noted in the articles 

mentioned when using a phantom to mimic different human parts. However, a CT simulation of 

actual patients is crucial to obtain accurate findings. A study by Linthout et al. demonstrates that 

an overestimation in the PTV dose in head and neck cases reaches 12% (173). A similar outcome 

was seen in head and neck cases in Onizuka et al.’s study, in which the difference between AAA 

and MC was over 7% in IMRT treatment (174). Rana et al. carried out a simulation on oesophageal 

cancer patients, and found AAA presents a difference in dose distribution, reaching 6.2% to the 

PTV and higher in the OAR (175). The study concluded that AAA either overestimated or 

underestimated the dose, especially in the presence of heterogeneity in the area (175). In addition, 

the tumour’s location proved critical, because the heart is located within the beam direction. In 

these cases, reducing uncertainty can decrease the dose delivered to the heart resulting in fewer 

side effects. The high density of bone can lead to greater uncertainty in dose distribution for TPS, 

especially if the density of the bone affects the OAR due to the distance. Hughes et al. simulates a 

treatment planning system using the AAA algorithm, where the spinal cord is the OAR. The AAA 

algorithm shows a difference in the dose reaching 7.4% (176). The high density of the bone 

increases the level of uncertainty, and the previously mentioned studies show that TPS has higher 

uncertainty in dose distribution to the OAR than to the target. Another study by Padmanaban et al. 

simulated a treatment plan with VMAT, concluding that a significant dose difference is reported 

in oesophageal cases for the PTV, heart, and spinal cord (177). The AAA overestimated the dose 

to the GTV displaying greater uncertainty in the interface of different densities. Additionally, the 

beam delivery technique was not related to the dose difference between different algorithms (177). 

The accuracy of the treatment is critical in cases where dose escalation is essential to eliminate 

cancer cells. However, accuracy cannot be achieved where there is high uncertainty in dose 

distribution due to factors such as heterogeneity and the algorithm, which cannot handle the 

complicated interactions. 
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3.9 Overview 
 

In this chapter, detailed knowledge was built around the MC algorithm, which is known as 

the gold standard for calculation of dose distribution in radiotherapy. The different interactions 

between the photons, protons and matter was explored providing essential information for the 

multiscale chapter. As examined in the above section, MC has a disadvantage given its long 

simulation time, and many reduction techniques have also been introduced to reduce the time. The 

chapter continues by demonstrating a different study comparing MC and analytical algorithms in 

the phantom and the patient. Most of the studies concluded that the MC provides a more accurate 

dose distribution in heterogenous areas. Given its high calculation accuracy, the MC algorithm 

will be used in the upcoming chapter as the main algorithm to calculate dose distribution. Before 

using MC, tuning and validation must be carried out with the Eclipse treatment planning system 

located in a Singleton hospital. The next chapter describes validation of PRIMO, a MC algorithm.  
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Chapter 4: MC modelling of the linear accelerator head with Primo 
 

4.1 Introduction   
 
             A linear accelerator is composed of different parts, which allow flexibility in shaping the 

beam in such a way as to imitate the shape of the target. The linear accelerator is designed to 

deliver a different range of doses. Including all the components of different LINAC models in MC 

is a challenge. Currently, an advanced code called PENEASYLINAC is available, which works as 

input to simulate the different designs of the LINAC system. Furthermore, specific detail is 

included, such as different types of multi-leaf collimators, and the quadric model of the secondary 

collimator (sempau), which helps to develop a more useful algorithm to be used by both experts 

and non-experts alike. PENEASY is another program that is necessary to support the main code 

PENELOPE when preparing for a simulation. PENEASY includes multiple components, such as 

variance reduction techniques, geometries, tallies, and the voxelisation of the CT images. PRIMO 

is a MC program that uses the PENELOPE code, which will be used in this chapter. One of the 

drawbacks of PRIMO is that it does not provide a beam configuration algorithm. To overcome this 

obstacle, manual tuning must be performed to match the measurement data from the treatment 

planning system. This is a time-consuming and resource-intensive process; however, valuable 

experience can be gained by fine-tuning the Linac.  

 

4.2 Objective 
 
             This chapter aims to tune and validate the PRIMO MC simulation with the Eclipse 

treatment planning system located in the Singleton Hospital using simulated and golden beam 

measurements from Varian. 

 

4.3 Material and method  
 
4.3.1 Tuning and validation of the LINAC model using Primo   
 
  The Truebeam linear accelerator model was used for tuning, and contains the target, 

ionisation chamber, primary collimator, flattening filter, secondary collimator, X jaws, Y jaws and 
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multileaf collimator, as shown in Figure 4.1. The MC simulation will be divided into three parts 

using PRIMO to reduce both the uncertainty and the time taken for the simulation. The first part 

is called the S1, which is the phase space file (PSF). The PSF includes only the upper part of the 

linear accelerator from the target to the flattening filter, and does not require any patient 

information. The PSF saves particles energy, type, direction and position, allowing it to be reused 

for different patients without re-simulating the PSF. However, the PSF file cannot be reused again 

if the LINAC model changes. The second part is S2, in which the collimator is involved and 

configured. The final part of the simulation is S3, and involves the phantom or patient’s CT. S1 

will be simulated separately from S2 and S3, because of the time required to produce a sufficiently 

rich PSF, so the uncertainty level is less than 2%.  

 The PRIMO version 0.3.1.1772 was used to simulate a Varian 2100, a Truebeam machine. 

The nominal energy used was 6 MeV. A fixed field size of 10 ×  10 cm2  was also used. A 

phantom was also introduced to tally the dose in a homogenous water phantom, which was created 

inside the PRIMO with a dimension of 40.2 ×  40.2 ×  31 cm3. The source to surface distance 

(SSD) was 100 cm, which is similar to the experimental data. The bin size was set at 

0.2 ×  0.2 ×  0.2 cm3. The experimental data used to configure the treatment plan in Swansea 

Hospital is golden beam data provided by Varian. The golden beam data was used to configure the 

treatment planning system during the machine installation in the hospital.. The configuration of 

the MC simulation was divided into four stages to reach a 95% agreement with the experimental 

data. Ten million histories were used at each stage to lower the time without affecting the result. 

The first stage involved configuring the initial energy. The default initial energy was 5.4 MeV, 

which was used in the first run after which, the simulation was repeated until it reached 6.25 MeV. 

An increase of  initial energy was made for each simulation until it reached the highest level of 

agreement with measured data using the gamma index passing rate 2%/2mm for the percent depth 

dose (PDD). Furthermore, all other parameters remained constant. Only in stage one was the PDD 

curve used for comparison; from stage two until the final stage, a percentage of the lateral dose 

profile was used for comparison. The second stage used the results of the initial energy input, and 

changed the focal spot by increasing each simulation by 0.1 mm until 2 mm was reached. The 

remaining parameters remained constant. Stage three used the highest gamma score for initial 

energy and the focal spot input and then the FWHM for primary energy distribution. The energy 

FWHM started at 0 until 0.2 MeV of an increase of 0.05 MeV, and all other parameters were held 
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constant. The final stage was similar to the first three stages in that the previous input was used 

and the beam changed divergence from 0° to 3°. After acquiring optimal configuration, a rich PSF 

file was created to ensure the uncertainty associated with the simulation was less than 2%. MC is 

a time-consuming process, so in order to reach higher uncertainty without increasing the time, a 

splitting-roulette was used. Furthermore, simple phantom splitting was used by a factor of 300 to 

ensure uncertainty was as low as possible in the different stages of the simulation. Among the 

methods integrated into PRIMO, rotational splitting and splitting roulette have demonstrated 

notable efficiency. When combined with straightforward dose tallying region splitting, these 

techniques have proven particularly effective. As a general guideline, for beams with energies 

below 15 MV, splitting roulette surpasses rotational splitting in efficiency, making it the preferred 

option. Nonetheless, it's important to note that implementing splitting roulette substantially inflates 

the size of phase-space files compared to simulations without variance reduction techniques. 

Parameters governing rotational splitting and splitting roulette are mostly preconfigured to ensure 

optimal efficiency. One user-adjustable parameter is the specification of the splitting region's size. 

Determining an appropriate splitting factor often involves trial and error. However, a 

straightforward approach exists for estimating the initial value of the splitting factor before 

engaging in trial and error. The steps are: 

1- Conduct simulations with an initial splitting factor set at 1. 

2- Refer to the achieved average statistical uncertainty from PRIMO as Δ. 

3- Define the ratio n = Δ/δ, where δ represents the intended statistical uncertainty. 

4- Determine the ceiling value of 𝑛𝑛2 , denoted as 𝑓𝑓, which implies 𝑓𝑓 = 𝑛𝑛2 . This value of 

𝑓𝑓 becomes the necessary splitting factor for simulating s3. 

5- Proceed to perform a new run of s3 employing the calculated splitting factor.  

Subsequent adjustments can be made through trial and error to achieve the desired statistical 

precision without significantly extending the simulation time. Failure to attain the desired 

uncertainty level may indicate that the phase space file is insufficiently large. 

 

4.3.2 Gamma index analysis method      
 

The gamma index is one of the most commonly used metrics in radiotherapy for the 

verification of different techniques, such as 3D, IMRT and VMAT (178). Gamma index analysis 

tools provide a method for comparing two different doses, using criteria that can be altered by the 
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user. The two input criteria used are dose difference and distance to agreement. Testing point 𝑝𝑝  

and dose at point 𝑑𝑑𝑒𝑒(𝑝𝑝), and the gamma index Γ can be calculated by:  

                                         𝛤𝛤 = 𝑚𝑚𝑚𝑚𝑚𝑚 ���∆𝑑𝑑𝑖𝑖
∆𝐷𝐷
�
2

+ �∆𝑠𝑠𝑖𝑖
∆𝑆𝑆
�
2
�                                                       (4. 1) 

The constant ∆𝐷𝐷 is the acceptance of dose difference, which is one of the acceptance criteria used 

for the gamma index tool. The second acceptance criteria is the constant ∆𝑆𝑆, which is the distance 

to an agreement. The ∆𝑑𝑑𝑖𝑖 represents the different doses measured and simulated at a specific point. 

The ∆𝑠𝑠𝑖𝑖 denotes the different distances between the two points. An example is that if the criteria 

are 2% dose and 2 mm distance, any gamma index value equal to, or less than 1 is considered to 

have passed the gamma test (179). 

 
 

 
Figure 4.1: Model of the Truebeam target and collimator (180). 

4.3.3 percentage of agreement and gamma test 
 

The simulation result was compared with the MC and TPS using both the percentages of 

agreement and a gamma test. The percentage of agreement is calculated using information from 

the DVH. The percentage of agreement (PA) formula is: 
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                       𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑜𝑜𝑜𝑜 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 100 �1 −
𝛿𝛿𝐴𝐴

𝑚𝑚𝑚𝑚𝑚𝑚 (𝐴𝐴1,𝐴𝐴2)
�                              (4. 2) 

The absolute value of the region of 𝐷𝐷𝐷𝐷𝐷𝐷1 𝑎𝑎𝑎𝑎𝑎𝑎 𝐷𝐷𝐷𝐷𝐷𝐷2  is 𝛿𝛿𝐴𝐴 . The A value is a region in the 

histogram that represents the DVH of the target. 

 

The demand for high accuracy dose evaluation is increased due to the complexity 

associated with treatment planning and delivery systems. The main rule for dose evaluation tools 

is to compare the planned dose and the dose distribution delivered. In 1998, Low et al. introduced 

a quantitative dose analysis called the gamma index (181). Since the introduction of the gamma 

index, there have been many improvements and upgrades to the algorithm. To date, the gamma 

index is the most popular method to employ when undertaking dose distribution comparisons. The 

gamma index combines dose difference (DD) and distance to agreement (DTA) to establish a 

matrix for each point in the evaluation area. The DTA calculates the distance between two points 

with an equal dose in the evaluated dose distribution. The DTA and DD are set to ascertain which 

criteria determine whether a point is passing or failing. These reference points are used to calculate 

the dose difference, after which the DTA of these points is calculated using a set passing rate 

criteria. Figure 5.2 simplifies the gamma index calculation. 

 

Figure 4.2 The illustration of gamma criteria in 2D dose distribution (182) 
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The gamma index evaluation equation is: 

                                 𝛤𝛤 (𝑟𝑟𝑚𝑚, 𝑟𝑟𝑟𝑟) =  �
|𝑟𝑟𝑚𝑚 − 𝑟𝑟𝑟𝑟|2

∆𝑑𝑑2
+

|𝐷𝐷𝑚𝑚(𝑟𝑟𝑚𝑚) − 𝐷𝐷𝑟𝑟(𝑟𝑟𝑟𝑟)|2

∆𝐷𝐷2                                    (4. 3) 

 

The reference dose distribution is represented as 𝐷𝐷𝑟𝑟(𝑟𝑟𝑟𝑟)and the measured dose as 𝐷𝐷𝑚𝑚(𝑟𝑟𝑚𝑚). The 

vector, as seen in the figure 5.2, is 𝑟𝑟𝑚𝑚 𝑎𝑎𝑎𝑎𝑎𝑎 𝑟𝑟𝑟𝑟. The DTA is ∆𝑑𝑑, and the dose criteria are ∆𝐷𝐷. The 

|𝑟𝑟𝑚𝑚 − 𝑟𝑟𝑟𝑟|  corresponds to the spatial distance between the two comparison points and 

|𝐷𝐷𝑚𝑚(𝑟𝑟𝑚𝑚) − 𝐷𝐷𝑟𝑟(𝑟𝑟𝑟𝑟)| for the dose difference. Each pixel value within the region of interest in the 

reference point is subject to calculation. Then a gamma index to a specific point is calculated using 

the equation. The value of the gamma index ≤ 1 indicates that the point is within the DD/DTA 

passing value. Meanwhile, a gamma index > 1, which is the evaluated point, fails the passing 

criteria. The most commonly used criteria is ∆D = 3% and ∆d = 3 mm and the some centres use 

the more relaxed criteria ∆D = 5% and ∆d = 5 mm (183). Measurement uncertainty led to some 

failing points in the gamma evaluation. Overall, the general rule here is that if 95% of the points 

pass the assigned criteria, then dose distribution passes the gamma evaluation.  

 
 
4.4 Results and discussion  
 

The simulation to tune the MC model started with the default initial energy of 5.4 MeV, 

maintaining all other parameters at the default setting. The result was compared with golden beam 

data and did not pass the gamma analysis tools using 2% / 2mm criteria. The initial energy is the 

most critical setting affecting the PDD curve. The simulation was repeated by increasing the initial 

energy until it reached 6.25 MeV. Table 4.1 shows the different initial energy settings, compared 

with the measured data. As the initial energy increased, the passing rate rose until it reached the 

recommended level. As the table indicates, the initial energy for 5.8 MeV and above passes the 

gamma analysis, but reaches maximum agreement with the PDD curve at 6.25 MeV. PDD defined 

as the absorbed dose in a medium as a function of depth along the beam direction.     
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Table 4.1: MC simulated data of different initial energy parameters compared with measured 
data using the three criteria of the gamma analysis for the PDD curve. 

Initial energy MeV Average dose uncertainty Passing rate 3%  2% 1% 
5.40 18.90 99.35 25.10 16.95 
5.80 15.80 100 99.81 95.51 
6.00 11.92 100 99.68 95.80 
6.25 10.90 100 99.74 96.90 

 
 

The same approach was repeated for the focal spot, using the initial energy from the 

previous simulation and keeping the remaining parameters on a default setting. The focal spot 

significantly impacts the lateral dose profile, and is essential to test the effect of changes in the 

dose profile at different depths. Table 4.2 shows the different MC simulated values for the focal 

spot compared with the lateral profile of the measured data. The highest score chosen from the 1% 

gamma analysis was 0.14 cm, and this was used for the next step. The focal spot has a minimal 

effect on the PDD curve; consequently, the PDD is not used during the comparison.  

 

Table 4.2: MC simulated data for different focal spot parameters compared with the measured 
data using the three criteria of the gamma analysis for lateral dose profile. 

Focal spot (cm) Average dose uncertainty Passing rate 3% 2% 1% 
0.10 11.8 71.91 52.93 11.24 
0.12 10.8 69.41 53.43 19.23 
0.13 10.6 97.38 79.28 30.71 
0.14 10.4 98.75 86.64 56.93 
0.15 9.9 99.63 82.40 36.58 

 
 

The same steps are duplicated here, but this time using the chosen initial energy, focal spot, 

and altering the energy FWHM until the higher gamma score was reached. Table 4.3 compares the 

simulation results and the measured lateral dose profile using different energy FWHM. The highest 

score was for 0.15 MeV, after which the score declined, indicating further simulation is 

unnecessary.  
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Table 4.3: MC simulated data of energy FWHM parameter compared with the measured data 
using the three criteria of the gamma analysis for lateral dose profile. 

Energy FWHM 
(MeV) Average dose uncertainty  Passing rate 3% 2% 1% 

0.10 11.8 99.25 93.63 33.21 
0.14 10.8 99.75 91.01 39.08 
0.15 9.4 99.75 96.88 54.43 
0.16 10.3 97.75 85.52 50.81 
0.20 10.9 98.63 86.52 45.57 

 
The final step was to use the previously chosen parameter to change the divergent beam angle until 

the highest score for the gamma analysis was reached. Table 4.4 shows the simulation performed 

at different beam angles to attain the highest gamma passing rate to mimic the lateral dose profile. 

Beam divergence of 2.5 was chosen due to its high level of agreement with the measured lateral 

dose profile.  

 

Table 4.4: MC simulated beam divergence parameter compared with the measured data using 
the three criteria of the gamma analysis for lateral dose profile. 

Beam divergence  Average dose uncertainty  Passing rate 3% 2% 1% 
1.0 10.5 96.50 88.51 41.45 
1.5 10.4 99.38 84.02 31.21 
2.0 10.3 90.76 65.17 19.98 
2.5 10.5 99.75 95.01 62.67 
3.0 10.7 94.13 71.41 47.82 

 
  

After choosing the configuration with the highest agreement with the measured data, a large PSF 

file was created using 10 × 108 histories. The simulation time needed for the PSF is 165 hours, 

which is a CPU-intensive workload. The PSF was used to run a multi-simulation with different 

field sizes, and was compared with the measured data.  

 

4.4.1 PDD and dose profile comparison  
 

Multiple tests were undertaken to evaluate the MC model configuration, and a comparison 

of the measured data was undertaken. A PDD curve comparison and lateral dose profile were used 

to evaluate the MC model. The PSF was created using the configuration chosen from the previous 
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simulation, to ensure as close a result to the measurement data as possible. The PSF file contains 

44𝑥𝑥108  photons, 21𝑥𝑥106  electrons and 13𝑥𝑥105  positrons. Figure 4.2 shows the PDD curve 

comparison between the measurement and simulated data using a field size of 10 ×  10 cm2  with 

the configuration 6.25 MeV initial energy, 0.14 cm focal spot, 0.15 MeV energy FWHM and 2.5 

beam divergence.  

 
Figure 4.3: shows the PDD curve comparison between measurement and simulated data using a 
field size of 10 ×  10 𝑐𝑐𝑐𝑐2  with the configuration 6.25 MeV initial energy, 0.14 cm focal spot, 
0.15 MeV energy FWHM and 2.5 beam divergence. The uncertainty was 0.7%. 

 
The gamma analysis passing criteria 2%/2 mm score was 99.81%, which exceeds an acceptance 

level of 95%. The uncertainty level for the simulation was 0.7%. The MC simulated PDD curve 

for 10 ×  10 cm2  shows the beginning of the dose was underestimated, starting at 15 cm and 

reaching maximum at depth 30 cm. However, maximum difference in depth reaches 0.637%, 

which is considered acceptable (184). Figure 4.3 shows the PDD curve of the MC calculated and 

compared with data measured using different field sizes. Table 4.5 provides the gamma analysis 

of the PDD curve for different field sizes. The gamma score for all field sizes passes the minimal 

score of 95%, which indicates an agreement between the measurement and the calculated dose. 

The average gamma index before the maximum and after the maximum in all fields was below 

one, which is within tolerance.   
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Figure 4.4: The PDD curve for different field sizes: (a) the PDD curve of 4 x 4 𝑐𝑐𝑐𝑐2 (b) the PDD 
curve of 6 x 6 𝑐𝑐𝑐𝑐2 (c) the PDD curve of 20 x 20 𝑐𝑐𝑐𝑐2 (d) the PDD curve of 30 x 30 𝑐𝑐𝑐𝑐2. 

Table 4.5: Gamma analysis of the PDD curve for different field sizes.  

Field 
size 

(cm2) 
Average gamma index 

before maximum 
Average gamma index 

after maximum 
Percentage of points passing the 

criteria (2%, 2 mm) 
4x4 0.46 0.21 99.61 
6x6 0.40 0.11 99.68 

10x10 0.48 0.16 99.81 
20x20 0.58 0.25 99.61 
30x30 0.46 0.21 99.68 
40x40 0.58 0.35 97.15 
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Table 4.6: Comparison between the PDD curve measurements at different field size and depth 

 
 

Table 4.6 shows the agreement between the PDD curve for different field sizes at 10 cm and 20 

cm depth. At the 10 cm depth, the majority of the field size shows a higher simulated result than 

measured; however, the difference is less than 0.5%, which is within tolerance level. At a 20 cm 

depth, the measurement becomes higher than the MC simulated result; however, the difference 

remains within the tolerance level. The results show that the simulated measurement of the PDD 

curve has achieved the gamma passing rate. The PDD curve is also affected by the initial energy, 

and the initial energy used in the MC was 6.25 MeV, which shows an agreement with the 

measurement value. The next step was to evaluate the other setting with different depths in a lateral 

dose profile in different field sizes. Table 4.7 shows the gamma passing score of varying field sizes 

at 10 cm depth.  

  
Table 4.7: Gamma analysis for lateral dose profile for different field sizes at a depth of 10 cm. 

Field 
size 

(cm2) 

Average gamma 
index inside the 

field 

Average gamma 
index in the 

penumbra region 

Average gamma 
index outside the 

field 
Percentage of points passing 

the criteria (2%, 2mm) 
4 X 4 0.26 0.71 0.15 97.49 
6 X 6 0.21 0.61 0.26 98.19 

10 X 10 0.17 0.65 0.57 98.63 
20 X 20 0.25 0.65 0.52 99.72 
30 X 30 0.62 0.99 1.17 95.52 

 
The pass rate set was 95%, and it was higher for all the field sizes, as the average gamma index 

inside the field was below one indicating agreement with the measurement data. The average 

gamma index outside the field size was within the limit for the different field sizes with the 

exception of the 30 x 30 cm2 field, where the score was above one. However, the average score of 

Field size (cm^2) PDD (10 cm depth) PDD (20 cm depth) Range at 50% dose (cm)
Measured MC calculated Difference (%) Measured MC calculated Difference (%) Measured MC calculated Difference (%)

4x4 61.54 62.28 -0.74 33.37 33.58 -0.21 13.34 13.57 -0.81
6x6 63.58 63.65 -0.08 35.20 35.12 0.08 14.06 14.11 -0.90

10x10 66.40 66.57 -0.17 38.10 37.96 0.14 15.13 15.18 -0.12
20x20 69.54 69.31 0.23 42.40 41.81 0.59 16.75 16.53 0.66
30x30 70.97 71.38 -0.41 44.53 44.38 0.15 17.59 17.71 -0.22
40x40 71.78 71.65 0.13 45.77 45.03 0.74 18.08 17.92 0.40
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1.17 outside the field for 30 ×  30 cm2 is clinically insignificant, and is due to the physics of the 

MC. Table 4.8 shows that in a field of 10 ×  10 cm2  the gamma analytical passing rate for 

different depths was above 97%, and the average gamma index inside the field was less than 0.18, 

which indicates high agreement with the measurement data. The gamma score in the penumbra 

region in Table 4.8 started to increase, but remained within the limit, and the highest score was for 

the 30 cm depth, due to the mechanism of MC physics. The focal spot, energy FWHM, and beam 

divergence tuning is important for dose profile. After many trials using different configurations 

for the setting, the optimal result is given in Figure 4.4.  

 

 
Table 4.8: Gamma analysis for the lateral dose profile for a field size 10 ×  10 𝑐𝑐𝑐𝑐2at different 
depths 

Depth 
(cm) 

Average gamma 
index inside the 

field 

Average gamma 
index in the 

penumbra region 

Average gamma 
index outside the 

field 

Percentage of points 
passing the criteria (2%, 

2mm) 
1.5 0.17 0.74 0.44 97.75 
5 0.15 0.69 0.46 98.38 
10 0.17 0.65 0.57 98.63 
20 0.15 0.53 0.38 99.27 
30 0.17 0.82 0.82 98.51 
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Figure 4.5: A comparison of the dose profiles between measurement and MC simulation at 
different depths: (a) dose at 1.5 cm depth (b) dose at 5 cm depth (c) dose at 10 cm depth (d) dose 

at 20 cm depth (e) dose at 30 cm depth 
Figure 4.4.a shows the dose profile for different field sizes at a depth of 1.5 cm, revealing 

agreement between the measurement and the simulated MC passing the gamma analysis. However, 

in the field size 30 ×  30, the inside field size was within the limit, with a noticeable increase in 

the penumbra and outside the field; however, the increase was not clinically significant. 

Furthermore, a large field size is rarely used in VMAT, and two arc rotations are needed rather 

than one to cover the area. Similarly, at a depth of 5 cm, the passing rate was above 95% for all 

field sizes. The gamma score inside the fields was less than one for all the sizes, with a non-

clinically significant increase in the penumbra region in the 30 ×  30 field size, although the result 

was still less than one for the gamma score. At a depth of 20 cm, the scores inside the fields and 

outside the fields were less than one in the gamma score. However, the outside field dose and the 

dose in the penumbra region in the 30 cm depth began to increase starting with a field size of 

10 ×  10. This was not recorded at previous depths but was still less than one in gamma analysis.  

Similar steps were undertaken by Bacala et al. to tune a PRIMO with golden beam data for 

the Truebeam machine, and the study concluded that a good match existed between the 
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measurement and the simulated data (185). However, in the article, the dose profile was performed 

only for a field size of 10 x 10 cm, which does not support a comparison with a larger field size. 

The study’s conclusion was similar to that reported in this chapter, detailing the steps and results 

of tuning showing good agreement between the measurement and the MC simulated data (185). 

Sarin et al. performed a study on tuning using the MC model, and included different field size 

simulations. Their result was similar to that in this study, showing agreement between the 

measurement and the calculated data (186). Furthermore, the study compared two simulations, one 

done without using any variance reduction technique and the other using a splitting-roulette. The 

comparison reveals that there is lower statistical uncertainty and a faster simulation time when 

using the splitting-roulette variance techniques (186). The results of the tuning in this chapter 

indicate that PRIMO can be used as a benchmark for the treatment planning system at Singleton 

Hospital. Sarin et al. conducted a further investigation to demonstrate the effect of the reduction 

techniques used in PRIMO, with the results showing a significant decrease in time and the 

statistical uncertainty (186). In all the simulations in this chapter and the coming chapter, splitting- 

and Russian roulette will always be used to ensure the lowest statistical uncertainty and a faster 

simulation time. 

 

4.4.2 Quality index comparison and output factor 
 

Tissue phantom ratio (𝑇𝑇𝑇𝑇𝑇𝑇20,10) is one of the quality indexes employed to describe changes 

in dose with an increase of depth in tissue. 𝑇𝑇𝑇𝑇𝑇𝑇20,10 is calculated in a water phantom at 20 cm 

depth and 10 cm depth in an SSD 100 for the field size 10 ×  10 cm2 . The results for 20 cm and 

10 cm cases are used in the formula (187): 

 

                                 𝑇𝑇𝑇𝑇𝑇𝑇20,10 = 1.2661 𝑃𝑃𝑃𝑃𝑃𝑃20,10 − 0.0595                                              (4. 2) 

 

The result of the measured 6 MV beam TPR was 0.6668, and the simulated TPR was 0.6701. The 

difference between the simulated and measured results is -0.49%, which is within the tolerance 

level accepted in this chapter.  

  The output factor (OF) was compared for a maximum dose at a depth of 1.5 cm for the 

measurement, and the MC calculated the result for all the fields used when tuning. The agreement 
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between the actual measurement and that calculated was recorded in all fields. The greatest 

difference was - 0.083 in the 40 ×  40 cm field, which is insignificant because the difference was 

very low and set within the tolerance level for this study. Table 4.9 shows the OF for the measured 

and calculated results for the different fields.   

 

Table 4.9: shows the output factor for the measured and calculated results in different field sizes. 

Field Size 
(cm2)  

OF 
Measured  

OF MC 
calculated  

4 x 4 1.000 1.000 
6 x 6  1.000 1.000 

10 x 10  1.000 1.000 
20 x 20  0.999 1.000 
30 x 30 0.998 0.999 
40 x 40 0.997 0.998 

 
 
4.5 Conclusion  
 

This chapter focuses on explaining the Varian Truebeam model in PRIMO, and the MC 

algorithm used. The Penelope code must be tuned with measured data used in the treatment 

planning system. To match the golden beam measurement data, the tuning focus seeks to determine 

the optimal configuration for the initial energy, focal spot, energy FWHM, and beam divergence. 

The fine-tuned parameters for 6 MV were initial energy 6.25, focal spot 0.14 cm, 0.15 MeV, the 

energy FWHM, and 2.5 beams divergent. After establishing the optimal configuration of the 

Truebeam model used in the treatment planning system, an investigation was performed to 

evaluate and validate the MC model. An MC simulation is time-consuming and CPU intensive; 

therefore, variance reduction tools were used to minimize the statistical uncertainty, and the time 

required to complete the simulation. The validation of the model was achieved by comparing the 

simulated PDD curve, dose profile, TPR and output factor with the measurement data for the 

golden beam. A field ranging from 5 × 5 to 40 × 40 cm was used, and the MC model passed the 

recommended criteria. Thus, the MC model agrees with the measurement data, and can be used to 

produce MC clinical plans. The MC model will also be used in Chapter five to compare 

uncertainties arising due to heterogeneity produced by a stent in pancreatic cancer.      

 



 

67 
 

Chapter 5: The effect of a pancreatic stent on photon dose 
distribution using a new MC model that mimics the actual material 

of the stent and advanced contouring 
 

5.1 Introduction  
 

Pancreatic cancer is a fatal type of cancer, and is the fourth most prevalent cause of cancer 

death in the United Kingdom. Approximately 3% of people suffer from pancreatic cancer in the 

United Kingdom (188). Meanwhile, the use of radiotherapy treatment as a way to combat cancer 

is subject to ongoing debate in the UK. Conflict arises due to the ambiguous results from the 

various trials determining the benefits of radiotherapy (189). Huguet et al. compared advanced 

pancreatic cancer patients, who only received chemotherapy, and patients who received 

chemoradiotherapy, and concluded that radiotherapy improved survival rates by 24.7% (190). In 

contrast, a study by Chauffert et al., of 119 patients diagnosed with advanced pancreatic cancer, 

concluded that patients treated with chemotherapy only had a 6% higher survival rate than those 

treated with chemoradiotherapy (191). Radiotherapy has a limited effect on pancreatic cancer 

because the delivered dose is insufficient, leading to a poor response rate. Autopsy data shows 

more than 30% of patients die as a consequence of local disease progression (192). The response 

rate for doses below 60 Gy varies between 5% and 25% (193). A recent study evaluated dose-

escalation to maximize dose response and concluded that a dosage average of 80 Gy can achieve 

a 50% response rate (193). Another study demonstrated an improved patient survival rate when a 

high dosage of 70 Gy was administered (194,195). However, increasing the dose can generate a 

higher toxicity rate, which is the main constraint when treating pancreatic cancer. Pancreatic 

cancer is associated with many additional unwanted symptoms such as jaundice and poor 

digestion, which are often treated by inserting a stent into the bile duct to prevent blockage of the 

bile ducts. The stents used at Singleton Hospital are Cook's evolution biliary stents, consisting of 

alloy Nitinol (nickel and titanium). Radiation scattered from high-density metals can cause a 

perturbation of dose distribution within the target area. Much research has been done to examine 

the effect of the stent within the oesophagus, revealing souring tissues at the stent and the interface 

of the stent itself, recording either an increase or decrease in the dose (196–200). On the other 

hand, very few studies have examined the effect of stents on dose distribution and treatments for 
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pancreatic cancer because of the short duration of survival rates and the low response rate for 

radiotherapy at a low dosage. However, with the new dose escalation approach, more researchers 

have become interested in the effect of high doses on the target and OAR (201–203).  The affected 

area contains many radiosensitive organs, which from an increase in dosage, can generate a series 

of toxicities such as ulcers, haemorrhages, strictures, and perforation (204).  

 

5.2 Objective 
 

This chapter aims to evaluate dose distribution using the gold standard MC algorithm in 

patients with a biliary stent; modifying stent materials to match the actual components of the stent, 

as a way to increase the accuracy of the MC simulation and correct for CT artefacts. Furthermore, 

a new contouring technique is used to imitate the actual anatomy of the stent inside the biliary 

duct. First, a comparison between standard practice and the new model was made using the one 

beam plan. Then the second comparison employed a VMAT plan with Singleton hospital 

parameters to evaluate the differences, and alter dose distribution.  

5.3 Literature review   
 
5.3.1 Radiotherapy toxicity from treating pancreatic cancer  
 

As mentioned at the outset of the chapter, the chief constraint when escalating the dose for 

pancreatic cancer patients is the tolerance of the OAR, such as the upper gastrointestinal (GI) 

organs and duodenum. For example, Figure 5.1 shows the duodenum, the distance from the OAR, 

and the proximity to the pancreas. Furthermore, the side effects from radiotherapy can occur in the 

stomach and small bowel, meaning an increased dosage in the target area can produce a series of 

toxic effects within the OAR. The gastrointestinal tract constitutes a component of the organ 

system in humans. Its role encompasses the intake, digestion, nutrient absorption, and eventual 

expulsion of food in the form of feces. 
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Figure 5.1: Illustration of the pancreas and duodenum (21).  

 
Many researchers have studied the levels of toxicity that occur when increasing 

radiotherapy dose or when delivering the dose commonly used to treat pancreatic cancer (194,205–

208). Nakamura et al. studied 40 pancreatic cancer patients treated with chemoradiotherapy. The 

dose for radiotherapy was 54 Gy in 30 fractions, displaying acute gastrointestinal toxicity for 33% 

of the patients who suffered side effects including anorexia, nausea, vomiting, and mucositis. 

Furthermore, 20% of the patients suffered upper gastrointestinal bleeding two months after 

treatment (209). Huang et al. conducted another study, in which the dosage given in each fraction 

was increased, and concluded identified toxicity effects that included nausea, vomiting, diarrhoea, 

duodenal ulcer, upper GI bleeding and small bowel obstructions (210). These studies collectively 

show that increasing the dose leads to higher grade toxicity, due to the high sensitivity experienced 

in the surrounding organs. Highly accurate delivery and understanding of the effect of the stent in 

dose distribution may help reduce the dose to any OARs, and increase the dose to the target. Kelly 

et al. followed up with 106 patients with an escalation dose of 70.4 Gy representing a dose-volume 
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constraint to the duodenum using the IMRT technique. Toxicity to the duodenum was witnessed 

in 23% of patients. Another study reported toxic effects such as duodenal changes, duodenal 

bleeding, and duodenal ulcers (211). The side effects of radiotherapy when treating pancreatic 

cancer are well documented, and dose-escalation is required to achieve a response rate that can 

positively affect the required survival rate without increasing toxicity to the upper GI organs.     

 
5.3.2 Effect of a stent in the target area 
 

Stent placement is a standard procedure used in pancreatic cancer patients. The stent comes 

in different shapes and materials, such as a silicon covered stent, a single bare stent, a double bare 

stent and a large open cell stent. All types of stents can be expanded as they are made of a metal 

comprised of Nitinol mesh (alloy nickel and titanium) (212). The use of an external beam in 

radiotherapy treatments can cause some enhancements or reductions in dosage as a result of 

secondary electrons and scatter; however, in proton therapy, protons interact differently with high 

Z materials.  

Both treatments need to be evaluated to determine the best option for the patient. One of 

the first studies assessing the effect of a stent on external radiotherapy was conducted by Mayo-

Smith et al. using an old design stent. They observed no dose enhancement 5 cm away from the 

stent. However, the stent used in that study is dated, as stents have been modified several times in 

recent decades. Furthermore, the study used high dose brachytherapy, which was not located at the 

interface between the implanted stent and the surrounding tissue (213). A more recent study by 

another group of researchers explored the effect of different stent shapes on dose distribution when 

inserted inside a phantom, utilizing a film to record the dose. A single beam was used to radiate 

the phantom containing the stent, and the result proved similar across different stent designs, 

although with differing intensities. Dose enhancement was recorded between 2.3% to 8.2% on a 

single beam proximal, left and right to the radiation direction, due to the scattering of radiation 

from the stent. Furthermore, the greatest enhancement was apparent in the double bare stent, which 

reached 19.5%. On the other hand, the distal location of the beam source shows a reduction in the 

dose due to the stent, and the mean dose reduction was between 0.9%-3.6%. The use of multiple 

beams or VMAT can reduce the effect of radiation scatter from stent materials, and the use of four 

beams led to dose enhancements between 6.7% and 14.9% in different stent designs. A VMAT 

plan reveals a better result with an enhancement mean of 4.8%, and a maximum for a double bar 
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stent of 15.3%. However, VMAT delivery successfully eliminated the cold and hot spots due to 

dose scattering. Overlapping beams from the different directions can help to control the effect of 

the stent dose scattering. However, high calculation accuracy is essential, because the 

radiosensitive organ around the stent does not receive a higher dose than the threshold. Compared 

to the radiopaque marker, the dose calculated by TPS reveals a 12.8% underestimation of the dose 

in a proximal location in the single beam simulation. Furthermore, in the distal location, the TPS 

overestimated the dose by 9.6% (212).   

 As discussed previously, the stent affects the radiotherapy dose distribution, due to the 

nature of photons’ interactions with high Z materials. However, protons interact differently to 

photons. Very few articles discuss the effect of dose distribution in the area surrounded the stent 

during proton therapy (214,215). The majority of studies tested the treatment effects on the stent 

for oesophageal cancer, and few studies tested the effect on pancreatic stents. Research has been 

carried out by Sujai Jalaj et al. evaluating four different stent materials used for oesophageal cancer 

on proton therapy (214). The materials used were Nitinol, stainless steel polyester covered with 

polyurethane, polyester covered with silicone, and polyethene (256). The stents were inserted 

inside a phantom designed to mimic the oesophageal environment. The phantom was radiated with 

a proton dose of 2 Gy. The result shows no dose perturbation for a stent made of Nitinol, polyester 

covered with polyurethane, and silicone. Moreover, the enhancement of the overall dose was 

minimal, ranging from 0% to 1.2% for the three stent types (256). On the other hand, stainless 

steel and polyethene stents show dose attenuation and cold spots. The dose decrease in these two 

stents ranges from 11.6% to 14.5% in cold spots. The large mass of the proton is the primary reason 

for there being no, or minimal, dose perturbation and little scatter in the stent area. Furthermore, 

in the case of proton therapy, there is minimal enhancement in the dose at the proximal surface of 

the stents. On the other hand, the stainless-steel mesh design creates an overlapping metallic area, 

creating a cold spot due to high Z materials (214). The high number of Z materials will scatter the 

proton at a large angle when compared to low Z materials, but will have a minimal effect on the 

proton dose. The study records the dose within the stent surface by using a sheet of sensitive film 

on the surface, but it cannot record the dose at a distance, because the film cannot cover the entire 

area. Therefore, the effect of the stent in dose or direction in the context of the greater distance is 

not measured, which very few studies mention. However, the proton dose measured in this study 
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was within 5% of the prescribed dose, as required by the international commission on radiation 

units' measurements (214).         
  

5.4 Method  
 

This chapter focuses on the effect of the stent on dose distribution in pancreatic cancer 

patients. Two DICOM series were used herein for patients diagnosed with pancreatic cancer, and 

a stent was surgically inserted into the biliary duct. The stent used by the Swansea Health Board 

is Cook's evolution biliary stent, made from Nitinol, which is a metal alloy comprised of nickel 

and titanium. The DICOM series were anonymized to protect patients’ privacy. The delineation 

was carried out by an oncologist. The DICOM series was used in the Eclipse treatment planning 

system 13.7 to create a treatment plan for the patients. The first plan consisted of one beam to 

study the effect on dose distribution. The second plan was a VMAT, and the dose was 50.4 Gy in 

28 fractions. The constraints used were similar to those used at Singleton hospital, as illustrated in 

Table 5.1. The DICOM series with radiotherapy plans can be used in the MC algorithm. The MC 

algorithm used in this chapter was PRIMO.  

 
Table 5.1: The constraints used in radiotherapy in pancreatic cancer patients. 

 
 
 

                       𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑜𝑜𝑜𝑜 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 100 �1 −
𝛿𝛿𝐴𝐴

𝑚𝑚𝑚𝑚𝑚𝑚 (𝐴𝐴1,𝐴𝐴2)
�                              (5. 1) 

                                 𝛤𝛤 (𝑟𝑟𝑚𝑚, 𝑟𝑟𝑟𝑟) =  �
|𝑟𝑟𝑚𝑚 − 𝑟𝑟𝑟𝑟|2

∆𝑑𝑑2
+

|𝐷𝐷𝑚𝑚(𝑟𝑟𝑚𝑚) − 𝐷𝐷𝑟𝑟(𝑟𝑟𝑟𝑟)|2

∆𝐷𝐷2                                    (5. 2) 
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5.4.1 New contouring model for a stent 
 

As mentioned previously, the delineation process was carried out by an oncologist. Upon 

analysing the contouring, the stent appeared to be contoured as one region, but when looking at 

the CT, a significant difference between the stent and inside the stent HU was apparent. The stent 

should be hollow, because it is implanted to expand against the walls to prevent blockage. The CT 

HU inside the stent is at -500, which seems highly unlikely, because the internal material is bile 

fluid. The low HU inside the stent is due to hardening, which is a CT artifact. Scanning metals 

produce artifacts such as beam hardening and metal artifacts.  

The X-ray beam consists of a range of photon energies. When the beam passes through 

high-density material, those photons with low energy are absorbed faster than those with high-

energy. Due to differences in absorption rates, there is a mean energy increase known as beam 

hardening (209, 210). Beam hardening can cause dark areas in high-density areas such as bones 

and metal. Beam hardening can cause a decrease in HU in areas marked by high density, such as 

inside the stent. Reduction of the HU due to beam hardening is called cupping artifact. One method 

to reduce beam hardening is to use a higher kV, but this produces lower tissue contrast images 

which are undesirable in contouring. Furthermore, increasing the kV will increase the radiation 

dose delivered to the patient, which is not recommended. A metal artifact poses an issue in the 

case of stents, due to the atomic numbers of metals like titanium and nickel (218). Identifying an 

artifact is the first step towards increasing the study’s accuracy, and the second step in overcoming 

it. Contouring the whole stent and changing its materials will produce a less accurate simulation, 

resulting in a larger volume than the average stent size. Furthermore, the effect of the stent will be 

less accurate, as any difference in HU can enhance the effect by increasing or decreasing the dose. 

A new model for contouring the stent was implemented by extracting the inner portion, as seen in 

Figure 5.3.b. The final step involved separating the inner portion from the stent, as seen in Figure 

5.3.c. The change in volume of the stent shows a significant reduction from 9.9 cm3  to 6.8 cm3, 

which represents a more accurate model of the stent region.  

 



 

74 
 

 
Figure 5.2: The new contouring model extracts the inner region of the stent: (a) the old 

contouring where the whole region was included; (b) as shown, the inner region was contoured, 
and separation can be visualized; and (c) the inner region is extracted, and only the stent is 

included.  

 
5.4.2 PRIMO MC preparation  
 

The Primo MC algorithm using PENELOPE was calibrated using the Varian treatment 

planning system, as shown in Chapter (4). The calibration indicates a 99% agreement between 

TPS and MC, allowing for conducting of the MC simulation to proceed with confidence. The 

Nitinol material file is not included in Primo materials and needs to be added. A pyPENELOPE 

version 2011 must be used to generate the material file; another version cannot be used because of 

the different sequences inside the file, which cannot be read by PRIMO. Figure 5.4 shows 

pyPENELOPE, creating a simulation by adding two materials, nickel and titanium, along with a 

weighted fraction of 50% for each. Both titanium and nickel are close in atomic number, indicating 

a similar interaction pattern for photons. For this reason, a 50% contribution from each metal was 

used to create the Nitinol. The Nitinol has a density of 6.45 g/cm3. The material file is generated 

and called Nitinol in .mat format. Adding new material to PRIMO is not straightforward, and a 

request was made to PRIMO’s development team to add Nitinol, which was done in the latest 

version 03.64.1814 that was released a few months after the request. However, although the 

developers added the Nitinol, the MC algorithm would allow the flexibility to add any materials 

the user needs to control the environment, which is impossible in PRIMO. Additional work is 

required, including the consideration of other materials. It's worth noting that there's a stent brand 

called Cook's Evolution that contains a platinum core; however, it wasn't included in the study due 

to the lack of provided specifications regarding the percentage composition of each component by 
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the company. The higher atomic number of platinum could potentially result in a greater localized 

enhancement dose.  

 
 

Figure 5.3: pyPENELOPE program used to generate a material file for Nitinol. 

 
The Nitinol file was added to the materials files in the PRIMO algorithm before use. Once 

PRIMO has read the new material file, a phase space file must be created with sufficient histories 

to achieve the desired uncertainty percentage ≤ 2%. The phase space file that was created took 340 

hours of computer time to complete using the Intel® Core™ i7 Core Processor i7-9700 (3.0 GHz) 

with a 12MB Cache. Another drawback was reported to the development team; i.e., PRIMO could 

not work with processors other than Intel. A new study was created, and the phase space was linked 

to this new study using a linking option. After this, the CT DICOM, RT structure and RT plan 

were uploaded. When uploading the RT structure, the HU for the stent was modified to 3500 HU, 

and inside the stent to 1000 HU to change it into water, as shown in Figure 5.5. The scale used in 

PRIMO is as follows: zero is air. After modifying the HU, a new geometry calibration was 

conducted, adding the Nitinol material to the calibration curve, as shown in Figure 5.6. After 

modifying the HU and calibration curve, a splitting ratio of 1000 was used in the DICOM to 

increase the study’s accuracy and minimize uncertainty. The final step was to use a seed and assign 

cores for the simulation. After this, the simulation environment was ready to be run. The first 
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simulation was  for one beam, and was estimated to take around 28 hours to complete. The second 

simulation was for the one beam, but this time with addition of stent material information or the 

HU (using the HU of the CT). The simulation took 28 hours complete. The third simulation was 

similar to the first, but used a VMAT plan as opposed to one beam. A single VMAT simulation 

lasted 44 hours. The same steps were repeated for the second patient. A comparison between the 

results and the TPS was conducted, and a gamma test used for each comparison.  

 
 

Figure 5.4: A DICOM HU modification of the stent delineation as shown in the red box. 
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Figure 5.5: introduces the Nitinol material to the calibration curve as shown in the yellow box 
under the file name Nitinol. The yellow arrow shows the changes in the DICOM series to 

confirm that MC is updating the files to the new changes. 

 
5.5 Results and discussion  
 

5.5.1 One beam  
 

The simulation of the MC using PRIMO showed an uncertainty of ≤ 2%. In Figure 5.7, the 

illustration of the MC for the patient with modification of the stent material reports a dose 

distribution and DVH for the contouring OAR. The beam goes through the PTV and stent, as 

illustrated in Figure 5.7. Thus, the first comparison was between the MC simulation, with 

modification of the material of the stent, and without the modification of the stent, as shown in 

Figure 5.9.  
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Figure 5.6: Demonstration of the dose distribution of the MC with a new model. 

 
The difference in the dose distribution was evidenced in the distal location from the beam 

source for both patients. A reduction in the dose was recorded in the MC, with the new model 

compared to the MC with the old model, attaining a 4.9% difference distal to the source in patient 

A, and 4.8% in patient B, as seen in Figure 5.9.a. Furthermore, a dose enhancement was observed 

in the proximal left and right of the stent, with the difference between the MCs reaching 1.8% in 

patient A and 1.6% in patient B. The increase in the dose is due to scattering electrons from the 

stent’s high-density materials, which were recorded when the correct stent materials were edited. 

However, in the MC that mimics the TPS, the stent was detected as a bone. A comparison was 

made for the MC examining the new model and TPS. In patient A, a 4% dose increase was 

observed at the proximal side, and on the lateral side, a difference increase of 3.4% was noted. On 

the distal side of the source, a decrease of 6.2% was observed between the MC and TPS, as 

illustrated in Figure 5.9.c. The dose enhancement for patient B on the proximal side displayed an 

increase of 2.7%, and on the lateral side, 2.4%. The distal dose shows a decrease of 4%. Patient 

A’s stent location fell within the target area, which could affect the total delivered dose. 

Furthermore, not all of the stent is within the PTV in patient B, as shown in Figure 5.8. MC can 

calculate the dose build that occurs resulting from backscatter in high atomic number materials; 

thus, the TPS cannot calculate this accurately. The simulation used only one beam, and this was 

not the treatment technique used in pancreatic cancer. The standard technique used is VMAT, 



 

79 
 

which may reduce the dose reduction in the distal of the source. The single beam simulation was 

used to explore the effect of the modification of the stent material and new model in the MC to 

increase treatment accuracy.  

 

Figure 5.7: Illustrate the stent volume compared to the PTV in patients A and B. Stent in patient 
A is totally within PTV, but in patient B some of the stent volumes are located outside the PTV. 

 
The main changes in the dose were observed in the stent itself. The percentage of the stent 

volume occupying the PTV and CTV was calculated to observe the effect in the area without a 

stent. The stent volume covering the PTV was 2.7% and 7.7% for CTV in patient A. The results 

from the gamma passing test are shown in Table 5.2, which uses the criteria of 3%/3cm; the MC 

new model with MC old model, MC new model with TPS, and the MC old model with TPS. The 

gamma passing rate (GPR) for MC/MC was 99.54% for the entire CT for patient A. As explained, 

the percentage of agreement (PA) was calculated using the DVH. Furthermore, the comparison of 

the new and old MC models for patient A showed a PA of 95.5% for PTV and 92.38% for CTV. 

The percentage of failure is more significant than the percentage of stent volume in PTV and CTV. 

This indicates that the area outside the stent has a low rate of agreement. The GPR for the PTV 

was 94.43% and 93.9% for CTV. A significant PA can be noted when comparing the new MC 

model with TPS. The PA in the new MC model and TPS was 82.78% for PTV and 81.97% for 

CTV. When comparing the percentage of stent volume in both PTV and CTV, a significant low-

rate agreement in the area outside the stent may affect the clinical outcomes of the treatment. 

However, this was nevertheless till one beam, and the result may differ in the VMAT. The GPR 
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for the new MC model and TPS was 92.73% PTV, and 88.94% CTV, which were considered 

unacceptable in the clinical environment.  

 

The final step was to compare the MC old model without modification with the TPS. The 

PA agreement was high for both the PTV and CTV. Furthermore, the GPR showed a high passing 

rate in both the PTV and CTV. The same pattern was observed for patient B; however, the covering 

volume of patient B varied because some of the stent volume was located outside the PTV. The 

PA for patient B for the new and old MC models was 96.9% for PTV and 94.3% for CTV. This 

indicated a better agreement for patient A, because some part of the stent was outside the PTV 

volume. The GPR was 94.49% for PTV and 91.62% for CTV. The following comparison concerns 

the MC new model with TPS, which followed a similar pattern as that observed in patient A. The 

PA was 88.51% for PTV and 87.83% for CTV, which indicated that TPS did not handle the 

presence of the stent very well due to high HU, which created beam hardening due to significant 

differences in the densities inside the stent and at the wall of the stent. The GPR was 89.8% for 

PTV, and 88.9% for CTV. The low GPR and PA are considered unacceptable in a clinical 

environment in an area that is considered homogenous, where the only heterogenous element is 

the stent. The new trend in pancreatic cancer, which is to increase the dose to produce a better 

biological response was discussed at the beginning of the chapter. It can increase PA and GPR 

disagreement. Furthermore, the treatment cannot achieve its target if the disagreement is found to 

be significantly high. The final comparison is between the old MC model and the TPS, which 

showed a clinical approval agreement in PA and GRP as illustrated in Table 5.3.      
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Figure 5.8: Difference between the MC with new model, old model and TPS in patient A: (a) is 
the difference between the two MCs; (b) the gamma test of the two MCs as the blue area 
represents where the test passed and the red area represents where the test failed; (c) the 

difference between MC new model and TPS; and (d) the gamma test between MC and TPS. 
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Table 5.2: The gamma pass test for MC with modification of the stent material, without 
modification and TPS. The test for one beam plan using the criteria 3% / 3cm for patient A. 

 
 

Table 5.3: The gamma pass test for MC with modification of the stent material, without 
modification and TPS. The test for one beam plan and using the criteria 3% / 3cm for patient B. 

 
 

 
5.5.2 VMAT  
 

VMAT is the standard treatment plan for pancreatic cancer, and figure 5.10.a depicts the 

use of the VMAT plan in this chapter. The MCs comparison showed an increase in difference, 

reaching 1.1% in patient A and 1% for patient B, which is considered insignificant. The VMAT 

delivered mechanism reduces the stent’s scatter effect, leading to a lower difference in dose 

increase. However, the difference in decreased dose achieves a maximum of 6.6% in patient A, as 

shown in Figure 5.10.b, and 8.5% in patient B. The constraints on maximum dose delivered to 

OAR, makes it essential to avoid the spinal cord, which then leads to a reduced dosage in the area 

distal from the beam source. Furthermore, delivering the dose from the posterior of the patient can 

increase uncertainty due to the presence of compact bone. Therefore, for these reasons avoidance 

of this is preferable, and reduces the dose in the distal of the stent, which is considered significant. 

The gamma test between the new and old MC models for the full CT score was 99.24% for patient 

A and 99.5% for patient B. The percentage agreement for the new MC and old models for CTV is 

93.17% for patient A, although the gamma passing rate is low, at 90.92% (Table 5.4). For the PTV, 

the percentage agreement reaches 94.26%, and the gamma pass rate is 93.19%. The same pattern 

Patient A Percentage of agreement (PA) Gamma passing rate (GPR) Difference %
Structure MC/MC % % D95% D50% D5% D0%

PTV 95.51 94.43 0.31 -0.76 0.28 -0.35
CTV-3D 92.38 93.9 -53.88 -0.23 0.7 4.29

Structure MC_new model/TPS
PTV 82.78 92.73 -9.57 -20.2 -18.2 -14.29

CTV-3D 81.97 88.94 -80.48 -19.23 -17.22 -10.14
Structure MC_old model/TPS

PTV 98.56 99 7.55 0.85 1.55 5.56
CTV-3D 98.64 99 1 1.24 2 4.48

Patient B Percentage of agreement (PA) Gamma passing rate (GPR) Difference %
Structure MC/MC % % D95% D50% D5% D0%

PTV 96.98 94.94 -45.31 0.71 0.21 0.69
CTV-3D 94.33 91.62 -54.25 1.4 1.1 0

Structure MC_new model/TPS
PTV 88.93 91.9 -31.1 10.84 11.9 15.38

CTV-3D 87.61 90.19 -39 11.44 11.91 15.79
Structure MC_old model/TPS

PTV 97.88 99 0.28 0.85 2.51 5.71
CTV-3D 97.28 99 0.24 0.93 1.72 7.25
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is detected in patient B, where PA was 95.7% for PTV and 94.14% for CTV. The GPR was 87.7% 

PTV and it was 85.4% for CTV.  

 

The gamma test for MC is shown in Figure 5.10.c. In this, the blue area represents where 

the test was passed and the red area where the test failed. The area that did not pass was 

concentrated in the stent and surrounding the stent in both patients. In patient A, the percentage of 

the stent covering the PTV and CTV showed that with the use of VMAT, the PA was reduced in 

an area other than the stent, as the stent only covers 2.7% of the PTV. Furthermore, the VMAT 

reduced the scattering effect to an insignificant level, but disagreement with regard to the dose was 

clinically effective. Comparing the MC new model with TPS reveals a difference in dose 

enhancement, reaching 0.8% near the stent in patient A, and 0.7% in patient B. Furthermore, a 

decrease in the dose reached 7.1% for patient A, and 7.8% for patient B. The whole CT passing 

rate for the gamma test was 95.61% between the new MC model and TPS in patient A, which 

remains lower than the MC passing rate. As shown in Table 5.4, the PA was 85.48% for CTV and 

87.54% for PTV in patient A. A similar outcome is apparent in patient B: the PA is 88.5% for PTV 

and 87.3% for the CTV decrease in dose, due to the inability of TPS to handle high-density 

materials effectively. The PA for the CTV was significantly low, even with the extraction of the 

percentage of the stent volume, and the PTV presenting a similar pattern in patient A. Nevertheless, 

the equivalent for patient B was not calculated, because some of the stents were located outside 

the PTV. VMAT reduces the scatter effect significantly, but due to the threshold, it was not 

possible to overcome a decrease in the distal area. Furthermore, the new model adds greater 

complexity and artifacts like beam hardening, which TPS struggles to handle. In patient A, when 

comparing the MC new model and TPS, the score for the GPR of PTV is 91.97% and it is 87.4% 

for CTV. The GPR percentage is not clinically acceptable. In patient B, the GPR is 89.9% for PTV, 

and 88.9% for CTV. Both patients A and B show agreement and clinical approval when comparing 

the old MC model with TPS, as shown in Table 5.4.  
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Figure 5.9: Details the VMAT plan and treatment comparison between the MC algorithm and 
TPS: (a) VMAT plan; (b) dose difference between MC with the modification of stent material and 
without; (c) gamma test for the MCs; (d) dose difference between MC with modification and 
TPS; and (e) gamma test for MC and TPS. The blue in the gamma test indicates where the test 
has been passed, and the red indicates the test has failed.   
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Table 5.4: The gamma pass test for MC with modification of the stent material, without 
modification and TPS. The test for VMAT plan using the criteria 3% / 3cm. 

 

 
 

 
Figure 5.10: DVH for patient B comparing MC new model with TPS. The solid line represents 

the MC new model and the dots represent the TPS. 

 
The study of the effect of the biliary stent on dose distribution was not discussed 

thoroughly, and very little research was carried out. A study by Lee Ho et al. reports a range of 

increased doses between 2.3% to 8.2% in the proximal area of the stent using one beam, and 

showing a minor magnitude increase of 1.8% (212), which is similar to the outcome of the MC 

simulation completed in this study. The reduced dose in this research study was 0.9% to 3.6%. 

However, the MC simulation outcome was observed to be 4.9% higher in the MC simulation when 

comparing the new MC model to the routine practice. In addition, a comparison between the new 

MC model and TPS shows greater difference through a decreased dose reaching 6.2%. Lee Ho et 

al. indicates that VMAT reduced the dose enhancement and reduction in the distal area (212). In 

Percentage of agreement (PA) Gamma passing rate (GPR) Difference %
Structure MC/MC % % D95% D50% D5% D0%

PTV 94.26 93.19 -3.28 -3 -1.21 -0.3
CTV-3D 93.17 90.92 -4.81 -4.6 -1.34 -1.2

Structure MC_new model/TPS
PTV 87.54 91.97 1.2 3.31 4.06 8.91

CTV-3D 85.48 87.4 -0.14 0.73 4.42 7.44
Structure MC_old model/TPS

PTV 98.19 99 0.73 2.59 1.65 5.93
CTV-3D 98.16 99 0.81 1.51 2.14 5.15

Patient B Percentage of agreement (PA) Gamma passing rate (GPR) Difference %
Structure MC/MC % % D95% D50% D5% D0%

PTV 95.74 87.75 -8.96 -3 -0.93 0
CTV-3D 94.14 85.41 -19.18 -4.57 -2.84 -3.38

Structure MC_new model/TPS
PTV 88.51 89.81 -5.6 0.49 4.55 6.85

CTV-3D 87.83 88.99 -17.55 -1.36 2.1 2.53
Structure MC_old model/TPS

PTV 97.44 96.07 1.85 2.19 4.24 5.62
CTV-3D 97.47 95.98 0.1 1.86 3.56 4.86
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the MC simulation, dose enhancement was reduced significantly in the distal area, but remained 

significant. The difference in the result is that Lee Ho et al. used a phantom with a stent inside it 

that did not contain any OAR or constrain the OAR. In this study, a DICOM series and routine 

clinical constraints were used. The constraint forced the planner to use the patient’s anterior 

portion, whilst avoiding the posterior. Using a phantom provided information, but was not found 

to be directly related to the clinical environment. In this study, more actual data were used to relate 

the results to the daily routine in radiotherapy department. The TPS significantly overestimated 

the dose in the distal region of the stent, and underestimated the dose in the proximal area of the 

stent when compared to the MC. Lee Ho et al. reported a similar outcome compared to the TPS. 

The use of the MC alone without any correction was not sufficient to provide an accurate estimate, 

as shown in the result of the MC simulation. Using the new model provided in this chapter 

increases the accuracy of dose distribution by overcoming the artifact of CT, due to the hardening 

effect and correction of the stent materials, so as to produce accurate results that can be used to 

increase dose to the target area without delivering high doses to the OAR.  

 
5.6 Conclusion  
 

The new model tested in this chapter offered an alternative approach to increasing the 

accuracy of dose distribution in the presence of stent in pancreatic cancer patients; doing so is 

essential for managing dose escalation. The new model uses the correct materials for the stent and 

a better contouring technique than in previous studies. Three different scenarios were tested. The 

first scenario used TPS without the addition of any other changes. The second scenario used the 

MC algorithm, without altering any other factors. The final scenario used an MC with a new model. 

The results revealed PA and GRP agreement between the MC and TPS, whereas the new MC 

model showed a significant difference in dose distribution. Unless we edit the material or 

overcome the hardening effect, the MC will not show any significant improvement from TPS. A 

VMAT technique was found to reduce dose enhancement but did not alter the dose of radiation 

delivered to the distal area. The new model aims to reduce uncertainty surrounding the treatment 

of pancreatic cancer patients with a stent to make it possible to increase the dose based on an 

accurate calculation of dose distribution. As uncertainty decreases escalation in dose can be 

achieved with better estimates of the side effects of radiotherapy treatment. The model utilized in 

this study demonstrated the potential for adjusting the stent's materials to achieve both enhanced 
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and reduced dosages. It's important to consider that the inclusion of a platinum core would further 

amplify the effect, thanks to its higher atomic number in comparison to nickel and titanium. 

Moving forward, the next steps involve incorporating the precise components of the stent and their 

respective proportions. This information can be sourced either from the manufacturer or through 

the utilization of specialized equipment capable of analysing the stent's composition for example, 

scanning electron microscopy, and energy dispersive X-ray spectroscopy. As mentioned in the 

literature review, dose escalation can produce better outcomes for patients, and the new model can 

increase the accuracy of dose distribution to avoid impacting the OAR as much as possible.    
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Chapter 6: Multiscale modelling of photon distribution 
 
6.1 Introduction  
 

Radiotherapy, whether administered with or without chemotherapy, plays an important role 

in the treatment of patients with head, neck, or brain tumours. Tumours of the head, neck and brain 

are considered to be within the most heterogonous areas of the body. Furthermore, in the head, 

neck, and brain area, there are many OAR that are affected by treatment. These affect the quality 

of life of the patient directly, particularly those that are related to parts of the body like the cochlea 

and hippocampus. Increasing the dose to OAR can cause a decrease in the patient’s quality of life, 

and an increase in the side effects of the radiotherapy treatment. One solution for ensuring the 

target receives the prescribed dose is to increase the margin of the target delineation, known as 

‘planning target volume’. However, an increase in the margin can cause an increase in the dose 

that reaches the healthy tissue. One solution for avoiding an increase to the margin is increasing 

the accuracy of the treatment using new techniques, such as VMAT. Alternatively, the MC 

simulation can decrease the dose to the normal tissue, due to its ability to lower the uncertainty of 

the dose distribution. Furthermore, selecting the optimal setting for the treatment area in the 

treatment planning system (TPS), for example dose to water, or dose to medium, is essential for 

optimizing the treatment. In addition, understanding the photon behaviour in the heterogenous 

areas is essential for decreasing the error involved in delivering the dose to the target. However, 

due to the limited clinical CT resolution, many details of the heterogeneous area of the anatomy 

are missing, and can only be seen in higher CT resolution, such as Micro CT. This chapter presents 

a novel MC simulation using a patient's Micro CT DICOM series to study dose effects in the 

complex temporal bone area. The approach overcomes clinical CT limitations and provides 

insights into dose distribution, offering a basis for comparing dose to water and dose to medium 

in treating the temporal bone and cochlea. The objective of this chapter is to explain in more detail 

in the section 6.3. 

6.2  Literature review   

 The TPS is the main algorithm used to create a radiotherapy plan, due to its rapid, clinically 

acceptable accuracy. The new TPS can employ two modes: dose to water, or dose to medium, 

although the optimal mode for use is a subject of significant debate. Before comparing the different 

modes of reporting, both modes must be explained, with the advantages and disadvantages of each 
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considered thoroughly. In radiotherapy, the recorded dose absorbed in water is not equal to, and 

does not correspond to, the dose absorbed in various tissue. A TPS reports the dose to water by 

collecting information regarding the attenuation and the scatter of different tissue densities, then 

displaying the result as dose to water at each location. Applying the information regarding different 

densities to a water medium overcomes the different effects of the densities in the dose absorbed. 

In contrast, the MC report directory considers dose to medium to be the impact of the different 

chemical structure of each tissue and their density, and do not need to address any types of 

conversion. The various facets of the debate regarding the best mode for use are supported by 

ongoing research, and dose to water is currently the mode most used in reporting for two main 

reasons. First, dose to water has been used in clinical planning for the last decade, and many dose 

limitations have been established through this mode. Furthermore, all of the knowledge acquired 

regarding dose effects is based on this method. Secondly, all calibrations are built using dose to 

water as the reference. MC alone cannot be used in calibration, as it uses the CT number, based on 

the human body’s composition, and employs the approximation function of this to model the 

chemical composition of various tissues. This approximation works in biological material, but 

performs poorly in non-biological materials, causing problems, for example to the phantom used 

in quality assurance. If the TPS were to be based on dose to medium, it would be necessary to 

introduce a conversion step to convert the dose to medium to dose to water (219). The study 

conducted by Siebers et al. introduced Bragg Gray Cavity theory to demonstrate that conversion 

between the two modes can be conducted. However, the study demonstrated that there is a 

significant difference in the result in areas that contain cortical bones that exceed 10% (220). 

Meanwhile, Dogan et al. explored the idea of calculating the dose to medium before transferring 

the measurement to dose to water, in order to overcome possible uncertainties, due to the 

calibration. However, the conversion between the two modes introduced a systematic error that 

reached 8% in hard bone areas (221). Many previous studies agreed that in areas with low 

heterogeneities, the difference between dose to medium and dose to water is less than 2%, which 

is not clinically significant (212, 215, 216). However, in areas of different densities, especially in 

the presence of bone material and air, the difference can reach 10% (212, 215, 216). To simplify 

the effect of the heterogeneous area in both calculation algorithms, the variation in density does 

not change the dose because the dose is a measure of absorbed energy per unit mass. Both values 

impact proportionately with the change of density. The difference between dose to water and dose 
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to medium rises because of the difference in interaction cross sections due to the material 

compositions of the media. Furthermore, the difference can be observed at a macroscopic level in 

the mass attenuation, energy absorption coefficients and electron stopping power (159). This 

chapter uses a microscopic structure with a Monte Carlo algorithm to provide data that can help 

answer the debate on which dose reporting can provide a better outcome for the patients. In the 

study discussed in this chapter, the target area of the temporal bone and inner ear was considered 

to be one of the most heterogenous areas, given its high density and the presence of soft tissue and 

air. Furthermore, the cochlea is sensitive to radiation after a patient receives chemotherapy. The 

problem arises because of the differences between the two modes of planning that affect the dose 

distribution, plan evaluation, dose verification, and dose reporting. The reporting mechanism must 

be evaluated carefully in clinical situations when an alternative mode to dose to water is chosen. 

Further, a deep evaluation must be conducted to identify the most accurate mode for use in the 

target area for providing the treatment with the best treatment plan (219). The study by Kry et al. 

demonstrated the percentage difference between the different reporting systems using a slab 

phantom of different density (169).  

The current study used micro-CT data to provide more details of the dose distribution in 

heterogenous areas that the aforementioned report did not provide. Meanwhile, Radojcic et al. 

found that there is a significant difference between dose to water and dose to medium when 

reporting the dose distribution of the cochlea (224). The study also revealed the presence of a lower 

dose to the cochlea after using the dose to medium mode; two areas demonstrated a significant 

difference in the dose distribution, namely the cochlea and the mandible. The cochlea is surrounded 

by a bone labyrinth and the mandible consists of bones (224). The study concluded that any bone 

or high-density area will produce a lower dose using the dose to medium method than in the dose 

to water method (224). Meanwhile, Accuros XB reported that the use of dose to medium produced 

a 10% higher dose in the cochlea and 13% higher in the mandible when using dose to water 

calculation, compared with dose to medium, in the same TPS (225). The study of 10 head and neck 

patients conducted by Dogan et al. that employed an MC in an IMRT treatment produced a 

systematic error when the dose to medium was converted to dose to water, thus affecting the DVH 

of the target and the OAR. Such systematic errors can reach 5.8% in the target and 2.7% for the 

OAR (221). One noticeable difference between dose to water and dose to a medium was the 

relative isodose lines of 70.8 Gy and 60 Gy (221). In a plan that uses dose to water, the two isodose 
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lines are stretched into the mandible. Alternatively, in a dose to medium plan, the two isodose lines 

do not reach the mandible, and are safely distanced from it (221). The issue occurs because of the 

presence of bone material, especially high-density bones. In Micro CT, images of the bone show 

blood and some air cavities that may affect the distribution of the dose that do not present 

themselves in a normal CT resolution, as shown in Figure 6.1. 

 

Figure 6.1: Clinical CT resolution of the brain. The arrows indicate the right and left cochlea. 
In radiotherapy, bones have traditionally been considered to be solid units, but with the 

advent of more advance techniques, this concept is evolving. For example, the spongiosa bone 

marrow contains a radiosensitive cell type called red bone marrow that consists of haematopoietic 

stems cells that form a portion of the whole bone marrow. Spongiosa is located in numerous places, 

including the spine, mandible, cranium, pelvis, ribs, and long bones. Furthermore, the trabecular 

bone, which surrounds the spongiosa, is covered with osteogenic cells called ‘bone surface cells’. 

The thickness of the bone surface cells is 10 μm (226). The study conducted by Walter et al. of 

bone marrow phantom receiving a dose of photons using a MC and TPS found that there was a 

clinically significant difference of > 5% between dose to water and dose to medium in the cranium 

area. This was the highest difference between the two reported modes of all the areas tested 

regarding the dose to red bone marrow and bone surface cells. It is not possible to visualize the 

small cells in normal CT scans, and they can only be estimated with a micro-CT data. Dose to 
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medium versus dose to water is an estimator of dose to sensitive skeletal tissue, and more studies 

are required to support the optimal mode for the head and neck area, especially given the 

availability of high accuracy treatment techniques.  

 

6.3 Objective  
 
 In this chapter, an MC simulation was conducted in the area of the temporal bone, an area 

that contains the middle and inner part of the ear, as well as the cochlea. The simulation was 

executed using a Micro CT DICOM series which, to our knowledge, was the first time a real 

patients Micro CT DICOM series has been used to study the effect of an area of high heterogeneity 

under different energy levels of dose deposition, using the MC simulation. The purpose of using 

Micro CT was to overcome the limited resolution of the clinical CT that do not show the different 

densities in a heterogeneous target. Therefore, this study sought to aid understanding of the dose 

distribution in a heterogeneous area, using the gold standard MC with a Micro CT simulation tool. 

The results helped to build a fundamental base to connect to the clinical environment to evaluate 

whether there is a significant difference between dose to water and dose to medium in the dose 

distribution in the temporal bone and cochlea area in an actual patient treatment plan.  

6.4  Materials and methods  
 
6.4.1  The cochlea and temporal bone Micro CT 
 

The open-access DICOM series used for the purpose of this study was a Micro CT of the 

temporal bone that contained the resected cochlea tissue. The DICOM series is available for 

download for research and commercial use, provided the content is referenced appropriately. In 

comparison, the study in coming Chapters 7 and 8 were more clinical-oriented, and detailed the 

side effect of high dose distribution to the cochlea and the sensitive area within the cochlea. The 

micro-CT series was obtained from OpenEar library (227). The article by Sieber et al. uploaded to 

the OpenEar library, detailed the steps conducted to create the Micro CT series of the temporal 

bone (227). A specimen of temporal bone was immersed in phosphate buffered saline, after which 

the specimen was epoxy embedded. As advised in the aforementioned article, 0.1% Acid Fuchsin 

was added to enhance the contrast between the soft tissue and the embedded epoxy. The voxel size 

of the micro images was 0.125 mm. Reconstruction and registration of the Micro CT was 

conducted using the open-source programme, 3D slicer version 5.0.2 (227). The registration 
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involved an alignment of the Micro CT with a cone beam, as in CT. Figure 6.2 shows the 3D 

segmentation from the Micro CT and the different slices, prior to cropping. 

 

 
 

Figure 6.2: 3D segmentation and slices of the Micro CT of the temporal bone and cochlea. 

 

6.4.2  Handling Micro CT DICOM using MATLAB 
 

CT images are essential for radiotherapy planning, as they provide two points of key 

information that facilitate an effective planning system for use in radiotherapy treatment. First, CT 

provides a geometry of the target and OAR; the contouring of the target and OAR is conducted 

using CT and, in some locations the fused images of other modalities, such as MRI can be used. 

Second, CT creates a map of electron density information for all organs that is required for the 

calculation of the dose to be applied. The CT images are taken from different angles, and from 

these images a computer can generate a grayscale to reflect the tissue density. The Hounsfield unit 

(HU) is a quantitative scale that relates to the CT radiodensity. The HU reveals the electron density 

for different organ types; for example, air has a value of – 1000 in HU, and is shown as black in 
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the grayscale, while dense bone has a value of +2000 in HU, and presents as clear white in the 

grayscale. A downside of using Micro CT is that it does not contain HU similar to those of medical 

CT. In order to overcome this problem, the Micro CT voxel values were changed from grayscale 

to HU via a relevant linear transformation equation. This is possible as the x-ray attenuation 

coefficient is related directly to the grayscale in Micro CT. The equation is  

 

                                       HU = (Grayvalue)*slope + intercept                                   (Equation 6.1) 

 
In medical CT, the slope and intercept are available in the DICOM header information, but 

in the DICOM series used in this simulation, the header did not contain the slope and intercept. 

Subsequently, the slope and intercept required calculation, and this was conducted via MATLAB. 

The first step for calculating the slope and intercept was to upload the DICOM series to MATLAB, 

enabling the modification of the DICOM. In the MATLAB, a histogram was created from the 

value of the voxels to identify the peaks that represented the highest frequencies of the grayscale 

on the voxel.  

 

 
Figure 6.3: The three points chosen that represent air, water, and bone. 
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The histogram showed high peaks in the area of – 538, 709, and 2974. Upon comparing 

these values with the voxel location of these peaks, the results showed that -538 was air, 709 was 

soft tissue, and 2974 was bones. In creating a Micro CT sample, the air was extracted, but in the 

MATLAB processing, air was found in the sample. As show in Figure 6.3, three specific points 

were plotted and fitted with a polynomial to generate an equation. Only these points were chosen 

because this study was concerned with heterogeneity, and these points represented these 

heterogeneities. The soft tissue displayed a very similar value to water in a medical CT, and was 

the material used by the present study. A visualization test was conducted to ensure that the number 

imported from the DICOM was correct, and that no error had occurred. Figure 6.4 shows the 

different points chosen from the Micro CT to evaluate the different tissues and their ranges.  
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(a) 

 
(b) 
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(c) 

 
(d) 

 

 
Figure 6.4: The points chosen in the Micro CT: (a) air, (b) bone, (c) soft tissue, (d) another soft 

tissue. 

 
 

The three points were fitted in a polynomial scale to create an equation that was used to 

transfer the grayscale of the Micro CT to HU. The equation used was 

 

                                                             𝐻𝐻𝐻𝐻 = 𝑎𝑎𝑥𝑥2 + 𝑏𝑏𝑏𝑏 + 𝑐𝑐                                      (Equation 6.2) 
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The value obtained from the polynomial equation was used in the MATLAB code to 

transfer each voxel to HU. Figure 6.5 shows the code used to transfer the grayscale in each pixel 

to HU, and to save the outcome as a DICOM series.  

 

clear 

image_list=dir('IM*.dcm'); 

[slice_no,y]=size(image_list); 

 

for i=1:slice_no 

AA_ct=dicomread(image_list(i).name); 

image_stuck(:,:,i)=dicomread(image_list(i).name);  

imgHdr = dicominfo(image_list(i).name); 

 

AA_ctd_hu = min(max (0.7966*AA_ct -568.5, -1000),4096);  

AA_ctd_huu = int16(AA_ctd_hu);  

dicomwrite(AA_ctd_huu, ['Micro' num2str(i) '.dcm'], imgHdr,'CreateMode','Copy') 

 

end 

Figure 6.5: The MATLAB code used to transfer the grayscale to HU. 
The final step consisted of a comparison between the value of the HU of the Micro CT with 

the value of the medical CT in the same area, to ensure that the conversion represented a value that 

was very close to the real medical CT. The Micro CT was then similar to the medical CT, in terms 

of the HU. However, the DICOM data could not be used in FLUKA, due to the information missing 

from the header. In medical CT, the header contains information about the DICOM series, such as 

slice location and the series number that are not found in a Micro CT. In order to fill the header 

with the relevant information, without corrupting the sequence of the DICOM or the location of 

each slice, a MATLAB code was used to provide the particle information in the header. It was 

important that this information was readable in FLUKA, or in other code if needed. The first 

element of information added was the spacing between the slices, which was 0.125 mm. The 

second element was the slice location, which was calculated by using two values: the slice number, 

and the distance between slices. The following remaining information was added without using 

any calculations: the series number, pixel spacing, rescale slop, and acquisition number. Figure 

6.6 shows the code used to prepare the DICOM series for adaptability to different MC codes. After 

editing the header of the DICOM data, the final edited version of the Micro CT was saved, and the 

data was deemed to be ready for use in the MC simulation code.  
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clear 

imagelist = dir('M*.dcm'); 

[slices,nn] = size(imagelist); 

for i = 1:slices 

    Jimages = dicomread(imagelist(i).name); 

    Jinfo = dicominfo(imagelist(i).name); 

    copyinf = dicominfo(imagelist(i).name); 

    copyinf = dicominfo('T (5)'); 

    copyinf.BitDepth = Jinfo.BithDepth; 

    copyinf.FileMetalInformationGroupLength = ... 

        Jinfo.FileMetalInformationGroupLength; 

    copyinf.MediaStorageSOPClassUID = Jinfo.MediaStorageSOPClassUID; 

    copyinf.SOPClassUID = Jinfo.SOPClassUID; 

    copyinf.MediaStorageSOPInstanceUID = Jinfo.MediaStorageSOPInstanceUID; 

    copyinf.SOPInstanceUID = Jinfo.SOPInstanceUID; 

    copyinf.SpacingBetweenSlicess = 

    copyinf.PixelSpacing = 0.125; 

    copyinf.SliceThickness = 0.125; 

    copyinf.SeriesNumber = i+1; 

    copyinf.AcquisitionNumber = i+1; 

    copyinf.SliceLocation = 0.125*i+1; 

    copyinf.ImagePositionPatient = copyinf.SliceLocation; 

    copyinf.PixelSpacing = [0.125;0.125]; 

    copyinf.RescaleSlope = 1; 

    dicomwrite(Jimages, ['MicroFinal' num2str(i+1000) '.dcm'], copyinf,'CreateMode','Copy') 

end 

Figure 6.6: The MATLAB code used to fill the information missing from the Micro CT header to 

be used in the MC simulation. 

 

6.4.3  MC simulation using FLUKA  
 

The MC simulation engine used in this study was FLUKA version 4-0. FLUKA interface 

FLAIR version 3.0 enables the creation of different geometrical shapes. The input cards are the 

command that controls the simulation environment, and basic input cards were used in this case. 

However, some customization of the input cards was conducted to allow the import of the DICOM 

series. FLUKA possesses the capability to oversee the initiation of geometry-dependent arrays by 

designating provisional memory spaces prior to acquiring knowledge about the precise dimensions 

of the issue. The unutilized portions within these spaces are later reclaimed after the complete 

input has been processed. Nevertheless, when confronted with an extensive quantity of regions 

(exceeding 1000), it becomes essential to notify the program to expand the magnitude of these 
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provisional memory spaces. This pivotal data must be provided immediately, utilizing the 

"GLOBAL" card. A GLOBAL card was added to allow a high number of regions to be simulated. 

It is necessary to use a GLOBAL card when DICOM data is used in a simulation. Further, the 

DICOM data must be converted to voxel geometry, to allow readability by FLUKA. The DICOM 

tab enabled the DICOM files to be uploaded, and as the DICOM data contained 481 slices, with a 

high number of voxels in the data, the simulation was long. In order to reduce the time needed to 

complete the simulation, it was necessary to crop the data; this was conducted within the FLAIR 

interface. However, since the crop in the Z direction did not work, due to the presence of a bug in 

the code, it was conducted manually, outside of the FLAIR interface. The original dimension was 

481 ×  481 ×  481  mm, reduced to 193 ×  121 ×  391  mm after cropping, which was 

conducted in the slice tab. Next, the information tab was used to read the new dimension; the voxel 

tab was used to create a voxel geometry, and USBIN was used to cover the voxels. In total, two 

essential files were required to create the voxel card: material.inp and head.mat. The head file 

contained information used as a conversion ramp that was essential for mapping the DICOM 

materials, and the material file contained the material compound card. After loading both files, 

FLAIR created voxel region numbers and organs, as well as a USBIN for the region to cover all 

the voxels. In the input card, two USBINs were used: one to record energy, and a second for the 

dose.  

  The DICOM series used in the simulation was very thin, and required a phantom to allow 

the interaction to be recorded. A phantom of water was created, and the Micro CT was 

implemented inside the phantom. A BEAMPOS card was used to control the position of the beam, 

and a FLOOD option was used to allow uniform fluence within the target, similar to isotopic 

distribution. A range of energies was used in this run, from 0.0175 MeV to 5.5 MeV. The range of 

the energies was calculated using the fluence in water taken from the article by Hugtenburg et al. 

(228). An EMFCUT card was used to control the energy level of the electrons to be included in 

the run. The first 23 runs of any electron energy below 10 KeV were not included, which meant 

that the simulation allowed the electrons to be included, as most of the electrons produced had 

energy of above 10 KeV. Due to this option, the simulation took a longer time to execute. The 

second 23 runs of electrons with energy below 11 MeV were not included, therefore the simulation 

did not contain any electrons produced from interaction with matter. The runs without electrons 

were faster and required less time to be produced. For example, the simulation of energy 2.5 MeV 
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with electrons took 33 hours to complete, with 32 CPU and using multi thread technology. In 

contrast, the same run without electrons took five hours to complete. Each run contained five 

cycles, in order to reduce the statistical uncertainty. 

The aim of the simulation was to reduce the uncertainty to lower than 2%; this could be 

achieved by increasing the number of histories in each voxel. The spawn option was able to reduce 

the time, and to increase the histories number via simultaneous multiple runs, achievable using the 

multi-thread CPU technology. The first attempt was conducted using the Google Cloud Service to 

create a virtual machine with many CPU. However, due to the high costs involved, it was not 

possible to employ this method in the cloud. It was calculated that it was more cost effective to 

build a high-performance computer with 32 CPU and multi-thread technology, providing 64 

threads, than to use cloud technology. Building a high-performance computer became the first 

option, due to the lockdown measures taken by the UK government during the COVID-19 

pandemic. Furthermore, the Kuwait State government issued an emergency evacuation for all 

medical staff and students in the UK. The FLOOD option produced a uniform distribution within 

the radius of the beam, and to ensure that the uniformity was within the acceptance limit, a 

uniformity test was conducted. The setting of the uniformity test replaced the voxels from the 

DICOM CT with water, where the same simulation for 2 MeV energy would be run, taking into 

consideration the dominant one in the beam.   

   
6.5  Results  
 

The demand for high accuracy treatment to reduce the side effects of radiotherapy has 

increased in recent years, due to the advancement of treatment techniques and TPS. The new TPS 

can use a MC code, which outputs dose to medium, rather than dose to water, but there remains 

debate regarding the optimal mode for use. All of the techniques concerned raise the question, in 

a heterogenous area with micro-CT data, regarding whether interactions of varying energy levels 

differ from the current medical CT resolution, or if a correction is required. 

In this study, the MC simulation provided high accuracy, but at the cost of a very long 

simulation time. The drawback of the long simulation time affected this project significantly, as 

many simulations were required. Furthermore, all of the simulations were required to have a 

statistical error of less than 2%. The first attempt was conducted using cloud technology provided 

by Google to deliver as many CPUs as possible, but this method was cost-inefficient, and thus was 
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not recommended for this project. The project required many simulations and trials to correct the 

error and experimental model, which would have cost thousands of pounds if cloud technology 

was used. Cloud technology might be employed in future if the cost is reduced, as no hardware is 

needed, which will be more cost effective for small radiotherapy units. However, the optimal 

option for this project was to build a supercomputer containing 32 CPUs with a multi-thread 

capacity to allow for 64 simultaneous, parallel simulations using spawn in FLAIR. 
The MC simulation required a low uncertainty percentage to produce data that did not 

contain a high percentage of statistical error. Consequently, all of the simulations conducted by 

the project achieved an uncertainty of less than 2% by using spawn, and total uncertainty of less 

than 1%. It was essential to achieve the uncertainty target to rule out any statistical error in the 

result that may have affected the DVH. Within the FLAIR interface, the different spawns could be 

combined to produce one file containing all the histories of the spawns. Table 6.1 shows the 

uncertainty percentage of each run, with and without electrons. 
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Table 6.1: The uncertainty, FWHM, and resolution of each run, with and without electrons. 

Energy 
(MeV) with 
electrons Uncertainty FWHM Resolution 

Energy 
(MeV) 

without 
electrons Uncertainty FWHM Resolution 

0.0175 3.00% 3.52% 4.36E-11 0.0175 2.97% 3.49%   
0.025 2.02% 2.37% 2.43E-10 0.025 2.05% 2.41% 2.47E-10 
0.035 1.25% 1.47% 3.46E-10 0.035 1.28% 1.51% 3.57E-10 
0.045 1.26% 1.48% 3.97E-10 0.045 1.31% 1.54% 4.11E-10 
0.055 1.34% 1.58% 4.04E-10 0.055 1.42% 1.67% 4.25E-10 
0.07 1.24% 1.45% 4.43E-10 0.07 1.56% 1.83% 4.18E-10 
0.09 1.50% 1.76% 3.75E-10 0.09 1.64% 1.93% 4.07E-10 

0.125 1.46% 1.71% 3.93E-10 0.125 1.61% 1.89% 4.31E-10 
0.175 1.43% 1.68% 4.91E-10 0.175 1.60% 1.88% 5.54E-10 
0.25 0.96% 1.13% 4.72E-10 0.25 1.18% 1.39% 5.88E-10 
0.35 1.20% 1.41% 8.61E-10 0.35 1.77% 2.08% 3.56E-07 
0.45 0.86% 1.02% 7.91E-10 0.45 1.52% 1.79% 1.40E-09 

0.525 0.79% 0.92% 8.54E-10 0.525 1.56% 1.84% 1.70E-09 
0.605 0.72% 0.85% 8.99E-10 0.605 1.61% 1.90% 2.01E-09 
0.73 0.64% 0.76% 9.53E-10 0.73 1.69% 1.98% 2.45E-09 
0.9 0.51% 0.60% 9.21E-10 0.9 1.59% 1.87% 2.87E-09 

1.125 0.45% 0.53% 9.81E-10 1.125 1.68% 1.98% 3.66E-09 
1.375 0.44% 0.51% 1.13E-09 1.375 1.67% 1.96% 4.32E-09 
1.75 0.32% 0.37% 1.00E-09 1.75 1.69% 1.98% 5.32E-09 
2.5 0.32% 0.38% 1.32E-09 2.5 1.71% 2.01% 6.89E-09 
3.5 0.30% 0.35% 1.56E-09 3.5 1.61% 1.89% 8.27E-09 
4.5 0.32% 0.38% 2.01E-09 4.5 1.58% 1.86% 9.75E-09 
5.5 0.30% 0.35% 2.14E-09 5.5 1.60% 1.88% 1.14E-08 

Sum 0.98%     Sum 1.65%     
 

Figure 6.7 presents the dose distribution produced using FLUKA. The FLUKA simulation 

produced files that were not compatible with MATLAB, and it was therefore necessary to convert 

them to ASCII format, which is readable in MATLAB. This conversion was conducted within the 

FLAIR interface. Each run produced two ASCII files, one for the dose and one for energy. Editing 

was then required to remove the headers and non-necessary information within the files. The 

removal of the header was conducted in the Linux command line for each file, after the header was 

cropped to make the files readable within MATLAB, which was the primary platform used for 

analysing the data discussed in this chapter. This was because there was significant information of 



 

104 
 

around nine million points in each file, and programmes such as Excel cannot handle this level of 

data without crashing.  

 

Figure 6.7: The FLUKA run and dose distribution in the target. 
 The first step was to ensure that the FLOOD option produced a uniform field within the 

target. The uniformity test files were loaded onto MATLAB, after which the line was taken from 

the middle in a different direction by fitting a quadratic polynomial to calculate the uniformity, as 

shown in Figure 6.8.  

 

clear 

files = dir('p*.asc'); 

numfiles = length(files); 

 

for i=1:numfiles 

    load(files(i).name); 

 

end 

 

photonDR1095=reshape (photon1095',1,[]); 

photonDR1098=reshape (photon1098',1,[]); 

 

test = reshape([photonDR1098 0 0 0],193,121,391); 

figure(24);imshow(test(:,:,200),[]); 

 

plot (test(:,60,200)); 

plot (squeeze (test(100,60,:))) 

plot (squeeze (test(100,:,200))) 

Figure 6.8: The code used to create a line through the water phantom to fit a polynomial curve. 
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The plot in Figure 6.9 displays a cross-section with a polynomial curve fit, with two points 

taken from the middle and edges. The test was conducted for both simulations concerned, namely 

with and without electrons. The polynomial equation was used, and the uniformity was found to 

be approximately 99% for both, indicating that the dose distribution was uniform within the target 

area. The uniform distribution of the dose was essential to mimic the VMAT distribution in the 

target area.  

 
Figure 6.9: Plot of a cross-section of the water phantom with quadratic polynomials fit: (a) 
cross-section of simulation with electron interaction, (b) cross-section of simulation without 

electron interaction. 

 
 
 The uniformity test was conducted within the required limit, which facilitated the 

continuation to the next step. The next step involved the processing of the simulation data in 

MATLAB, the first element of which was to load all the files, a time-consuming process given the 

vast amount of data. Following this, the data was reshaped using a transpose reshape to create 

different graph types, taking into account the space dimension of the result. Each energy was then 

multiplied by a weighting factor to reveal the contribution of that energy to the total beam energy 

in the treatment situation. The weighted factor was calculated using the data from the energy 

distribution in water, as cited in Hugtenburg et al. (228). The weighted factor was calculated for 

three different field sizes: 10 × 10 , 20 × 20, and 30 × 30 . The last step totalled the energy, 

enabling the commencement of an analysis of the data. 

 A density histogram of the DICOM series Micro CT was created, as shown in Figure 6.10, 

which produced three distinct density areas. The highest peak, which covered the range from 0 to 

1.25 g/cm3, represented normal tissue (density of 1 g/cm3 is water). The second peak started from 
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> 1.75 gm/cm3, and was considered to be high density, such as compact bone. The third density 

ranged from 1.25 to 1.75 gm/cm3, appeared with the micro-CT data, and denoted soft bone.  

 
Figure 6.10: Histogram of the density of the DICOM series. 

 

6.5.1  Individual beam energy 
 

As mentioned previously, the simulations of the different energies were conducted in two 

scenarios: one with electrons, and one without electrons. The first step was to evaluate each energy 

level alone, in order to observe the effects of the heterogeneous micro level. A pattern was detected 

from the 23 energies chosen, and their behaviour in the Micro CT level occurred over three 

different field sizes: 10 × 10, 20 × 20, and 30 × 30 cm. From 0.025 MeV, the highest deposited 

energies were in the high density, then in the medium density. The deposit ratio began to change 

in the beam energy of 0.07 MeV, and the highest deposited area was of a high-density, followed 

by a low-density as the second most deposited area.  

  The second change in the pattern was present in the beam energy of 0.125 MeV: the low 

density received the highest ratio, followed by the high density, and then the medium density. 

After 0.45 MeV, the ratio of the dose deposition became similar, with the majority of the dose ratio 

deposited in the soft tissue, such as in the energy of 2.5 MeV, where the ratio of dose deposition 

was 55.2% for low energy, 19.66% for medium energy, and 25% for high density. Table 6.2 shows 

the change in the ratio level between the different densities.  
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Table 6.2: The dose distribution in the different energy levels. 

 
 
 

Figure 6.11 shows the individual beams’ energy, and the behaviour of each beam towards 

the three density levels. The low energy, 0.045 MeV, showed higher dose counts in high density 

(49.26%) than in the low density (22.2%) and the medium density (28.3%). Furthermore, the 

separation between the low and high density dose deposition was clear: the dose peak in the soft 

tissue was 1e^-10, and in bone was 4.8e-10. The electron effects revealed low energy, and in this 

energy range the photoelectric effect was the dominant interaction. In the 0.07 MeV beam, the 

dose distribution peaks began to change in shape and become more Gaussian, but still revealed a 

similar outcome in the lower energy. Further, in the energy of 0.09 MeV, a shift in the disruption 

began to occur, as the higher dose counts began to build up in the low density (33.8%). 

Concurrently, there was a reduction in the dose counts of the medium density (24.65%) and the 

high density (41.55%). Alongside an increase in the beam energy, the shift was increasingly 

evident, with increased dose deposits in the soft tissue. The difference between the low-density 

curve and the high-density bone was almost 50%. This notable difference was due to the 

photoelectric effect, which was affected by the high Z materials, as shown in Figure 5.11(b).  

In energy 0.125 MeV, the deposition of the dose was higher in the low density (42.9%) and 

the high density (34.59%). The high-energy individual beam had a similar shape and distribution, 

in terms of the dose, to the final sum of the beam. As shown in Figure 6.11, in the 2.5 MeV photon, 

the dose distribution showed a shift, namely a less deposited dose in the high Z material than in 
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the low-density material. The difference between the two was around 10%, due to the dominant 

Compton interaction in this energy level that was dependent upon the electron density. In terms of 

the percentage change between the dose deposition in the different energies and different densities, 

the soft bone dose deposition change was the smallest; there was a 26.9% change in the soft bone 

between the energy levels of 0.055 MeV to 2.5 MeV, compared with 48.28% in the hard bone, and 

54.87% in the soft tissue.  

 
(a)

 
(b) 
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(c)

(d)
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(e)

 
Figure 6.11: The different dose volume distribution levels in the Micro CT heterogenous area: 
(a) 0.055 MeV photon energy, (b) 0.07 MeV photon energy, (c) 0.09 MeV photon energy, (d) 

0.25 MeV photon energy, and (e) 2.5 MeV photon energy. 

 
6.5.2 Beam summation  
 

Assessing individual energy levels provides the means by which the dose deposition in 

heterogeneous areas can be understood. Moreover, understanding the summation of energy level 

behaviour is essential for clinical work. The summation of all of the beams in both of the scenarios 

discussed above, with the addition of the separation of the three density levels, is provided in 

Figure 6.12(a), while Figure 6.12(b) presents the final sum of all of the simulated beam energies, 

without electrons overlaps, covering a dose range from 1.76 𝑒𝑒−7to 2.925𝑒𝑒−7GeV/g for the low-

density tissue.  

The low-density tissue had the broadest range of all three densities; the dose range of the 

high density was between 1.857𝑒𝑒−7to 2.634𝑒𝑒−7GeV/g. However, while the majority of the primary 

doses were deposited in the low-density tissue, a high percentage of the count was located in the 

high-density area. Further, the middle range density received the lowest dose when the simulation 

contained only the primary photons, and cut off the electrons. Figure 6.12(b) shows the sum of the 

beam energies with electrons, illustrating the distinction between the deposit of energy of the three-

density range, namely they did not overlap. In addition, there was a noticeable increase in the low-

density counts, a result of the inclusion of electrons, and a decrease in the high density counts. The 
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medium density count changes were not significant when electrons were added. The change in the 

top of the peak value in the high and low densities was an indication of the electron transport effect 

in a heterogeneous area. The difference in the dose distribution between the low density and the 

high density was around 10%, which was similar to the single beam of 2.5 MeV. In the high energy, 

the pattern did not change significantly, due to the dominant interaction in this energy range the 

Compton interaction.  

(a) 

(b) 
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Figure 6.12: Sum of the photon beam energies, with three divisions of density levels (a), 

including the sum of the photon beam with and without electrons (b). 

 
The assessment of these graphs provided a means by which the effect of the heterogeneous 

area in dose distribution could be understood, analysing a relative dose-to-dose distribution 

revealed more information. Table 6.3 shows the calculation of the FWHM related to the dose for 

a sum of the beam energies. The FWHM fraction of the dose for the simulation without electrons 

was wider than the fraction with electrons, and the distribution around the target area was uniform, 

as shown in Figure 6.9 for both simulations. However, the starting condition and scatters were not 

a proportion of the density. The HU was not equal, even to an area with a high-density region, like 

the cochlea. In terms of the total energy with electrons, the highest FHWM was for the medium 

density area, which cannot be detected in the standard CT resolution used in radiotherapy. The 

electrons in the simulation worked as a filter for the outliers in the beam energies that were evident 

when compared with the simulation without electrons. 
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Table 6.3: The FHWM of the total of the beam energies, with and without electrons. 

File 
Mean 
value  

Relative 
mean  SD FWHM 

Relative 
FWHM 

FWHM fraction 
of dose  

Final sum with 
electron 2.29E-07   8.09E-09 1.90E-08   0.083 

Low density 2.35E-07 1.028 3.79E-09 8.91E-09 0.469 0.038 
Medium density 2.25E-07 0.985 4.21E-09 9.89E-09 0.520 0.044 

High density 2.19E-07 0.955 2.80E-09 6.59E-09 0.347 0.030 
Final sum 

without electron 2.28E-07   1.36E-08 3.19E-08   0.140 
Low density 2.31E-07 1.013 1.48E-08 3.47E-08 1.085 0.150 

Medium density 2.26E-07 0.993 1.21E-08 2.85E-08 0.892 0.126 
High density 2.23E-07 0.979 1.02E-08 2.40E-08 0.750 0.108 

 
 

6.6 Discussion  
  

It was not a straightforward task to analyse the data produced for this project, because a 

micro-CT data provides more details than a clinical CT. Furthermore, previous studies regarding 

the effect of the heterogeneous area in dose deposition, and the difference between the results of 

dose to medium and dose to water, primarily used phantom or medical CT. Medical CT records 

the temporal bone area as hard bone, soft tissue, and air, as in the study by Radojcic et al (224). 

However, anatomical details were missing in a clinical CT resolution, as seen in the results, and 

soft bone is not detectable in the clinical CT resolution. The high resolution of the Micro CT 

introduces a more detailed and distinguishable density between the cortical bone and soft bone, 

which contains the red marrow cells that are considered to be sensitive to radiation (229). One of 

the limitations of this is that the Micro CT of the temporal bone does not contain air, due to the 

injection of gel that has a density of water; however, there is a small area in the DICOM that 

contains air, and is used in the calculation of the HU scale. 

The photoelectric effect is the dominant interaction in low-level energy. In the present 

study, the increased dose in the high density and medium density, which was considered to be 

bone material, may have been due to the photoelectric effect that increases with higher density 

materials. The high heterogeneous area with irregularities in soft bone and hard bone shape 

increases the dose to the edge, revealing a higher deposition in a high-density area. However, the 

contribution of the low-level energy to the total beam was small compared with the higher level 
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energies, and the build-up factor in the low energy level was negligible. The build-up factor 

decreases with the increase of the material density for any depth penetration in energies of 1.5 

MeV and lower (230). The beam energy increased, and the dominant interaction shifted to 

Compton scatter, which does not correlate with density. The low-density tissue, which in a real 

scenario is considered to be the white or grey matter of the brain, received a higher dose than the 

bones, yet there remained the presence of deposited dose in the high density areas, including the 

cochlea, a site that is sensitive after chemotherapy. Furthermore, the build-up factor in the low z 

material, such as the white and grey matter, was high in terms of energy level to the extent that a 

Compton scatter was the dominant interaction. The build-up factor contributed to the dose in the 

soft tissue when increasing the energy level. The soft bone containing red marrow cells received a 

dose that did not change significantly, even with increases in energy levels. The density level of 

the soft bone is not distinguished in a medical CT, and the dose received is ignored.  

The results of the project discussed in this chapter demonstrated that the high energy 

dominated the behaviour of the treatment beam. Furthermore, the behaviour of the dose 

distribution started to shift from 0.125 MeV, and the soft tissue dose deposition did not change 

significantly. These result can be used as a base to connect to different modalities, for example 

radiotherapy treatment using VMAT and Gamma Knife. The next chapter tests the effect of the 

findings of this chapter on the clinical routine. 

 

6.7  Conclusion  
 
 The study of the behaviour of the dose distribution in the micro-level heterogeneous area 

can contribute to the creation of a treatment plan with lower toxicity levels in the inner ear and 

cochlea. The use of a micro-CT data introduced a normal tissue, soft bone and hard bone rather 

than a normal tissue and hard bone, as medical CTs showed. The soft bone contains sensitive cells 

that can be damaged by high radiation exposure. A Monte Carlo FLUKA used with FLOOD option 

was used to allow uniform fluence within the target, similar to isotopic distribution. The 

photoelectric effect in low energy beams did not add a significant dose to the soft bone, depositing 

most of the dose in a high-density bone. However, the weighting factor of the low energy was 

small, compared with that of the high energy. The relative dose to FWHM of the final sum beam 

showed that the highest rate between the three densities was the medium density that contained 

the soft bones. The findings of this project were not sufficient to answer whether the use of a 
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micro-CT data and a more accurate dose distribution algorithm would impact the clinical routine 

significantly. The next chapter addresses this question by focusing on the connection between the 

results of the dose distribution in MC, using a micro-CT data and a clinical routine.  
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Chapter 7: Connecting multiscale outcome with brain cancer 
VMAT treatment 

7.1 Introduction  
 

Cancers of the brain, head, and neck affect almost 12,000 people around the UK, annually. 

One type of brain tumour is known as glioma, and the rate of people diagnosed with gliomas in 

the UK has increased by 39% since the 1990s. Brain, head, and neck tumour treatment consists of 

surgery, chemotherapy, and radiotherapy (231). Improvements to treatment, and its effectiveness, 

has engendered increased survival rates: the survival rate between 1982 and 1986 was 52.7% for 

head and neck cancer, increasing to 65.9% between 2002 and 2006 (232). This improvement was 

due to multiple factors, including higher accuracy treatment in radiotherapy, and its combination 

with chemotherapy. The high accuracy delivery system of radiotherapy helps to increase the dose 

delivered to the tumour, without increasing the dose to the OAR (232). Radiotherapy is the 

standard care for most head, neck, and brain cancer cases. Understanding the limitations, and 

improving the accuracy of dose distribution in radiotherapy can help to provide a better quality of 

life for patients.  

The treatment of head, neck, and brain cancers is complex, due to the number of OAR in 

the vicinity. Radiotherapy treatment can cause certain side effects, as it damages healthy tissue. 

Limiting the dose to different, normal tissues and organs can prevent permanent damage. For 

example, 50% of nasopharyngeal, and 53% of parotid gland cancer patients treated with 

radiotherapy develop sensorineural hearing loss (SNHL), due to the close proximity of the area 

affected to the cochlea, that causes an overdose to the cochlea (233). The cochlea is a small, bony 

part of the body located in the inner ear, with an average volume of 0.6 mL, and contains fluid to 

help transform the different levels of frequency into neural signals (234). Damaging the cochlea 

can cause hearing loss in one, or both, ears. Before exploring this matter in depth, it is necessary 

to understand the different toxicity scales, dose limitation to the cochlea, delineation setting, types 

of tumours that can cause hearing loss, and the chemotherapy that can affect such hearing loss.  
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7.2 Literature review 
 
7.2.1 Hearing loss  

 
The damage that causes hearing loss can be categorized as conductive hearing loss, SNHL, 

and a combination of conductive and sensorineural hearing loss. In conductive hearing loss, the 

damage occurs in the middle ear, and treatment is available, while SNHL affects the inner ear, and 

cannot be treated (235–237). To date, the process that causes SNHL has not been fully discovered, 

or supported with evidence. However, a pattern was noticed between the missing hair cells in the 

organ of Corti in a patient treated with radiotherapy (231, 232). A study by Oh et al. sought to 

identify the connection between the loss of hair cells in the organ of Corti, but was unable to 

support the claim as no functional hearing test was conducted on the patient concerned (239).  

Having defined the categories of hearing loss, it is essential to understand the methodology 

that defines ototoxicity. The American speech-language-hearing association uses a threshold shift 

> 20 dB in one frequency, or 10 dB >  at two or more frequencies. However, the standard 

terminology criteria version 4.03 uses threshold shift > 15 dB in at least two or more frequencies 

(240). The grading scale used in ototoxicity of 2 to 4 indicates severe or permanent damage (241). 

A follow-up study of 294 patients by was conducted 4.5 years after their final session of a 

radiotherapy course for nasopharyngeal carcinoma, and the study concluded that the participants’ 

hearing loss continued to increase, even with extended follow-up (242). Furthermore, the study 

indicated that a short follow-up was not sufficient for assessing the damage to the patients’ hearing 

after the radiotherapy treatment effectively and comprehensively (242). Increasing familiarity with 

the cochlea, ototoxicity, and different hearing tests can help with setting the thresholds required in 

contouring, and the dose limit to the cochlea. 

 

7.2.2 Cochlea delineation and effect of chemotherapy  
 

Delineation of the target and OAR is essential in any treatment plan. High delineation 

accuracy can reduce the side effect to healthy tissue, due to the radiation, and can increase the 

accuracy of the dosimetric dose calculated. Contouring a small size structure, such as the cochlea, 

with a high accuracy delineation, requires a small slice thickness of < 2.5 mm or less, a CT scan, 

and a proper level of bone window setting (230, 234, 236–238). Further, given the small size of 

the cochlea, the use of a dose-volume analysis is impractical, because of the limitation of the 
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cochlea’s contouring. By using a dose-volume analysis, a mean dose can be ascertained to evaluate 

the dose to the cochlea (230, 234, 236–238). The dose limit to any structure is crucial, as it can 

decrease the side effects of radiation. However, many other factors can affect the dose limit, such 

as age and chemotherapy. In the case of hearing loss, the factors that can cause, or increase, the 

chance of hearing loss are cisplatin treatment, age, and radiation dose to the inner ear (233, 236, 

238, 239).  

Cisplatin is a treatment type that falls under the category of cytotoxic chemotherapy, and 

is combined with radiation therapy to treat different types of cancer, including head and neck 

cancer, brain cancer, oesophageal cancer, neuroblastoma, and lung cancer. One of the main side 

effects of cisplatin is ototoxicity, and it can cause damage to the hair cells and organ of Corti. 

Furthermore, combination treatment with radiotherapy can increase the chance of SNHL. In order 

to reduce the side effects of cisplatin, a protection agent, such as an antioxidant agent, can be used. 

However, the agents are ineffective when a high radiation dose is used with chemotherapy (233, 

239). A phase III trial was conducted to evaluate the effect of chemoradiation therapy against 

radiation treatment alone on hearing loss for patients with a nasopharyngeal carcinoma (247). The 

trial demonstrated that the hearing loss percentage was higher in patients treated with 

chemoradiation than with radiotherapy alone. After the treatment plan, age is a pivotal factor in 

hearing loss, including SNHL, and most previous research agreed that children under the age of 

five, and elderly patients, face an increased risk (246). A group of patients aged under 45 who 

received a radiotherapy dose of 48.1 Gy showed a 50% risk of SNHL (245), while another group 

of patients aged 45 and above treated with a dose of 39.44 Gy showed an increase in the risk of 

SNHL of 64% (245). Due to the factors that impact the loss of hearing directly, different-dose 

limits must be established for children and adults treated with only radiotherapy or with 

chemoradiotherapy. 

 

7.2.3 Dose limit to the cochlea  
 

Currently, on-going research contests the dose limit to the cochlea, and different dose limits 

are recommended. The data gathered from 78 children treated with radiotherapy, and no cisplatin 

chemotherapy, showed that a mean dose of less than 35 Gy to the cochlea should minimize the 

risk of hearing loss within five years of follow-up (227, 241). For children treated with a 

combination of radiotherapy and cisplatin, the dose limit to the cochlea suggested is less than 10 
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Gy (227, 241, 242). In an adult, the dose limit suggested differs according to centre, and there is 

currently no universal agreement concerning the dose limit to the cochlea. However, many studies 

agreed that doses of higher than 45 Gy cause acute hearing loss, without cisplatin agents (227, 230, 

234, 237, 238). For example, Pan et al. conducted a study of 31 adult patients diagnosed with head 

and neck cancer, and treated only with radiotherapy. The patient dose was >45 Gy, and all of the 

patients were diagnosed with hearing loss (250). Meanwhile, Van der Putten et al. recommended 

that doses of higher than 45 Gy should be avoided, supporting this claim with data gathered from 

52 patients treated only with radiotherapy, who were all diagnosed with SNHL (241, 244). The 

study conducted by Vieira et al. concluded that any dose to the cochlea of below 40 Gy caused 

very little hearing loss in patients treated only with radiotherapy, and that the threshold of a patient 

treated with cisplatin and radiotherapy was as low as 10 Gy (249). Moreover, Cheraghi et al. 

concluded that a dose of less than 30 Gy to the cochlea would hardly cause any hearing loss (245), 

and Bhandare et al. suggested that, in order to minimize damage to the cochlea, the dose 

administered should be below 35 Gy. Since there is currently insufficient data to create an SNHL 

threshold, it is therefore argued that the dose to the cochlea should be reduced as much as possible 

(243).  

Lee et al. demonstrated that a 33.46 Gy mean dose to the inner ear produces tinnitus, 

another precursor to hearing loss (241). The study concluded that a dose of less than 32 Gy can 

minimize the side effect of grade two tinnitus, or higher, to less than 20%, and that a dose of below 

46 Gy can reduce SNHL to 50%, which is still considered to be a high percentage. Meanwhile, 

Mosleh-Shirazi et al. concluded that there is no statistically significant difference in hearing loss 

between patients treated with chemotherapy and patients treated without chemotherapy (236). 

However, the follow-up in this study was brief; it was conducted 30 days after the treatment, and 

employed a CT slice thickness of 3 mm, which was higher than the 2.5 mm recommended, to 

create the delineation of the cochlea. Indeed, many previous studies conducted a follow-up after 

only a short period of time, which is insufficient when studying the long-term effects of radiation 

in the inner ear that are likely to cause hearing loss. Since hearing loss can occur as long as five 

years after treatment, the follow-up period recommended is two to four years (226, 233, 242). A 

phase two study of 45 children diagnosed with medulloblastoma, and treated with proton therapy, 

found that there were no hearing problems at the baseline of their hearing test. However, three 
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years following their treatment, 12% hearing loss was observed in the children, a figure that 

increased to 16% at five years following their treatment (252).  

Although there is sufficient evidence that radiation, with or without cisplatin, can cause 

hearing loss that affects patients’ quality of life, particularly that of younger patients, in the 

standard daily routine of radiotherapy, there is no dose constraint to the cochlea; this does not help 

to avoid SNHL (226, 246). In most of the extant literature, the hearing loss concerned was found 

to occur primarily in the high-frequency range located in the basal area of the cochlea. The high 

frequency range starts at 2000 Hz, and is essential for speech discrimination and accurate speech 

analyses (237, 238, 241, 246). A possible explanation for the sensitivity of the high-frequency area 

in the cochlea is that there are three outer cells in a row on the basal area, compared with four outer 

cells in a row in the low-frequency area (247).  

The factors discussed above, and the threshold of the cochlea, are essential for establishing 

sufficient knowledge to enable the investigation of different techniques for reducing the possibility 

of SNHL and the rule of MC, in the improvement of the quality of life of the patient. 

7.2.4 Treatment techniques for treating head, neck, and brain tumours 
 

Many existing techniques, such as IMRT, VMAT, and proton therapy, can treat head, neck, 

and brain cancer, each of which has unique characteristics. In the case of the cochlea, it is important 

to compare between different techniques, in order to reduce the dose as much as possible, without 

compromising the dose to the target. An example of this can be seen in a medulloblastoma patient 

who suffered from hearing problems after receiving radiotherapy treatment, due to the radiation 

exposure to the cochlea (249,254). In the past, a two parallel lateral field beam plan was used for 

radiating posterior fossa, after which 64% of patients developed ototoxicity at grades 3 and 4. 

More advanced techniques have been used in recent years, including IMRT, VMAT, and proton 

therapy (255). The data gathered from 29 patients treated with three-dimensional conformal 

radiation therapy reported that 51% of them developed SNHL, with the follow-up study conducted 

six months after the treatment (245). In another study, nine patients received a Cisplatin, and 77% 

developed an SNHL; the dose for the chemoradiation group was 30.7 Gy, and for the remaining 

patients was 51 Gy (245). The study concluded that the cochlea can increase tolerance up to 50 

Gy, however, it did not provide details regarding the CT slice thickness, and the follow-up period 

was short.  
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The dose given to patients can be reduced by using more advanced techniques, such as 

IMRT or VMAT. Many previous studies reported a high percentage of SNHL when using 2D or 

3D radiotherapy treatment. In the case of parotid cancer, a 43% incidence of SNHL was recorded 

when using 3D, and in other studies, the incidence reached 85% with the use of chemotherapy 

(256). Meanwhile, IMRT has a lower incidence rate of SNHL, at 16% (256). These incidence 

reports suggested that the use of IMRT can reduce the dose to the cochlea. However, Hitchcock et 

al. noted a limitation of IMRT, namely that it engenders a higher mean dose to the cochlea than 

3D conformal treatment, as no dose constraints are used in the cochlea (253). A study of 15 patients 

diagnosed with medulloblastoma conducted by the Texas children’s hospital revealed a 13% 

incidence of SNHL after IMRT treatment, although the 11 patients treated with conventional RT 

showed a 64% incidence (249). The study did not mention whether a chemotherapy treatment was 

used, or if a special sparing treatment in proton therapy was employed in the treatment plan.  

Meanwhile, the multi-centre trial COSTAR investigated the sparing of the cochlea in a 

patients diagnosed with parotid cancer by comparing IMRT and conventional radiotherapy with 

the aim of reducing hearing loss (257). The treatment consisted of 65 Gy doses in 30 fractions, and 

the median dose to the cochlea was 56.2 Gy in 3D-CRT, and 35.7 Gy in IMRT. The follow-up was 

designed for 60 months, and although most of the patients involved did not complete the process, 

12 months after the last fraction 39% of the 3D-CRT patients were found to have developed SNHL, 

as had 35% of the IMRT patients. The study concluded that there was no clinically significant 

difference between the two techniques. In the COSTAR trial, the cochlea tolerance used was 40 

Gy to 45 Gy, a high figure, and it has been argued that these levels can still lead to the development 

of SNHL. Furthermore, the trial did not mention if the patients used any chemotherapy; patients 

treated with a combination of chemoradiation must receive a lower threshold dose to the cochlea. 

The cochlea is close to the PTV in parotid cancer, which engenders a 50 Gy dose to the cochlea 

(257), and a 3 mm addition to the margin to cover any uncertainty can increase the dose to the 

cochlea further. Use of the MC simulation can help to reduce the uncertainty and increase the 

accuracy of the dose, which can cause a smaller margin to be used. When there is a close range 

between the PTV and the cochlea, proton therapy can play a major role in reducing the dose to the 

cochlea, given the advantage of the Bragg peak.  

Only a small number of previous studies compared advanced techniques, such as VMAT 

or proton therapy, with MRI Linac that uses VMAT or IMRT, although without exploring their 
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full potential. For example, Ali et al. compared the dose to the cochlea when using two different 

techniques, IMRT and VMAT, using a slice thickness of 3 mm, which is not considered to be 

optimal for contouring the cochlea (258). The dose to the cochlea when using VMAT was found 

to be 16.7 Gy, while it was 17.9 Gy when using IMRT. While there was therefore no clinically 

significant difference between the doses, the reduction of the monitor unit (MU) revealed a 

significant difference between VMAT 465 MU and IMRT 1228 MU. Furthermore, the treatment 

time for the VMAT was 2.89 minutes, compared with 7.13 minutes for the IMRT; a reduction in 

time can reduce the motion uncertainty of the patients (165). The combination of VMAT and MC 

can reduce the dose further, by lowering the uncertainty involved in treatment planning.  

Another comparison of VMAT and IMRT was conducted by Gao et al., who found that 

both plans delivered a high dose to the cochlea of patients treated for nasopharyngeal carcinoma: 

47.8 Gy for the IMRT and 43.8 Gy for the VMAT (259). The 2.5 mm used by the study increased 

the accuracy in contouring the cochlea and the other OAR, helping to provide a more accurate 

dosimetric outcome. The differences occurred in the monitor units and the delivery time, 

supporting the finding of Ali et al.  (258), with the VMAT delivering 15% less in terms of monitor 

units and 56% less in treatment time (259). The study did not mention that hearing tests were 

conducted with the patients involved, or whether any constraints were used in the cochlea, because 

the dose delivered was high, and the advantages of using IMRT or VMAT cannot be fully utilized 

without the use of dose constraints in the cochlea.  

The use of a proper constraint for the cochlea, and increasing the accuracy as much as 

possible via advanced techniques like MC, can create a more accurate treatment plan to help to 

avoid SNHL. Further investigation is required to evaluate whether the proton therapy outperforms 

the VMAT and IMRT, in terms of reducing the dose to the cochlea for both patients treated with 

chemoradiotherapy and those treated with radiotherapy alone. The evaluation should include an 

assessment of whether the difference is clinically significant, due to the high cost of proton therapy, 

and the lack of availability of the proton centres.  

The study by Zhang et al, attempted to minimize the dose to the cochlea by employing 

tighter constraints, and by increasing the protective weight (237). The result was a reduction of the 

dose to the cochlea by 23%. Furthermore, the study attempted to divide the cochlea between the 

high and low region dose, to reduce the dose to the cochlea as much as possible. A reduction of 

the dose to the cochlea was noticeable after the division, as a higher constraint was used in high 
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dose area. In order to divide the cochlea into two regions, a slice thickness must be below 2.5 mm, 

and should be fused with an MRI to ensure the accuracy of the delineation. However, the accuracy 

of the contouring of the high and low areas in the cochlea is questionable, given of the small 

volume of this area. Furthermore, dividing the cochlea into two regions is insufficient if the 

treatment plan has a low accuracy, particularly in the head and neck regions, which are considered 

to be highly heterogenous. While the division of the cochlea was a promising approach, the study 

did not cover the protocol necessary to achieve this. A better form of division would be to mark 

the high-frequency region as a low dose region, given its higher radiation sensitivity; alternatively, 

the low-frequency region might be used as an area of high radiation. Through this approach, a 

higher area of the cochlea might be spared from the radiation and chemotherapy.  

For the cochlea of medulloblastoma patients, proton therapy can deliver a dose that is 25% 

lower than that prescribed, compared with 75% of the dose prescribed when using 3D RT (233). 

However, the comparison is imbalanced between the two modalities, because IMRT or VMAT 

can reduce the dose further than 3D RT. Moreover, the percentage of the proton therapy dose to 

the cochlea can be reduced further by increasing the accuracy of the treatment planning by using 

MC to overcome the uncertainty of the proton range, due to multi coulomb scatter. In their study, 

Paulino et al. compared between passive scattering proton treatment and IMRT in 84 patients 

treated for medulloblastoma. The median follow-up for the audiogram was 66 months, which is 

considered to be a medium- to long-range follow-up. The mean dose to the left ear for the proton 

therapy was 31.6 ± 8.5 Gy, while for the photon it was 37.5 ± 5.8 Gy (255). For the right ear, the 

corresponding figure was 31.4 ± 7.3 Gy, while it was 37 ± 5.1 Gy for the photon. While the proton 

therefore delivered a lower dose to the cochlea than the IMRT, the grade 3 and 4 ototoxicity was 

found to be at similar levels in both modalities (255). In total, 9.3% of the patients developed 

ototoxicity, while 9.9% developed ototoxicity when using the Brock system. The study concluded 

that proton therapy can spare other areas, such as the endocrine system, but in the case of the 

cochlea no significant difference was found in the development of grade 3 and 4 ototoxicity (255).  

The location of the tumour is an important factor when selecting the technique that will 

spare the cochlea most. For example, in the case of low-grade gliomas, proton therapy can provide 

an advantage in sparing the cochlea, while IMRT can spare the cochlea by applying a tight 

constraint. While a low dose path has been recorded in the beam directions (260), the study by 

Paulino et al (255). found that there was no significant difference in the percentage of hearing loss 
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between the two modalities. However, passive scattering proton therapy is not the latest proton 

therapy; techniques such as scanning beam proton therapy and IMPT also exist, with varying 

benefits. In passive scattering proton therapy, cochlear sparing is not implemented, while the 

scanning beam can apply cochlear sparing techniques. A comparison of the sparing technique of 

IMRT with a passive scatter proton therapy, which does not have a sparing model, is unbalanced, 

and does not show the full benefit of proton therapy. One way to reduce the dose to the cochlea is 

to choose the optimal technique for delivering the treatment. According to previous studies, proton 

therapy is a promising modality that can spare the cochlea, while VMAT produces the same 

outcome, also sparing the cochlea. Further investigation is required to determine which is the best 

treatment technique for avoiding a high dose to the cochlea. Most of the previous studies concluded 

that IMRT, VMAT, and proton therapy are superior to 3DRT, in terms of sparing the cochlea and 

other OAR in the areas affected by head and neck cancer. In order to enhance the technique, a high 

accuracy algorithm, like MC, should be selected to provide the best conversion option in the 

region, such as dose to water, or dose to medium.  

 

7.2.5 TPS compared with MC in brain, head, and neck cases 
 

While MC code is considered to be the most accurate simulation in radiotherapy, its long 

simulation time, and the computer power required for one simulation are drawbacks for the daily 

use of the treatment. Nevertheless, MC can be used to create a model, or to understand the effect 

of heterogenous area in the dose delivered to a target. The study by Onizuka et al. found that there 

was a 7% dose difference between TPS and MC when using VMAT and IMRT (152); the 

significant difference in the head and neck dose between TPS and MC was due to the air cavity 

and bone within the soft tissue. While the study calculated the dose difference between TPS and 

MC in the field of treatment planning, some of the OAR were located outside the treatment 

planning field, which may have caused an overestimation or underestimation of the dose to that 

organ.  

The study by Shine et al. evaluated the accuracy of TPS in an area out of the treatment 

plan, demonstrating that TPS underestimated the dose in IMRT and VMAT for OAR located 

outside the field by 20-50% (162). Meanwhile, the study by Wang et al. explored dose distribution 

in actual cases of head and neck cancer treated using the IMRT technique (261). The DVH 

comparison between the TPS and the MC demonstrated that there was a maximum difference of 
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10% in the area of air cavities and bones. Furthermore, the MC showed that the target was 

underdosed, compared with the TPS. The study did not use the latest technique of VMAT that is 

more desirable for head and neck cases, as discussed in the previous section. The MC demonstrated 

a higher accuracy than the TPS, but revealed a drawback in the increased length of time that was 

taken to simulate a treatment plan. The use of the MC in complicated cases is therefore one means 

of increasing the accuracy of the TPS.  

In recent years, some TPS have contained a light version of a MC simulation that is able 

calculate the plan within an acceptable timeframe. However, the new TPS that contains MC is not 

widely available in radiotherapy treatment centres. Furthermore, the TPS that uses MC operates 

on a dose to medium mode, as opposed to the traditional dose to water mode, which highlights a 

much-debated topic concerning this treatment regarding the best mode of use. The second aspect 

of the treatment that engenders increased accuracy is the selection of the most suitable mode in an 

area with high heterogeneity. As discussed in Chapters 3 and 5, many previous studies 

demonstrated the significant dose difference between TPS and MC in heterogenous areas. 

However, none of these cases used a multiscale model with micro-CT data to observe the effect of 

different density in brain cases, especially in the temporal bone and cochlea.  

 

7.3 Objective 
 

The project discussed in this chapter applied the previous result, discussed in Chapter 6, to 

the clinical environment, in order to compare the TPS and MC using micro-CT data. The 

comparison helped to evaluate the difference in the dose distribution, in order to reduce the 

uncertainty in the dose distribution in the heterogeneous areas in the brain. Applying the result to 

different scenarios using an advanced model mimicked the clinical routine that enabled a 

comparison of the dose distribution to the cochlea.  

 

7.4 Method 
 

The cochlea model created in the previous chapter constituted a basic model. The intention 

of the model was to facilitate the study of a different scenario at the micro-level by using a depth 

of 15 cm that increased the scatter events. The simulation involved was executed using small beam 

energy boundaries to record each change in each energy level accurately. While the results 
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obtained from the basic model could be used to study more complex models, it could not be used 

in the clinical environment, due to different in-depth dimensions and scatter events involved. 

Therefore, a more complex model was required to apply the MC Micro CT simulation results to 

the clinical environment and other modalities, such as Gamma Knife. The complex model would 

help to calculate the normal tissue complication probability (NTCP) for the cochlea, using micro-

CT data in a MC simulation.  

The current Southwest Wales cancer centre protocol for treating brain tumours consists of 

VMAT, with either a non-coplanar arc or a coplanar arc. The location and size of the tumour affect 

the plan chosen. There are two cochlea delineations, one the real cochlea fit, and the second which 

increases the size by 5 mm in all directions to overcome any uncertainty. It was important that the 

complex model designed included the primary beam of the VMAT and scatter events that reached 

the cochlea. Furthermore, the distance between the PTV and the beam differs in each beam location 

and patient. Considering all the variables in the VMAT, a fixed universal model was challenging 

to achieve, but a semi-universal model could be created. 

  

7.4.1  Model 
 

The advanced model developed, based on the results of the basic model, consisted of two 

main parts. The first part was the primary, which covering approximately one-third of the arc, as 

seen in Figure 7.1. The field size used was 10 × 10 cm2 at-depth 1.5 cm. The edge of the arc 

covered two-thirds of the beam, and the distance to the target was 15 cm. Adding these two main 

parts covered both the primary and scatter events to the cochlea. It was possible to extract a formula 

from the model to calculate the weighting factor used to obtain the dose to the cochlea in the 

clinical environment. The fluence data in a study by Hugtenburg et al. was used to calculate the 

weighted factor (228). The first step was to calculate the fluence of the model for each case 

separately using the following equation: 

 

                                                                     
1
3

(𝐴𝐴)1.5 𝑐𝑐𝑐𝑐 +
2
3

(𝐵𝐵 − 𝐶𝐶)15𝑐𝑐𝑐𝑐                                         (7. 1) 

 
A is the primary beam, which used a 10 × 10 cm2 at a depth of 1.5 cm. B is the distance 

from the target to the arc at a depth of 15 cm. Finally, C is the distance between the target and 
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cochlea, at a depth of 15 cm. Data obtained from the cancer imaging archive was used to apply the 

advanced model to different scenarios.  

 

Figure 7.1: The advanced model. 
7.4.2 Creating the treatment plan and processing technique  
 

In total, 230 cases of glioblastoma and low-grade glioma were used to extract a different 

scenario to apply the result of MC in the clinical routine. A 3D slicer was used to calculate the 

distance in each case, and to record the volume of the target and cochlea. From the data, 11 

different scenarios were founded, as shown in Table 7.1. The points from the different scenarios 

were applied to the equation, and energy fluences were calculated for each case.  
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Table 7.1: The 11 cases extracted from the data, with different scenarios and points for 
application to the advanced model equation. 

  Points in the equation  
  A (cm) B (cm) C(cm) 

Case 1 5.64 5.64 1.30 
Case 2 5.64 11.28 1.30 
Case 3 5.64 16.93 5.64 
Case 4 5.64 11.28 5.64 
Case 5 5.64 16.93 1.30 
Case 6 5.64 16.93 11.30 
Case 7 5.64 11.28 11.28 
Case 8 5.64 22.57 1.30 
Case 9 5.64 11.20 2.80 

Case 10 5.64 16.93 2.80 
Case 11 5.64 22.50 2.82 

 
 

 

The next step was to apply fluence to calculate the weighting factors for each case. The 

weighted factor calculated was applied to MATLAB code. The result obtained from applying the 

weighted factors to the MC result was not sufficient to demonstrate the effect in a clinical routine, 

therefore it was necessary to create a DVH format to allow a better demonstration and connection 

with the clinical data. The DVH contained information concerning the minimum, maximum, and 

median doses. Furthermore, the DVH illustrated the dose distribution around the median dose. The 

more significant dispersion in the DVH was due to non-uniform dose distribution. The use of an 

MC flood technique showed a high uniformity of dose distribution (Figure 6.9). A DVH 

comparison could not be made without creating a treatment plan for each case. A Southwest Wales 

cancer centre protocol was used for the dose constraint in each case, and the protocol for a 

treatment plan at the centre was the protocol used for all of the cases. A coplanar arc was chosen 

for all of the cases with dose constraint, as shown in Table 7.2. An Eclipse system was used with 

an AAA to create all of the plans.  
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Table 7.2: Dose constraints used in the treatment plan. 

ROI Objective Opt. Man.  
PTV      

  5400cGy   ≥99% 
  5700cGy   ≥95% 
  5940cGy   ≥50% 
  6060cGy   ≤50% 
  6300cGy   ≤5% 
  6420cGy   ≤2% 

Cord Dmax   ≤4600cGy 
Brainstem Dmax ≤5400cGy ≤6000cGy 

Chiasm  Dmax ≤5000cGy ≤6000cGy 
OpticNerve Dmax ≤5000cGy ≤6000cGy 

Eye Dmax   ≤4500cGy 
Lens Dmax   ≤1000cGy 

Hippocampus Dmean ≤2500cGy   
Pituitary  Dmax ≤2500cGy ≤6000cGy 
Cochlea Dmax ≤2500cGy ≤5000cGy 
External  6420cGy   ≤1.8cm³ 

 
A DVH from a TPS was created and converted to a text format readable by MATLAB. The 

last step in processing the data was to create and compare both DVHs; this was not a 

straightforward task, given the different scales of both DVH. The intention was to rescale the MC 

result, and then to use the convolution theorem to create the DVH that combined both datasets. 

The final step was to compare the DVH obtained from the convolution theorem and the DVH from 

the TPS. Figure 7.2 illustrates the concept of the convolution theorem in creating the DVH.  
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Figure 7.2: The process of creating the DVH using the convolution theorem. 

 
The code used for creating the DVH is shown in Figure 7.3. The first step was to remove 

the headers from the DVH file, and then to load the file to MATLAB. The dose was represented 

in column one in the DVH file, and column three represented the volume. The second step was to 

plot the DVH using columns one and three, as seen in the first line of the code in Figure 7.3, then 

a gradient function was applied and plotted, but it was necessary to add a minus sign before the 

gradient in the plotting, because the result needed to be inverted. Next, a mean of the TPS was 

calculated for application in the MC DVH to rescale. Once both datasets had the same scale, a 

convolution function was used, as shown in the code. Finally, the new DVH was plotted using the 

code (r,sum(h)-cumsum(h)), and was converted to DVH format. The last few lines of the code 

plotted both the DVH of the TPS and modified the DVH for comparison.  
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Figure 7.3: MATLAB code for creating the DVH comparison, using convolution theorem. 

 

7.4.3 Overview of NTCP modelling 
 

Toxicity is one of the drawbacks of radiotherapy, and hearing loss and grade two tinnitus 

are two of the main toxicities caused by depositing a high dose to the cochlea. In order to evaluate 

and compare the calculated dose volume of the TPS with the MC simulation, in other words to 

quantify the clinically significant, it was necessary to calculate the NTCP for the cochlea and to 

use it as a biological endpoint parameter (262). The NTCP is a tool used to describe the probability 

of complication in an organ or structure, due to the use of radiation during treatment, and to the 

consideration of the specific biological cells of the structure (93). The Lyman-Kutcher Burman 

(LKB) model is used to calculate the NTCP for clinical cases, and was the primary model used in 

the extant literature. The LKB model was created through multiple steps, illustrating the difficulty 

possibilities for uniformly irradiated organ volume (262). Since the model was deemed to be 

incomplete, because the normal tissue was rarely uniformly irradiated, Kutcher and Burman 

proposed the conversion of the heterogeneous dose distribution into a uniform dose distribution 

(263). The proposal employed a DVH reduction algorithm that used an effective volume method. 

A new version of the LKB model created by combining both models is currently the most common 

model used to calculate the NTCP (264–266). The equation for the model is as follows: 

load RC7.txt 

plot (RC7(:,1),RC7(:,3)); % DVH of the treatment plan 

gp17=gradient(RC7(:,3)); 

plot (RC7(:,1),-gp17); 

 

mean = sum(RC7(:,1).*-gp17)/sum(-gp17); 

[h r]=hist(finalsumEDW./finalsumDW*mean,0:0.1:120); 

plot (r,h/9131020) 

hold on 

plot (RC7(:,1),-gp17/100); 

c = conv(-gp17/100,h/9131020); 

plot (-mean:0.1:((length(c)-1)*0.1-mean),c) 

figure ; plot(r,sum(h)-cumsum(h)) 

 

 

plot (RC7(:,1),RC7(:,3)/100); 

hold on 

plot(-mean:0.1:((length(c)-1)*0.1-mean),sum(c)-cumsum(c)) 
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Where t is  

t =
EUD − D50(v)

mD50(v)
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In the model, the parameter equivalent uniform dose (EUD) is equivalent to a non-uniform 

dose distribution to the cochlea OAR. D50 is the tolerance dose for the whole organ, and v 

represents the partial volume fraction, with 50% of patients expected to experience toxicity within 

five years. The slops of the NTCP is m, and NTCP is a sigmoid curve. 𝐷𝐷𝑖𝑖 , the volume effect 

parameter, represents the dose at voxel, and the total number of voxels is N. The volume effect 

parameter is represented as n. 

 

7.4.4 Selecting of LKB model parameter 
 

While the connection between tinnitus toxicity, SNHL, and radiation dose to the cochlea 

is well recognized, it is inadequately quantified (262). The quantitative analyses of normal tissue 

effect in the clinic (QUANTEC) does not establish a guideline to avoid hearing loss or tinnitus. 

However, it recommends delivering a mean dose of less than 45 Gy to the cochlea to avoid after-

treatment side effects (238, 258). Furthermore, there are currently no established specific NTCP 

parameters for the incidence of tinnitus toxicity and SNHL, an absence that causes a lack of current 

dose constraints to help in preventing high-grade tinnitus (241). The review of the extant literature 

produced only one set of parameters for grade two tinnitus, and two sets for SNHL. The study by 

Lee et al. addressed the NTCP model for grade two tinnitus, which was tested using various 

validation tools, such as the scaled Briere score that assesses the difference in the score between 

the prediction and the actual outcome (241). The validation and calibration of the NTCP model 

were found to be within the expected ranges, and the NTCP model was designed with a 95% 

confidence interval. The study used two tolerance dose (TD20%) and TD50% in the NTCP model, 
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concluding that in order to retain grade two tinnitus <20%, the dose should be below 32 Gy, and 

for <50%, the dose should be below 46 Gy (241).  

As mentioned previously, in QUANTEC the recommended dose for avoiding SNHL is 

below 45, which is the dose constraint used in most centres. In the extant literature, the constraint 

recommended was between 45 and 70Gy. The parameter set by Lee et al. was used in this project, 

with minor modifications: the 32 Gy was used to evaluate the tinnitus, and 46 Gy for SNHL was 

used (241). One of the obstacles in creating the NTCP model was the small cochlea volume and 

the constraints related to its delineation. The LKB uses a dose-volume analysis that previous 

research demonstrated is unsuitable for the cochlea (241,243). The mean dose should replace the 

dose-volume relation when creating the NTCP; as shown in Table 7.3, the value used for a by the 

present study was one. A value is extracted from the observed dose-response data, and the model 

uses the mean dose if it is used as a value (245). One of the reasons the model developed by Lee 

et al. was chosen for this study was because it used the mean dose, rather than the dose-volume 

analysis, providing more accurate results (241). While the study by Cheraghi et al. tested different 

NTCP models for the cochlea, the only model involved that was selected for the present study was 

LKB (259). Therefore, in total, two models were chosen (Table 7.3). Although the first model 

employed a dose-volume analysis, which a number of previous studies noted is not best suited for 

the cochlea, this study used the model to validate the use of the mean dose, in order to produce a 

more accurate outcome than a dose-volume analysis in the cochlea. The second model used the 

resulting mean dose, but the TD50% was higher than the constraint used in the plan created, and 

modifications were added, namely 45 Gy, rather than 51 Gy, was used (245).  
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Table 7.3: The four NTCP models chosen for the endpoint of tinnitus and SNHL. 

LKB model parameter  Endpoint Reference  
TD20%= 32.82, m= 0.35, 

a=1 
2+ 

tinnitus 
Lee et al. 

(241)  
TD50%=46.52 , m=0.35 , 

a=1 SNHL 
Lee et al. 

(241) 

TD50%=45 , m=0.11 , 
a=11.1 SNHL 

 Cheraghi 
et al. 
(267) 

TD50%=45, m=0.14 , a=1 SNHL 

 Cheraghi 
et al. 
(267)  

 

The LKB model was calculated using a computational environment for radiological 

research (CERR), built on MATLAB. In total, two calculations were required for this study: first, 

the NTCP for the TPS, and second the calculation for the MC simulation. The calculation of the 

TPS NTCP was straightforward and involved uploading the DICOM and entering the parameters. 

However, the MC simulation data could not be uploaded directly, and some MATLAB code 

needed to be modified to a readable format for CERR. Figure 7.4 shows the modification to the 

CERR code to allow the data to be uploaded by adding a few lines, as shown in Figure 7.5, to build 

the connection between the MC data and the CERR code. It was necessary to update the 

modification for each case, due to the changes in the files within the DICOM series. 

 

Figure 7.4: The modification to the CERR code, in order to use the MC DVH data in the 
calculation of the NTCP. 
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Figure 7.5: The command needed to recall the DVH from the MC for each case. 
7.5 Results  
 

The energy fluence for the cochlea were calculated for each case and plotted in Figure 7.6. 

For example, the original data from the MC of the basic model, as shown by the black line in 

Figure 7.6, was assumed to be a base line scenario. In all, five cases showed a higher fluence, 

indicating a higher variation of dose distribution in low energy levels.  

 
 

Figure 7.6: Photon energy fluence of the different scenarios using the advanced model of the 
cochlea. 

The higher energy fluence indicated a higher percentage difference in the dose distribution 

in the low energy levels. The distance between the cochlea and the PTV was a main factor that 

indicated the dose deposited in the cochlea, and the uniformity of the dose. Table 7.4 shows details 

of the cochlea and target volume for each case. 
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Table 7.4: The volume of both the cochlea and the PTV for each case. 

  Volume (𝐜𝐜𝐜𝐜𝟑𝟑)  
  PTV R cochlea L cochlea 

Case 1 333.40 0.08 0.08 
Case 2 287.50 0.10 0.10 
Case 3 162.00 0.28 0.22 
Case 4 156.80 0.12 0.11 
Case 5 362.00 0.13 0.11 
Case 6 184.86 0.16 0.13 
Case 7 148.80 0.09 0.08 
Case 8 495.00 0.12 0.12 
Case 9 470.70 0.28 0.28 

Case 10 391.00 0.01 0.18 
Case 11 267.30 0.10 0.11 

 
 

 
Table 7.5 shows that the proportional size between the cochlea and the PTV was 

significant, and also includes the minimum and maximum distance between the PTV and the 

cochleae. The distance can be essential for indicating the dose deposited in the cochlea, due to the 

different scattering events involved.  

 
Table 7.5: The distance between the cochlea and the PTV for each case. 

  Right cochlea to PTV       Left cochlea to PTV 

  Minimum (cm) 
Maximum 

(cm)   
Minimum 

(cm) Maximum (cm) 
Case 1 0.69 9.0   3.50 11.0 
Case 2 0.65 9.6   4.60 12.3 
Case 3 7.50 12.1   3.50 11.4 
Case 4 6.30 11.1   2.98 9.9 
Case 5 3.60 11.5   0.06 8.5 
Case 6 6.70 12.2   7.30 12.7 
Case 7 7.00 12.5   6.30 11.8 
Case 8 2.70 11.8   0.86 10.6 
Case 9 1.70 11.3   4.20 12.6 

Case 10 1.90 11.5   4.20 12.0 
Case 11 5.39 10.8   1.10 9.7 

 

The next step was to evaluate each case and to calculate the DVH, in order to understand 

the effect of the scattering events in the micro-CT data. The cases were divided into two groups, 

one with an energy fluence lower than the original data, and the second with an energy fluence 
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higher than the original data. After evaluating the cases in both groups, extra cases chosen from a 

similar database were introduced, in order to study the effect in the cases with a high dose 

distribution to the cochlea. The distance between the cochlea and target was required to be below 

1 cm, in order to ensure uniform distribution to the cochlea that increased the difference between 

the MC and the TPS. In all, 12 cases were chosen and divided into three categories. 

 

7.5.1 Group A 
 

In Group A, six of the 11 cases had a fluence energy distribution that was lower than in the 

original data. The distance between the cochlea and the PTV was an essential factor in determining 

the dose deposited in the cochlea, and the uniformity of the distribution. In all, two of the six cases 

had a distance < 1 cm, while the rest were > 1 cm. The comparison between the TPS and MC dose 

distribution showed a similar pattern in Group A, which generally demonstrated a higher dose 

distribution in the TPS than the MC, with the exception of Dmax, where the MC reported a higher 

distribution. Furthermore, the Dmin of Group A showed a significant difference that reached a 

maximum of 12.5%. In contrast, cases one and two showed a significant difference only in Dmax 

that reached 7.6%. The mean doses of the Group A cases did not show a significant difference. 

The difference range of the mean doses was 1.5% to 3.5%. Table 7.6 shows the dose calculation 

of the four cases, excluding cases six and seven, because the mean dose was below 1 Gy. Due to 

the similarity of Group A, a closer examination of each case was essential for understanding the 

elements affecting the dose distribution. 

 In case one, the location of the right cochlea was near the PTV 0.69 cm, with a huge PTV 

target. A high deposited dose was predicted, and uniform distribution occurred, due to the short 

distance from the PTV. A significant difference was evident in volumes 99% and 98%, in which 

a TPS overestimated the dose, compared with the MC that did not. Furthermore, the 95% volume 

was on the borderline, which was a considered to be a significant difference. The maximum dose 

exceeded the constraint limit, and required re-evaluation to assess if the dose could be reduced 

without affecting the dose distribution to the target. Reducing the dose to the cochlea was desirable 

in this case, in order to avoid a complication like tinnitus or SNHL. The second case in Group A 

had a higher energy fluence distribution. The target was close to the cochlea at 0.65 cm, but the 

PTV volume was not as large as in the first case. A similar pattern to that of case one of 99% and 

98% demonstrated more than a 5% difference in dose. The dose to the cochlea was within the 
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limit. The first two cases in Group A had a higher dose deposited in the cochlea than the remaining 

case, in which the low dose deposited in the cochlea would not affect the clinical decision. The 

remaining cases had low doses deposited in the cochlea, due to the distance between the PTV and 

the cochlea. Although there was a difference in the Dmin, it would not affect the clinical decision. 

The distances were 1.7 cm, 2.98 cm, 6.7 cm, and 6.3 cm for cases nine, four, six, and seven, 

respectively. The doses deposited in the cochlea in these cases were below 3.5 Gy. Due to the low 

dose to the cochlea, applying an advanced model would not affect the treatment outcome, and 

would not provide beneficial information for choosing the patient’s optimal plan. 

 
Table 7.6: The Dmin, Dmax, and Dmean of Group A, and the difference in the doses. 

  TPS (Gy) MC (Gy) Difference % 
Case 1        
Dmin 37.69 33.50 12.50% 
Dmax 53.13 56.00 5.10% 

Dmean 46.98 45.50 3.30% 
Case 2       
Dmin 17.55 15.80 11.10% 
Dmax 38.09 41.21 7.60% 

Dmean 27.75 27.11 2.40% 
Case 4       
Dmin 1.17 1.10 6.40% 
Dmax 1.63 1.65 1.20% 

Dmean 1.38 1.36 1.50% 
Case 9       
Dmin 3.00 2.70 11.10% 
Dmax 4.28 4.37 2.10% 

Dmean 3.55 3.43 3.50% 
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(a) 

(b)

(c)
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(d)

 
Figure 7.7: DVH comparison of Group A: a) case one, b) case two, c) case four, and d) case 

nine. 
 

7.5.2 Group B 
 

Group B was comprised of the remaining five cases with a fluence energy distribution that 

was higher than that of the original data. The group included two cases, cases 5 and 8, with a 

distance between the target and the cochlea of less than 1 cm. As shown in Table 7.7, the cases in 

Group B shared some similar outcomes to those in Group B. The significant difference was in the 
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mean dose, Dmax, and Dmin. Group B showed a significant difference in mean dose from group 

A, but a significant difference in the dose means does not always impact the clinical decision, and 

other factors must be considered. Case three was not included in the table, because the dose 

distribution to the cochlea was less than 1 Gy, which, as mentioned previously, would not affect 

the treatment outcome. The range of the Dmin difference in the cases in Group B was 10.3% to 

17.3%, and for the Dmax, 6.2% to 9.6%. Due to the similarities in Group B, more details of each 

case were required to ascertain whether or not any further differences may impact the clinical 

decision.  

Cases three, 10 and 11 had a similar pattern, namely a low dose distribution to the cochlea 

that did not affect the clinical decision, due to a distance between the target and the cochlea of 

more than 1 cm. In case three, the volume of the PTV was small, compared with that of the other 

cases. In addition, the distance between the left cochlea and the PTV was 3.5 cm, which was 

considered to be a considerable distance. VMAT reduces the dose to OAR, and allows a better 

dose distribution control. Due to the high accuracy of the treatment, a low dose was delivered to 

the cochlea. Although there was a high energy fluence, the clinical effect was negligible, due to 

the low dose of the cochlea. A similar outcome was evident in case 10. The distance between the 

cochlea and the target was 1.9 cm, but a low dose was still deposited in the cochlea, as shown in 

Table 7.7. The significant difference in the dose deposited was recorded in minimal, maximum, 

and mean doses. Despite the significant difference between the algorithms, the case was considered 

to be insignificant in terms of clinical routine, due to the low dose distribution to the cochlea. Case 

11 was 1.1 cm from the cochlea to the target, but the dose deposited in the cochlea was 11.2 Gy, 

producing a low-risk probability of hearing loss. Case 11 demonstrated the advantage of VMAT 

of delivering a high accuracy treatment to the target and reading the dose to the OAR. The last two 

cases had a distance of less than 1 cm between the cochlea and the target, in which a higher, more 

uniform dose was delivered to the cochlea.  

In case five, the distance between the left cochlea and the PTV was 0.06 cm, and the volume 

of the PTV was enormous. The difference in the mean dose was 8%, which was significant. The 

minimal dose difference reached 10.3% between the two algorithms, and the maximal dose 

exceeded the clinical constraint to the cochlea in both algorithms. Given the small distance 

between the cochlea and the target, the plan required re-evaluation to determine whether the dose 

could be reduced, without affecting the dose to the target. Case eight revealed a similar outcome 
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to case five, and had the highest maximal dose difference in Group B. In case eight, the plan passed 

all the constraints, with use of a TPS. However, if an advanced model were to be used, the plan 

would require re-evaluation, due to the constraints in the cochlea. The high accuracy algorithm 

with Micro CT showed the advantage in this case, with the constraint within the borderline.  

 
Table 7.7: The Dmin, Dmax, and Dmean of Group B, and the difference in the doses. 

  TPS (Gy) MC (Gy) Difference % 
Case 5        
Dmin 57.00 51.70 10.30% 
Dmax 60.50 64.00 5.50% 

Dmean 60.00 55.58 7.90% 
Case 8       
Dmin 19.43 16.90 15.00% 
Dmax 45.74 50.60 9.60% 

Dmean 31.58 29.90 5.60% 
Case 10       

Dmin 3.20 2.90 10.30% 
Dmax 4.12 4.50 8.40% 

Dmean 3.60 3.38 6.50% 
Case 11       

Dmin 4.47 3.81 17.30% 
Dmax 24.75 26.50 6.60% 

Dmean 11.20 10.29 8.80% 
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(d)

 
 
 

Figure 7.8: DVH comparison of Group B: a) case five, b) case eight, c) case 10, and d) case 11. 
 

 

7.5.3 NTCP comparison  
 
            As mentioned previously, a different NTCP model was adapted for this study. The first 

NTCP model concerned grade two tinnitus, and the second model SNHL. 
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7.5.3.1 NTCP model for grade two tinnitus 
 
            The first section of the analysis concerned the model for grade two tinnitus; the results for 

both groups are shown in Table 7.8. While many of the cases demonstrated a significant percentage 

difference between the TP and the MC, the difference would not impact the clinical decision 

significantly. In Group A, cases six and seven showed a significant difference in the NTCP model 

for grade two tinnitus, but the NTCP value was small. Further, both cases had low doses to the 

cochlea, due to the distance between the cochlea and the target being more than 3 cm. The NTCP 

difference in both cases was significant, but this was due to the number of points in the DVH for 

comparison, which increased the percentage of statistical uncertainty. In addition, the low dose 

distribution to the cochlea marked the case as non-clinically significant, and would not affect the 

planning decision. The remaining cases in the group showed an insignificant difference between 

the MC and the TPS in the NTCP calculation for grade two tinnitus. The highest value was found 

in case one, and was due to the high dose deposited in the cochlea.  

            In Group B, all of the cases showed a significant difference between the TPS and the MC, 

although it was not clinically significant, due to the low dose distribution. In the cases with a low 

dose distribution, such as case three which had a high energy fluence distribution. The NTCP 

difference reached 11%, which was significant, but due to the low dose distributed to the cochlea 

(1.6 Gy), would not make the overall case significant as a clinical decision. The low dose to the 

cochlea was due to the long distance of 3.5 cm between the cochlea and the target. The two cases 

that showed a clinically significant difference in both the dose distribution and the NTCP model 

for tinnitus were cases five and eight. Case five demonstrated a significant difference that reached 

5.3%, and the MC NTCP was lower than the TPS NTCP by a significant percentage. The mean 

dose was above the threshold of tinnitus, and the energy dose distribution was higher than the 

worst-case scenario anticipated. Due to the short distance between the target and cochlea, a 

uniform dose distribution in the cochlea had most likely occurred that increased the percentage of 

difference, due to low energy distribution in the different density levels that the TPS found 

challenging to track. Case eight had a high energy fluence distribution, with a TPS mean dose that 

was close to the threshold of tinnitus, but with a lower MC mean dose. The NTCP difference was 

significant at 8 %. Case eight was considered to be clinically significant in the NTCP model, with 

an endpoint of tinnitus.  
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Table 7.8: NTCP model for grade two tinnitus, using LKB parameters TD = 32.82, Gy, m = 
0.35, and a = 1. The top table is for Group A and the second is for Group B. 

Group A NTCP TP NTCP MC Difference % 
Case 1 0.884 0.855 3.28% 
Case 2  0.308 0.296 4.06% 
Case 4 0.003 0.003 0.00% 
Case 6 0.003 0.003 8.93% 
Case 7 0.002 0.002 13.22% 
Case 9 0.005 0.005 0.64% 

Group B       
Case 3 0.003 0.003 10.73% 
Case 5 0.600 0.568 5.33% 
Case 8 0.474 0.437 7.83% 

Case 10 0.006 0.005 7.27% 
Case 11 0.033 0.030 9.92% 

 
 

7.5.3.2 NTCP models for SNHL 
 
              The second NTCP model’s endpoint was SNHL. Previous studies discussed the fact that 

using the dose-volume analysis method in a small structure like the cochlea produces inaccurate 

calculations and higher uncertainty. Therefore, for the purpose of the present study, two NTCP 

models used mean dose for the calculation, as seen in a = 1, and only one NTCP model used a 

dose-volume analysis to test the idea that a dose-volume analysis is not the option recommended 

for the cochlea.  

             The results of the three models for the cases in Group A are shown in Table 7.9. The Lee 

et al. parameters differed significantly in cases six and seven, but the NTCP values were low (241). 

The similar outcome found in the tinnitus NTCP model for these two cases may have been due to 

the low information in the DVH that was likely to have produced a higher statistical uncertainty. 

The remaining cases showed an insignificant difference between the TPS and the MC. The second 

NTCP models demonstrated an insignificant result in case one, but a significant result in case two. 

The low case two values could be overcome in the clinical routine, due to the low probability of 

hearing loss. The second model, which used the mean dose of Cheraghi et al., and the Lee et al. 
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model, showed increased sensitivity to cases with a low dose distribution to the cochlea (233,259). 

The last dose volume analysis model showed an amplified difference between the TPS and the MC 

in case two. Furthermore, the value of the NTCP in case one was the highest of the three models. 

A similar result to that of the Cheraghi et al. parameter was the lowered sensitivity to the cases 

with a low dose distribution to the cochlea (259).    

 

 
Table 7.9: The NTCP models for the cochlea, with the endpoint being SNHL for Group A. Two 

models used a mean dose, a= 1, and one model used a dose-volume analysis. 
 

               While Group B demonstrated more significantly different results from Group A, as 

shown in Table 7.10, the cases with a low dose distribution with minimal DVH points had a higher 

statistical uncertainty that might cause significant differences, as in the cases in Group A. Cases 

three, 10, and 11 had a low dose distribution to the cochlea, although there was a difference in the 

NTCP endpoint for the SNHL using the Lee et al. model (241). Therefore, the result was not 

considered to be clinically significant. The Lee et al. parameters showed a significant difference 

in cases such as five and eight, which were clinically significant, due to a higher dose deposition 

than in the other cases (241). The mean dose of Cheraghi et al. was employed to show a significant 

difference in only two cases, but this was amplified in case eight (259). In contrast, the NTCP 

value for case eight was low. The last NTCP model used a dose-volume analysis and demonstrated 

a magnified result in two cases, but no value for the remaining cases.  

 

 
Table 7.10: The NTCP models for the cochlea with the endpoint being SNHL for Group B. Two 

models used a mean dose, a= 1, and one model used a dose-volume analysis. 

TD50% =46.52 Gy ,m=0.35 ,a=1 TD50% =45 Gy ,m=0.14 ,a=1 TD50% =45 Gy ,m=0.11 ,a=11.1
Group A NTCP TP NTCP MC Difference % Group A NTCP TP NTCP MC Difference % Group A NTCP TP NTCP MC Difference %
Case 1 0.48 0.5 4.17% Case 1 0.559 0.58 3.76% Case 1 0.757 0.782 3.30%
Case 2 0.116 0.111 4.31% Case 2 0.0022 0.002 9.09% Case 2 0.0078 0.006 23.08%
Case 4 0.00278 0.00276 0.72% Case 4 0 0 0.00% Case 4 0 0 0.00%
Case 6 0.00264 0.00239 9.47% Case 6 0 0 0.00% Case 6 0 0 0.00%
Case 7 0.0023 0.0021 8.70% Case 7 0 0 0.00% Case 7 0 0 0.00%
Case 9 0.00419 0.00417 0.48% Case 9 0 0 0.00% Case 9 0 0 0.00%

TD50% =46.52 Gy ,m=0.35 ,a=1 TD50% =45 Gy ,m=0.14 ,a=1 TD50% =45 Gy ,m=0.11 ,a=11.1
Group B NTCP TP NTCP MC Difference % Group B NTCP TP NTCP MC Difference % Group B NTCP TP NTCP MC Difference %
Case 3 0.00289 0.00266 7.96% Case 3 0 0 0.00% Case 3 0 0 0.00%
Case 5 0.75899 0.7122 6.16% Case 5 0.651 0.611 6.14% Case 5 0.598 0.7379 23.39%
Case 8 0.187 0.1702 8.98% Case 8 0.02 0.013 35.00% Case 8 0.105 0.0697 33.62%
Case 10 0.0041 0.0038 7.32% Case 10 0 0 0.00% Case 10 0 0 0.00%
Case 11 0.016 0.0145 9.38% Case 11 0 0 0.00% Case 11 0 0 0.00%
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7.5.4 Additional cases 
 
          The 11 scenarios extracted from the data showed a significant difference in some cases in 

both the mean dose and NTCP. However, not all of the significant differences would be considered 

necessary in the clinical routine if the dose to the cochlea was low, and the risk of side effects was 

minimal. In this scenario, the case was considered non-significant, despite the difference between 

the NTCPs. The distance between the target and the cochlea is critical for evaluating whether or 

not the cochlea would receive a high dose. In cases 1, 2, 5, and 8, the distance was less than 1 cm, 

and the cochlea received a considerable amount of radiation that a difference in NTCPs would 

consider to be clinically significant. Cases nine and 10 had a distance of less than 2 cm, with low 

radiation to the cochlea that was far from the threshold. Meanwhile, the remaining cases had a 

distance of more than 2 cm, and the cochlea received a very minimal dose that was considered to 

be non-significant in the clinical routine.  

           The next step addressed the cases with a distance of less than 1 cm between the cochlea and 

the target, in order to evaluate the MC model better. The rationale for the extra cases was that when 

the dose to the cochlea is uniform, which can only happen if the cochlea is close to, or within, the 

target area, the difference in dose distribution can be the highest of all distributions. The additional 

cases were chosen from the same dataset of 280 cases of glioma. The cases were filtered using the 

distance between the cochlea and the target, which was required to be less than 1 cm. The search 

produced three scenarios, categorized into three categories. The first two categories followed the 

same pattern as Group A in cases one and two. The last category was case five in Group B. None 

of the other scenarios were found in cases with short distances between the cochlea and the target 

in the data used. In total, four cases were chosen for each category. A VMAT plan was created for 

each case, and an MC modification was conducted. The last step was to calculate the NTCP using 

different model parameters for SNHL and tinnitus.  

7.5.4.1 Category one 
 
              The first category contained four cases: 14, 17, 18, and 20. Category one received a 

similar energy fluence distribution to case one. The TPS plans were then compared, in order to 

modify the MC. Similarly to the previous cases, the energy fluence distribution was low, compared 

with the other cases. Figure 7.9 shows the DVH comparison with modified MC, demonstrating 
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that the four cases showed a similar pattern that differed significantly in the Dmin and Dmax. 

However, the mean dose difference was insignificant, as shown in Table 7.11.  

 

Table 7.11: The Dmin, Dmax, and Dmean of the four cases in category one, and the difference in 
the doses. 

  TPS (Gy) MC (Gy) Difference % 
Case 14        

Dmin 31.15 27.26 14.00% 
Dmax 49.44 58.60 16.00% 

Dmean 43.23 41.41 4.00% 
Case 17       

Dmin 46.90 40.10 17.00% 
Dmax 58.10 60.00 3.00% 

Dmean 53.96 51.90 4.00% 
Case 18       

Dmin 15.48 13.40 16.00% 
Dmax 46.00 49.80 8.00% 

Dmean 31.00 29.70 4.00% 
Case 20       

Dmin 12.50 9.44 32.00% 
Dmax 42.80 46.32 8.00% 

Dmean 27.75 27.10 2.00% 
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Figure 7.9: The DVH comparison of the four cases of category one, a) case 14, b) case 17, c) 

case 18, and d) case 20. 
 

              The NTCP was calculated using similar parameters to the previous cases (Table 7.12). 

All of the cases demonstrated that the parameters of Lee et al. showed no significant difference in 

both models for the endpoint of tinnitus and SNHL (241). Furthermore, the parameter set by 

Cheraghi et al., using mean dose, produced a similar result, namely no significant difference (259). 
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However, the last dose-volume analysis model demonstrated amplified results that reached a 200% 

difference, which was considered to be an outlier result. The 200% difference illustrated the 

inaccuracy of the dose-volume analysis in small structures like the cochlea, producing 

unreasonable results.  

 

Table 7.12: The NTCP calculated for the category one cases using different models’ parameters 
for SNHL and tinnitus. 

  NTCP TPS NTCP MC Difference % 
SNHL parameter TD50%=46.52 Gy, m =0.35, a= 1 

Case 14 0.400 0.410 2.40% 
Case 17 0.657 0.665 1.20% 
Case 18 0.168 0.170 1.20% 
Case 20 0.129 0.124 3.60% 

SNHL parameter TD50%=45 Gy, m =0.14, a= 1 
Case 14 0.364 0.365 0.27% 
Case 17 0.900 0.910 1.10% 
Case 18 0.013 0.013 4.58% 
Case 20 0.004 0.003 4.23% 

SNHL parameter TD50%=45 Gy, m =0.11, a= 11.1 
Case 14 0.550 0.530 3.77% 
Case 17 0.970 0.980 1.02% 
Case 18 0.079 0.043 84.58% 
Case 20 0.046 0.015 200.97% 

Tinnitus parameter TD=32.82 Gy, m =0.35, a= 1 
Case 14 0.807 0.800 0.88% 
Case 17 0.961 0.963 0.21% 
Case 18 0.433 0.438 1.29% 
Case 20 0.342 0.329 3.95% 

 
 
 

7.5.4.2 Category two 
 
            The second category had an energy fluence distribution that was similar to case two. The 

cases in this category were 13, 16, 22, and 23. The fluence distribution was close to the estimated 

worst-case scenario. As shown in Table 7.13, the difference in the mean dose in all of the cases 

was insignificant. However, the difference in the Dmax was significant and was higher than in 

category one. The difference in the distribution in the Dmax area was due to low photons.  
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Table 7.13: The Dmin, Dmax, and Dmean of the four cases in category two, and the difference in 
the doses. 

 
 
 

  TPS (Gy) MC (Gy) Difference % 
Case 13   

Dmin 8.80 7.49 17.50% 
Dmax 14.29 15.39 7.10% 

Dmean  11.41 10.95 4.20% 
Case 16   

Dmin 29.10 25.10 15.90% 
Dmax 52.40 60.00 12.70% 

Dmean  41.70 39.90 4.50% 
Case 22   

Dmin 35.70 31.00 15.20% 
Dmax 48.00 56.10 14.40% 

Dmean  42.75 41.10 4.00% 
Case 23   

Dmin 18.80 15.67 20.00% 
Dmax 47.30 52.00 9.00% 

Dmean  33.30 31.90 4.40% 
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(a) 

(b)

(c)
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(d)

 
 

Figure 7.10: The DVH comparison of the four cases in category two: a) case 13, b) case 16, c) 
case 22, and d) case 23. 

            The NTCP models that used a dose-volume analysis demonstrated an overestimated value 

that was considered to be inaccurate. The tinnitus model showed a significant difference in all 

cases but, due to the low dose distribution in case 13, was considered to be clinically non-

significant. The low dose in case 13 illustrated a minimal probability of future complications. The 

NTCP values for the TPS were higher than for the MC in all cases. Case 23 had a TPS mean dose 
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that was over the recommended threshold for tinnitus, but was within the threshold for the MC. In 

addition, the NTCP model for tinnitus showed a difference of 8.7%, which might change the 

treatment plan decisions. In the study by Lee et al., all of the cases showed a significant difference 

that must be considered when evaluating the plan of each case (241). The study by Cheraghi et al. 

demonstrated a similar outcome, but was less sensitive to low value dose distribution, such as in 

cases 13 and 23 in the present study, where the NTCP calculation was zero (259).  

 

Table 7.14: The NTCP calculated for the category two cases, using different models’ parameters 
for SNHL and tinnitus. 

  NTCP TPS NTCP MC Difference % 
SNHL parameter TD50%=46.52 Gy, m =0.35, a= 1 

Case 13 0.015 0.014 7.10% 
Case 16 0.380 0.361 5.30% 
Case 22 0.400 0.377 6.10% 
Case 23 0.200 0.188 6.40% 

SNHL parameter TD50%=45 Gy, m =0.14, a= 1 
Case 13 0.000 0.000 0.00% 
Case 16 0.300 0.272 10.29% 
Case 22 0.360 0.333 8.11% 
Case 23 0.000 0.000 0.00% 

SNHL parameter TD50%=45 Gy, m =0.11, a= 11.1 
Case 13 0.000 0.000 0.00% 
Case 16 0.620 0.512 21.09% 
Case 22 0.400 0.300 33.33% 
Case 23 0.177 0.000 100.00% 

Tinnitus parameter TD=32.82 Gy, m =0.35, a= 1 
Case 13 0.030 0.028 6.79% 
Case 16 0.780 0.730 6.85% 
Case 22 0.800 0.730 9.59% 
Case 23 0.500 0.460 8.70% 

 
 
 
 

7.5.4.3 Category three  
 
              The final category consisted of cases with a higher fluence distribution than that of the 

original data. As shown in Table 7.15, the dose distribution demonstrated a significant difference 

in terms of Dmin, Dmax, and mean dose. Category three also demonstrated a higher percentage of 
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difference in the Dmin and Dmax than the other categories. Furthermore, the only category with a 

mean dose difference was category three. A TPS showed a higher dose distribution in most DVH 

only Dmax, whereas the MC showed a higher dose distribution.  

 

Table 7.15: The Dmin, Dmax, and Dmean of the four cases in category three, and the difference 
in the doses. 

  TPS (Gy) MC (Gy) Difference % 
Case 12   

Dmin 19.10 16.44 16.20% 
Dmax 44.00 50.40 12.70% 

Dmean  33.46 31.82 5.10% 
Case 15   

Dmin 12.00 10.30 16.50% 
Dmax 40.00 44.70 10.50% 

Dmean  24.90 23.40 6.40% 
Case 21   

Dmin 42.20 36.90 14.40% 
Dmax 50.80 60.00 15.30% 

Dmean  47.49 44.90 5.80% 
Case 24   

Dmin 38.70 34.00 13.80% 
Dmax 51.50 60.00 14.20% 

Dmean  45.20 42.90 5.40% 
 

 
 

           The calculations of the NTCP models for both tinnitus and SNHL are shown in Table 7.16. 

Case 12 demonstrated a mean dose that was within the threshold of tinnitus, and the TPS showed 

a higher distribution to the cochlea than the MC. Furthermore, the NTCP for tinnitus showed a 

significant difference that indicated that the probability of tinnitus side effects would be lower than 

that of the predictions calculated using TPS. A similar outcome was evident in cases 21 and 24, 

with the TPS dose not within the threshold of QUANTEC. However, the MC was within the 

threshold, and a significant difference was noted in both of the SNHL NTCP models. Therefore, 

the advantage of the advanced model was demonstrated in the similar cases in category three, 

where the plan was above the recommended threshold. While the plan may require re-evaluation, 

it lay within the recommended threshold in the MC. Furthermore, the NTCP models of the SNHL 

showed a significant difference, and were lower in the MC than in the TPS.  
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(d) 

 
 

Figure 7.11: The DVH comparison of the four cases of category three: a) case 12, b) case 15, c) 
case 21, and d) case 24.  
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Table 7.16: The NTCP calculated for the category three cases, using different models’ 
parameters for SNHL and tinnitus. 

  NTCP TPS NTCP MC Difference % 
SNHL parameter TD50%=46.52 Gy, m =0.35, a= 1 

Case 12 0.180 0.171 5.30% 
Case 15 0.099 0.092 7.30% 
Case 21 0.525 0.495 6.10% 
Case 24 0.470 0.440 6.80% 

SNHL parameter TD50%=45 Gy, m =0.14, a= 1 
Case 12 0.017 0.014 23.29% 
Case 15 0.001 0.000 100.00% 
Case 21 0.652 0.600 8.67% 
Case 24 0.518 0.471 9.98% 

SNHL parameter TD50%=45 Gy, m =0.11, a= 11.1 
Case 12 0.036 0.035 3.31% 
Case 15 0.018 0.004 300.89% 
Case 21 0.721 0.710 1.55% 
Case 24 0.600 0.600 0.00% 

Tinnitus parameter TD=32.82 Gy, m =0.35, a= 1 
Case 12 0.459 0.437 5.22% 
Case 15 0.260 0.245 6.12% 
Case 21 0.898 0.850 5.65% 
Case 24 0.861 0.812 6.03% 

 
 
 

7.6 Discussion  
 
             In the treatment of cancers of the brain, head and neck, the increased demand to deliver a 

higher dose to the target reduces the dose to the OAR. This improves the accuracy of the treatment 

plan by reducing the side effects of treatment. A minimal increase of only 1% in the accuracy of 

the treatment can improve the cure rate of early-stage tumours by 2% (157). Moreover, Chetty et 

al. found that a decrease in the dose in the steepest region of the DVH, and a change of 5% in the 

local dose can produce a 20% change in local tumour control (158). Additionally, a change in 

typical tissue complications can reach up to 30% (158). The most accurate algorithm currently 
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available is MC, which is considered to be the gold standard. The limitations of the MC were 

discussed in detail in Chapter 3, and include the long simulation time. Applying the result of the 

MC simulation to an advanced model, in order to study the dose distribution in micro-CT data can 

help to increase the accuracy of the treatment.  

             The cases in this study were divided into two groups. The first group showed a lower 

fluence distribution than that of the original data, and the second group showed a higher energy 

fluence than that of the original data. Both groups had similar points, as well as certain differences. 

Both of the groups demonstrated that an Eclipse TPS equipped with AAA reported a higher mean 

dose to the cochlea than MC. This concurred with the finding of the study by sterpin et al. that the 

TPS that uses the AAA algorithm overestimated the dose in the area containing bones through the 

use of a phantom (167). Moreover, the study by Onizuka et al. found that there was an 

overestimated dose in the bone area compared with the MC when using a phantom (174). Both of 

these studies employed a phantom for the comparison, but a real patient’s CT was used and 

enhanced using micro-CT data in the cochlea region. Furthermore, the focus of this chapter was 

the cochlea and temporal bone. The cochlea is small, but highly heterogeneous, and can only be 

distinguished in micro-CT data. In all cases, the TPS significantly overestimated the dose in low-

dose regions, like Dmin, by 7% - 17.5%.   

             The findings of the study of breast and lung cancer cases by Hasenbalg et al. were 

similarities to those of the present study, demonstrating that the TPS involved in both cases 

overestimated the dose in Dmin, while the MC did not (268). However, the current study employed 

micro-CT data in the area considered to have the highest heterogeneity, with different scenarios of 

energy fluence. The enhanced resolution provided by the Micro CT is a novelty not generally used 

in temporal bone and cochlea areas. In the DVH, a noticeable trend was evident in the curve of the 

TPS that began to underestimate the dose at the end of the curve in most cases. Nevertheless, in 

most cases, the TPS overestimated the dose. Meanwhile, the maximum dose was underestimated 

in most cases, with some reaching a clinically significant level. Overall, these findings aligned 

with those of Radojcic et al., namely that the dose distribution at the cochlea differs between the 

TPS and MC; indeed, Radojcic et al. reported a significant difference that reached 10% (224). The 

cochlea cases in the present study also showed a difference in dose distribution, some of which 

were significant. The lower percentage difference identified in the present study may have been 

due to the extraction of the air in the Micro CT in reserving the sample, and its replacement with 
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material similar to water. Including the air in the sample can increase the difference in the densities, 

but the percentage of air is small and cannot differ significantly in the outcome. The difference 

was not clinically significant in some cases, although it is a factor that can alter the TPS, increase 

the chance of sparing the cochlea, and increase the dose to the target, as the MC-deposited dose 

was lower than in the TPS. 

             Other cases in the present study demonstrated a significant difference, and exceeded the 

constraint that requires re-evaluation if a cochlea sparing can be achieved in cases with a short 

distance between the cochlea and target. One reason for the difference in the dose distribution was 

the bone labyrinth surrounding the cochlea, and the different densities concerned. This difference 

in densities could be distinguished in the Micro CT, in which a dose deposition of each layer was 

recorded, as discussed in the previous chapter. The difference between the TPS and MC occurred 

at the interface of the heterogeneous area, particularly if the mix of bone densities was within the 

material of the heterogeneous area. The TPS could not handle the photon-electron across the 

interface, such as backscatter photons, or backscatter secondary electrons that initiate from other 

tissue. These phenomena can be noted in interfaces with large density differences. The noticeable 

factor between the groups in the present study was that the distance between the cochlea and the 

target affected the dose distribution dramatically.  

             The study by Zhang et al. concluded that a distance of over 1.53 cm between the cochlea 

and the target is sufficient to spare the target, but that a distance of less than that of a significant 

dose delivered to the cochlea, and a higher accuracy, is required to spare the cochlea and reduce 

the side effects (269). The present study found that any distance above 1 cm can be enough to 

spare the cochlea, deliver a dose below the threshold, and produce a low probability of tinnitus 

and SNHL. In Group A, the energy fluence distribution that was below that of the original data 

showed a non-significant difference in both the mean dose and the NTCPs models. Conversely, 

Group B showed a significant difference, and the two cases concerned were clinically significant. 

It was therefore important to employ an advanced model to improve the cochlea sparing in the 

cases with short distances. Case eight exemplified the benefit of using an advanced model, with 

MC and micro-CT data as the TPS, and showed a dose below the constrained level. Nevertheless, 

in MC the cochlea still received a higher dose in the maximum dose, indicating the potential 

development of increased hearing side effects in the future. An advanced model showed that the 

plan should be re-evaluated to enable the reduction of the dose in the cochlea to reduce the dose 
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as much as possible. An NTCP model that used dose-volume analysis produced an enlarged result 

in both groups A and B. Furthermore, the extra cases amplified the results of the NTCP, causing 

the difference to reach over 50% in some cases. 

             The three categories in this study had a distance of less than 1 cm, which should have 

allowed a uniform dose distribution to the cochlea. Among them, two categories demonstrated a 

non-significant difference in the mean dose distribution and SNHL NTCP models. The last 

category showed a clinically significant difference in both the mean and the NTCP models. The 

study by Zhang et al. did not use multiscale, and did not connect to the clinical routine (260). The 

advanced models employed by the present study demonstrated that not all of the differences 

presented were clinically significant. Furthermore, the cases that were below the level of original 

data in terms of energy fluence distribution did not show a clinical significance. 

 

7.7 Conclusion  
 
             In summary, the advanced model developed by this study connected the MC data that used 

Micro CT to the clinical routine, in order to evaluate the difference between the MC with a micro-

CT data and the TPS clinical resolution. In total, 11 different scenarios were identified from a 

database of 280 cases of gliomas, and the 11 scenarios were divided into two groups. The first 

group had an energy fluence distribution that was lower than that of the original data, and the 

second group had a higher fluence distribution than that of the original data. An overall finding of 

both groups was the difference in dose distribution between the advanced model and the TPS in 

all scenarios. Most of the scenarios were not clinically significant, but some showed clinical 

significance in both the mean dose and the NTCP models. For example, Group A was found to be 

non-clinically significant, but Group B showed clinical significance in some cases. The distance 

between the cochlea and the target was identified as a major effect on dose distribution; a short 

distance of less than 1 cm allowed a more uniform dose distribution, producing a higher difference 

between the MC and the TPS. Extra cases were selected to test the advanced model further, all of 

which had a distance of less than 1 cm. The extra cases were divided into three categories, two of 

which had a lower energy fluence than that of the original data, and were not clinically significant 

in both dose distribution and NTCP models. However, the third category, which had an energy 

fluence that was higher than that of the original data, showed a clinically significant difference in 

dose distribution and NTCP models. Some cases of the advance models therefore presented a 
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difference that could affect the probability of hearing loss in patients, due to a higher uncertainty 

of the TPS when dealing with highly heterogeneous areas. 
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Chapter 8: Gamma Knife 
8.1 Introduction  
 

The Gamma Knife is an evolving treatment modality that is increasingly used at various 

tumour sites. The Gamma Knife is a precise treatment with few side effects, and is considered to 

be an effective, first option for the treatment of many tumours, including vestibular schwannomas 

(VS), arteriovenous malformations, brain metastases, and acoustic neuromas (270–273). The first 

Gamma Knife was introduced in the UK in 1985 at Weston Park Hospital, Sheffield, with more 

units installed around the country since then (265, 266). The Gamma Knife planning systems are 

simple and fast. Using data from the standard beam set, the dose distribution is calculated by 

totalling the number of beams used in the treatment. The system assumes that the target is a 

homogenous area, like water, and does not consider the heterogeneity and scatter dose 

contributions in calculating the dose distribution (267, 268). An example target area is the brain, 

which consists of areas with different densities, such as sinus cavities, the head bone, and hard 

connective tissues like the dura mater and cochlea. Assuming the target area is homogenous raises 

the question of the effect of heterogeneity in the treatment. This present study employed MC to 

study the effect of heterogeneity in the Gamma Knife. Some researchers concluded that 

heterogeneity does not affect the dose distribution significantly, while others found that there was 

a significant effect (270). The topic is therefore a matter of considerable debate in the radiotherapy 

community (277), particularly concerning the effect of heterogenous areas on Gamma Knife dose 

distribution, although the primary focus concerns dose distribution at the target, not the OAR.  

 

8.2 Objective 
 

This project employed uses the data discussed in Chapter 5 in an advanced model designed 

for the Gamma Knife, in order to calculate the scatter dose and dose distribution in the OAR using 

micro-CT data and MC calculation. A schwannoma case was used, because the OAR in this case 

was the cochlea.  
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8.3 Literature review  
 
8.3.1 Schwannomas and the side effect of treatment using Gamma Knife 
 

Vestibular schwannomas are benign tumours located near the cochlea. Previously, 

schwannomas have been treated via microsurgery, but with the introduction of the Gamma Knife 

in 1969, the treatment has shifted to an alternative approach that is considered to be safe, efficient, 

and non-invasive. Data documenting the many years of Gamma Knife use to treat schwannomas 

justify the Gamma Knife as the primary treatment for this type of tumour. The typical dose for the 

treatment is between 12 to 17 Gy, and it is recommended that the dose should be reduced as much 

as possible, without compromising tumour control. Due to the tumour’s location, many organs, 

nerves, and vessels are exposed to radiation. Therefore, a highly accurate dose distribution is 

essential to avoid any complications. The main concern in treating the schwannoma is the side 

effect of hearing loss, due to the treatment. A reduction in the side effects of the treatment can only 

be achieved by reducing the dose to the OAR as much as possible by increasing the accuracy of 

the treatment. The development of Gamma Knife technology, such as the automatic positioning 

system involved, decreases the uncertainty in dose distribution to help reduce the OAR dose (278).  

While the Gamma Knife has replaced microsurgery in the treatment of schwannomas, 

certain complications have arisen that are due to the radiation delivered to OAR, which must be 

reduced as much as possible to increase patients’ quality of life. Examples of the side effects of 

treating schwannoma include hearing deficiencies, facial palsy, and brain stem damage (278). 

Hearing deficiencies arise due to the high dose distribution to the cochlea, and there is no 

established threshold for the cochlea dose. The study by Regis et al. found that a 60% hearing 

preservation rate was achieved after three years of follow-up in patients who received less than 4 

Gy to the cochlea (279). Numerous other studies, including that by Tamura et al., agreed that a 

dose of less than 4 Gy to the cochlea would preserve patients’ hearing (270-274). An accurate 

calculation is required to ensure that the cochlea receives less than 4 Gy; this cannot be achieved 

when the TPS does not include heterogeneity’s effect appropriately.  

 

8.3.2 Gamma Knife dose distribution in the homogenous and heterogenous area 
 

The Gamma Knife planning system calculates the dose distribution by assuming the head 

have to be a homogenous density, such as water. However, this assumption can cause an 
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underestimated or overestimated dose, due to heterogeneity in the target area, or the area around 

the target, such as bone and air (281). As the Gamma Knife treatment consists of a single high 

dose, ignoring the heterogeneity can affect the tumour control in some cases, as well as the OAR. 

The electronic equilibrium and secondary scattering must be calculated adequately to reduce the 

uncertainty in the treatment. In their study, Solberg et al. used a phantom to compare MC and 

Gamma Knife planning systems, and found a notable disagreement in the dose distribution within 

the target (282). Similarly, Cheung et al. found that the difference in the dose distribution between 

MC and Gamma Knife planning reached 25% (283). Meanwhile, the study by Dagli et al. that 

used a water phantom and heterogenous phantom to mimic the brain, and calculated the dose 

distribution using a Geant4 and gamma planning system, also noted the presence of a significant 

difference, observing that the difference arose from the effect of the inhomogeneity in the target 

area (277). The study employed a phantom, and focused on the target dose, therefore differing 

from the focus of the present study, which addressed the cochlea as the OAR. The data used in this 

study, which was obtained from a simulation conducted on actual patient data, used micro-CT 

data, and was compared with a schwannoma case. Most previous studies focused on the target area 

and did not calculate the dose to the OAR, with consideration of the heterogeneity. For instance, 

Al-Dweri et al. compared the dose distribution between the MC and the gamma planning system 

on a target with bone density, concluding that up to a 12.2% reduction of the dose to the target 

area with bone density could be achieved (276). The study demonstrated that heterogeneity in the 

target area can affect the dose distribution significantly, a matter that is addressed appropriately in 

the Gamma Knife TPS. However, the previous studies in this field neither mentioned nor evaluated 

the effect of the dose distribution on OAR, such as the cochlea, in cases of schwannoma. The 

project discussed in this chapter therefore addressed the scatter dose distribution at the cochlea that 

the Gamma Knife TPS simulates improperly. 

 The Gamma Knife TPS is fast, due to its simplicity and effectiveness, as shown by the 

previous treatment data. However, changing the TPS algorithm is not straightforward, because all 

the information concerned is gained using Gamma Knife simple TPS. Some previous articles 

compared the convolution algorithm used in the photon TPS with the classic Gamma Knife system, 

in order to evaluate the difference in dose distribution. For instance, Peters et al. simulated a case 

in which the target was located in a heterogeneous area, in order to compare the convolution 

algorithm with a classic Gamma Knife TPS (284). The study found that there was a significant 
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difference in dose distribution to the target area. Moreover, a significant difference of between 

14% to 39% was found in the cochlea (284). The study by Boari et al. reported a similar outcome, 

namely that the dose distribution in the cochlea differed significantly between the two algorithms; 

the convolution algorithm considered heterogeneity, but required an additional CT scan to 

calculate the dose distribution (285). Further, Xu et al. found that there was a clinically significant 

dose distribution between the convolution algorithm and classic Gamma Knife algorithm in the 

target area, in the presence of dense bone and air (286). However, the study did not address the 

effect in the OAR. The study by Osmancikova et al. produced a similar outcome, with the cochlea 

dose distribution difference concerned reaching 15.6% (287). Furthermore, the study suggested 

that a target located near the heterogeneities was most affected by ignoring the effect of different 

densities, such as in a vestibular schwannoma case. These studies demonstrated the effect of using 

an algorithm that includes the effect of the heterogeneity in dose distribution, and reveal that MC 

remains the most accurate dose distribution tool. Since clinical CT resolution cannot distinguish 

between the different densities in the cochlea and temporal bone, micro-CT data was used in the 

simulation in the present study.  

 

8.4 Method 
 

Schwannoma treatment can cause the deposition of some dose in the cochlea, due to the 

proximity between the target and the cochlea, increasing the side effects of Gamma Knife 

treatment. The Gamma Knife delivery system differs from that of radiotherapy, as explained in the 

previous chapter. This study created an MC model to calculate the weighted factor of the scatter 

dose deposit on the cochlea, using the Micro CT data. As shown in Figure 8.1, the advanced model 

consisted of three areas: the brain, the tumour, and the cochlea.  
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Figure 8.1: The basic model used to calculate the weighted factor for scattering events in 
Gamma Knife. 

The cochlea and tumour size mimicked an anonymised case of a patient diagnosed with a 

schwannoma. The distance between the cochlea and the tumour was 0.8 mm, measured using 

Slicer3D. The material of the three parts was water, because the treatment planning algorithm of 

the Gamma Knife assumes the target and brain are homogenous. In the MC, two energies were 

used: 1.17 MeV and 1.33 MeV. The first simulation employed beam direction, as shown in Figure 

8.1, which began in the target and passed through the cochlea, and was termed ‘Beam 1’. The 

second beam direction did not pass through the cochlea, as seen in the model, and was called 

‘Beam 2’. The scoring card used was the USRTRACK, which records the track length fluence. 

The maximum energy recorded was 1.5 MeV. The statistical error was below 2%, by using 500 

million histories, dividing the work through 50 CPUs. After the simulation, the results were 

processed within flair and then saved in ASCII format to enable their reading by MATLAB. The 

data file was uploaded first into an Excel sheet to calculate the weighted factor for the scatter event 

for each energy. The weighted factor was then calculated using the Micro CT calculation 

boundaries, and each fluence from a specific boundary was totalled. Finally, the weighted factor 

of the scatter events of the 17 different energies was calculated, and the result was used in 

MATLAB processing. 

 

 
In total, 34 cases of schwannoma were used in this study, all of which were collected from 

the cancer archive (288). In all cases, CT and MRI were conducted to increase the accuracy of the 
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delineation of the target and OAR. The data was then displayed on a 3D slicer, in order to export 

the DVH data to a format readable by MATLAB. Following this, a dose distribution of gamma 

treatment planning was extracted. After the data extraction, a degree of editing of the files was 

required to ensure their compatibility with MATLAB. The final step was to create the DVH using 

the convolution theory. Finally, the DVHs of the dose distribution in the cochlea calculated using 

MC were compared with the DVH from the Gamma Knife TPS.  

 

8.5 Results and discussion  
 

In the cases of schwannoma in this study, there was a short distance between the cochlea 

and tumour (Figure 8.4). The dose distribution of the TPS showed that a significant dose was 

deposited in the cochlea, as shown in Table 8.1. The lowest difference in the mean dose to the 

cochlea was 0.2%, and the highest was 8.3%. The average difference across all cases was 3.1% 

(Figure 8.3).  

 
 

Figure 8.2: The percentage difference of the mean dose distribution in the 34 cases. The yellow 
bar is the maximum difference recorded, and green bar is the minimal difference. Vestibular 

schwannomas (VS). 

 
The majority of the cases demonstrated a similar outcome when comparing the TPS and 

MC in the dose distribution in the cochlea; the majority of the cases had higher doses deposited in 

the MC than the TPS, and the differences varied between the cases. As discussed in the literature 

review, the recommended threshold of the dose deposited in the cochlea is less than 4 Gy. In total, 
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15 cases had a TPS dose higher than the threshold, and the MC reported a higher dose than the 

TPS. The advanced model provided a lower uncertainty regarding the dose distribution, and helped 

to provide the best treatment option for the patients concerned. The difference could not be 

ignored, and should be included to clarify any uncertainty. The difference arose due to having 

ignored the effect of heterogeneity in the cochlea and the surrounding area. Furthermore, the TPS 

ignores the effect of secondary scattering and electronic in equilibrium. The results of the 

simulation were similar to the outcome of the study by Al-Dweri et al., although the difference 

between the MC and the TPS was lower in this simulation (276). It should be noted that the focus 

of the present study was the dose distribution to the cochlea, which was considered to be the OAR, 

while previous studies addressed the heterogeneity in the target area. Additionally, the results 

obtained by the present study agreed with those of Boari et al., Peters et al., and Osmancikova et 

al., namely that the dose distribution in the cochlea displayed a significant difference that reached 

15%, although in the present study only four cases showed a significant difference in the dose 

distribution, due to its heterogeneity and the improper handling of heterogeneity in the cochlea by 

the classic Gamma Knife algorithm (277, 278, 280).  

Using MC and micro-CT data decreases the uncertainty of dose distribution in the cochlea, 

which can help to provide a more accurate treatment, in order to improve the quality of life of the 

patient concerned. The simulation employed by this study was unique, due to the more complicated 

calculations regarding the OAR. By using the MC algorithm, micro-CT data, and real patient data, 

this simulation was closer to the clinical routine than it would have been if it employed a phantom. 

Although some previous studies used the convolution algorithm, MC offers the highest accuracy 

available in calculating the dose distribution. Furthermore, the enhanced resolution showed details 

that are not available in a routine CT, as discussed in Chapter Six.  
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Figure 8.3: Dose distribution of case three from the TPS. The top right is a 3D image of the 
tumour and cochlea. 

 
(a) 

(b)
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(c)
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(d)

 
 

Figure 8.4: The DVH of both the MC and the TPS for the four cases (a-d). The blue line is the 
TPS, and the orange line is MC.VS3, VS5, VS15, and VS20. 
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Figure 8.5: A comparison between TPS and MC for Schwannomas cases 

 
8.6 Conclusion 
 
 In this study, an advanced model was created to calculate the weighted factor for the 

scattered dose to the cochlea, in order to connect the data obtained from the micro-CT data of the 

previous chapter to the clinical routine of Gamma Knife treatment. The Gamma Knife TPS was 

deemed to be inappropriate, due to the effect of the heterogeneity in the dose distribution on the 

OAR. The advanced model’s simulation of 34 schwannoma cases showed a clinically significant 

dose difference in four cases, compared with those of the TPS. The TPS underestimated the dose 

for the majority of the cases, compared with the advanced model, which reached 8.3%. 

Furthermore, some of the cases had a higher cochlea dose than the suggested threshold, both in the 

advanced model and the TPS. The difference in the dose distribution was due to the fact that the 
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effect of secondary scattering and electronics in equilibrium were ignored, which can increase the 

dose distribution uncertainty, particularly in dense, soft, and air-filled areas. The advanced model 

decreased the dose distribution uncertainty, which may help to increase the dose to the target, as 

well as preventing overdosing the cochlea.  

The findings from this chapter provide evidence that there are differences in dose 

distribution within the cochlea between the Monte Carlo simulation and the treatment planning 

system. Micro CT offers higher resolution than medical CT, which can decrease uncertainties in 

dose distribution, particularly for the gamma Knife, where high doses are delivered. The outcomes 

of this chapter highlight the significant uncertainties in dose distribution within the treatment 

planning system used for gamma knife procedures. The current treatment planning system for the 

gamma knife is relatively simple and could benefit from an upgrade to a more sophisticated 

algorithm, similar to the one employed in photon therapy. However, transitioning to an advanced 

treatment planning system could incur additional costs, as the existing system doesn't require CT 

scan images; MRI images suffice for dose distribution calculations. In contrast, a CT scan image 

is necessary for the photon therapy treatment planning system. Nonetheless, the extra cost could 

prove advantageous for patients by reducing uncertainties in dose distribution, consequently aiding 

in minimizing radiation exposure to nearby organs at risk (OARs). The enhanced model presented 

in this chapter has the potential to evolve into a universal model for the cochlea. Further testing 

with a larger patient sample could facilitate the development of guidelines aimed at minimizing 

uncertainties in dose distribution when utilizing gamma knife treatment for schwannomas. 
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Chapter 9: Multiscale modelling of proton dose distribution 
 
9.1 Introduction  
 

Proton beam therapy is a cancer treatment modality that uses charged particles to eliminate 

cancer cells. It is a treatment whose availability has increased in recent years. The concept of 

proton therapy is to allow a controlled proton to travel to a specific depth, as a result of energy 

input, in order to deposit the maximum energy to a target. The physics behind proton and photon 

therapy differs in all aspects. Photons penetrate the material and continue to lose their energy, even 

after reaching the target, because the therapy delivers high doses to normal tissue beyond the target 

area. In contrast, proton therapy increases the dose when it penetrates the material and deposits 

maximum energy in the target, while nothing is deposited beyond the target. The physics of proton 

therapy engenders a reduction in the dose to normal tissue beyond the target area. Despite the 

drawback of the therapy is that it is costly, compared with photon therapy, its advantages mean 

that there has been a worldwide increase in the number of centres offering this treatment in recent 

years. The deposit of the maximum dose in the target area requires a high accuracy treatment plan 

that considers how heterogenous areas may affect the beam. The smaller the margin of uncertainty 

in the treatment, the fewer side effects are seen. 

9.2 Literature review 
 

Radiotherapy and proton therapy aim to achieve a high dose to the target, and a minimal 

dose to the OAR, in order to reduce any side effects. The TPS can produce a highly accurate 

treatment in homogenous areas, but there is increased uncertainty in a heterogeneous area. A 

heterogeneous medium can affect the dose falloff advantage in proton therapy, and the penetration 

and lateral scattering can be distorted, due to density changes. When creating a proton treatment 

plan, it is essential to account for the heterogenous area in the target volume or beam direction 

when considering the coverage and range of volume. Patient selection for proton therapy is the 

primary key to successful treatment, and the ideal choice for proton therapy is a patient who may 

experience a high dose to the OAR surrounding the target area. However, proton therapy is not 

ideal if a large volume of heterogenous material is within the beam path. Major uncertainties can 

occur in patient positioning, intrafraction organ motion, or physiological instability during the 

treatment course. In these scenarios, photon treatment can achieve a better outcome than proton 
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therapy. The effect of the heterogeneous area can differ in different clinical cases, and the clinical 

situation can be categorized into three different scenarios. The first scenario is that heterogeneity 

covers the entire beam direction. The second is that heterogeneity is in one part of the lateral 

direction of the proton beam. The third is the case of a small complex structure with high 

heterogeneity in the proton beam. 

Understanding the effect on the proton beam in the first scenario, with heterogeneity 

located in the beam direction, can help to decrease the uncertainties within the treatment plan. The 

mechanism of proton loss energy is similar in an area with a close density range, but the energy 

loss differs in high Z elements, and in highly hydrogenous substances. The primary method of 

proton loss energy is through electromagnetic interactions with electrons. Here, a proton loses a 

minimal amount of its energy after interaction with an atomic electron, due to the differences in 

mass, as the mass of a proton is approximately 1800 times larger than the mass of an electron. 

Furthermore, the proton is deflected in a non-significant amount in each interaction, which can be 

ignored. The chances of nuclear interaction increase with rising proton energy, and although this 

interaction does not impact the therapeutic energy range significantly, it does impact the shape of 

the Bragg peak. Nuclear interactions produce secondary particles that decrease the intensity of the 

proton beam. The secondary particles have a higher relative biological effectiveness value that is 

essential from a biological point of view. However, the secondary particles are negligible in their 

impact on the dose distribution. The large heterogeneous area in the beam direction primarily 

affects the beam range, and does not alter the shape of the depth dose in volume distal to the 

heterogeneity.  

The second scenario occurs when heterogeneity crossing the proton beam is restricted to 

the boundary between two media. Here, the beam’s penetration is altered in the heterogenous area, 

and decreases when the heterogenous density introduced is higher than the density of the medium 

that the proton beam passes through. The introduction of a volume with a density that differs from 

the surrounding medium can alter the part of the beam that intersects with the heterogenous 

material, but does not alter the part that does not intercept with the heterogenous material. The 

boundary region is where there is a difference in the multiple Coulomb scattering between the two 

densities, and it can cause a hot spot in a low-density area, or a cold spot in a high-density area. 

The most extreme alteration in the dose can be observed in the interface between air and tissue, 

reaching a figure as high as 50%. The presence of air on one side is considered to be the worst 



 

179 
 

case scenario, but if both sides do not contain air, there are still different scattering powers, and so 

the perturbation will decrease. For example, if bone and tissue are the two interfaces, the dose 

perturbation is around 9% compared with air, which is reduced significantly.  

The last scenario occurs frequently in clinical situations in which small, complex 

heterogeneities cross the beam direction. One of the most complicated cases involves the base of 

the skull. In the skull base, the proton must travel through extended bone surface, or a complicated 

heterogenous region. Due to the complex heterogeneity, a significant increase in the range 

uncertainty occurs, and multiple Coulomb scattering causes dose nonuniformities. 

The study by Urie et al. evaluated the effect of the complex heterogeneity in a proton beam, 

and found that multiple Coulomb scattering was the primary source of Bragg peak degradation, 

and that using the stopping power of the heterogenous material to calculate the Bragg peak 

degradation was not possible (289). Furthermore, the study indicated that increasing angular 

divergence can resolve the Bragg peak degradation and widen the lateral falloff. Meanwhile, 

Sawakuchi et al. conducted simulations to understand the causes of increasing distal falloff width, 

concluding that high complex heterogenous volume was the primary reason (290). Furthermore, 

the study agreed with Urie et al. that the Bragg peak degradation was caused mainly by multiple 

Coulomb scattering (289). The simulation concerned demonstrated that nuclear scattering had a 

small effect of 5% on the distal falloff of the Bragg peak. In the study, a TPS that operated on the 

analytical model could not comprehend the effect that caused uncertainty in the distal edge, and 

the uncertainty of the highly complex heterogeneity region was approximately ± 1mm in distal 

edge degradation. However, an MC algorithm had the potential to report a more accurate dose 

deposition in proton therapy than an analytical TPS. Meanwhile, in their study, Yamashita et al. 

identified the presence of a significant difference between MC and TPS in the distal falloff in the 

spread-out Bragg peak, due to complex heterogeneity in the proton beam path (291).  

 Uncertainties in dose distribution and range increase in the presence of heterogeneity. 

Further, the need for high accuracy dose distribution is higher in proton therapy, because of the 

maximum level of deposition in the target. High accuracy is essential in reduced target volume, 

because small lesions are treated with a small number of fields and a high single fraction dose; an 

error in one field cannot be covered by other fields, causing a reduced dose to the target. The size 

of the field is essential for determining the magnitude of the dose uncertainty in the treatment. The 

number of pencil kernels is required for the calculations related to the field size. Smaller pencil 
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kernels are required for small field sizes, which means that each pencil kernel’s magnitude of dose 

inaccuracies is greater. Moreover, two factors can increase the dose uncertainty in proton treatment 

planning: first, the difference in modelling that occurs before the proton reaches the patient, and 

second, the heterogeneity inside the patient from different scattering scales. The first factor is out 

of scope, as it occurs before it reaches the patient, and is due mainly to aperture and range 

compensator. In recent years, with advancements in computing power that have enhanced the 

availability of MC algorithms, increased focus has been assigned to the second factor. The study 

by Paganetti et al. evaluated the effect of heterogeneity in proton treatment plans for patients with 

small lesions and recorded cold and hot in the target volume, as a result of scattering in a 

heterogeneous area (292). Furthermore, it identified a degradation in the range of the beam. The 

study also found that while the difference in range and dose distribution was less than 3%, which 

was not clinically significant, for individual beams, the difference reached 8.6%.  

Many previous studies agreed that the complexity of the heterogenous area has a significant 

effect on proton therapy, and that the TPS cannot predict the dose in these scenarios correctly (216, 

284). For instance, Paganetti et al. (294) assessed various patients with different levels of 

heterogeneity, concluding that the more complex the heterogeneity, the higher the difference in 

dose between the TPS and the MC. The difference reached 5.4% in the target of one patient, and 

the TPS overestimated the dose to target, temporal bone, and cochlea. The difference was as low 

as 1% in the area of low heterogeneity. Additionally, the tolerance of single fields exceeded the 

accepted limit of the treatment plan, which was highlighted when comparing it with the MC result. 

The multiple fields treatment was within the clinical limit.  

Most previous studies demonstrated that a TPS creates a more clinically acceptable plan in 

a homogenous area than MC, and in some cases in a heterogeneous area. However, the difference 

was higher between the TPS and the MC, and differed by the treatment site. A higher dose was 

recorded in the TPS than the MC in low homogenous areas of the liver and breast, with a difference 

of less than 2%, while the highest difference recorded in the head, neck, and lung reached an 

average of 4%, a figure that was below the acceptable limit of the clinical tolerance of 5%. 

However, the difference reached more than the tolerance level in some cases. In addition, the 

tumour control probability difference could reach up to 6% in some head and neck patients 

(223,293–297).  
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9.3 Objective 
 

In the study discussed in this chapter, an MC simulation of proton therapy was conducted 

around the temporal bone, an area that contains the middle and inner part of the ear, and the 

cochlea. The simulation was executed using the Micro CT DICOM series, and sought to evaluate 

the effect of heterogeneity in proton beam dose distribution using a micro-CT data.  

 

9.4 Material and methods  
 

The DICOM series used by the project discussed in this chapter was similar to that used in 

the study discussed in the previous chapter, and no changes were required to the CT, because all 

of the necessary steps were applied in the previous chapter. Specifically, the HU and header 

information were modified in the last chapter, and were therefore ready for use in this project. The 

MC code used in this study was FLUKA, although certain modification were required to mimic 

the proton therapy in clinical practice. It was necessary to add the global card to allow FLUKA to 

comprehend the high number of voxels in the DICOM series. The simulation time was one of the 

main issues of the MC simulation, therefore to ensure a realistic simulation time, a 

HADROTHrapy card was used. This card also increased the accuracy of the simulation. The 

EMFCUT was employed to allow more control than the default option in the minimal energy of 

the electrons. Following this, the beam card was changed to the proton, and the HADROTH option 

was added in the default card. Furthermore, the FLOOD option was used to ensure equal 

distribution. In the card sheet, momentum was chosen to ensure gaussian distribution. The DICOM 

series was uploaded using the FLAIR option, as in the study in the previous chapter, and a water 

phantom was added around the target. After adding all these cards, the simulation model was ready, 

and only the number of histories and energy was changed each time. FLUKA contain different 

atomic physics models that are used to comprehend the different scenarios, such as continuous 

energy loss, delta ray production, and Coulomb scattering. The acceptable uncertainty level was 

<2%, requiring a high number of histories to reach that level, although it was a smaller number of 

histories than photons.   

9.4.1 Modification of the energy 
 

An MC simulation requires input energy for the proton beam, and in the study discussed 

in this chapter, multiple energies were used. The deposited energy used in the simulation was 
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extracted from the TPS of the head and neck plan, information that can be found in the RT and RD 

files generated by the TPS. The information was calculated for the initial energy at the surface, not 

the cochlea located 4 cm from the skull. The depth of the cochlea was measured during the 

treatment planning stage, and a roller was used to measure the depth of the cochlea from the skull. 

Then, a two-step modification of the energy deposition was conducted for the new location. The 

first used the NIST PSTAR database to collect the stopping power of different energy levels, and 

a natural logarithm of energy and stopping power was calculated. The natural energy was plotted, 

preventing the power algorithm from calculating a regression line equation. This first step was 

essential to acquire the slope and intercept value for the new energy deposition calculation model 

in 4 cm. The equation used was as follows: 

                                                                𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ∗ 𝑀𝑀 + 𝐶𝐶                                                      (9. 1) 

𝐴𝐴 =  10𝐶𝐶  
 

E is the energy and S is the stopping power from the NIST database. The intercept value C 

is 5.6, and the slope value M is 0.7832. A is calculated at 270. The second step was to create the 

calculation model, which was as follows:  

 

                                                      �
𝐷𝐷𝐷𝐷
𝑆𝑆(𝐸𝐸)

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸
   𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑆𝑆(𝐸𝐸) = 𝐴𝐴𝐸𝐸−∆                                    (9. 2)  

 

= �
𝑑𝑑𝑑𝑑
𝐴𝐴
𝐸𝐸∆

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸
 

 
𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚∆+1

𝐴𝐴(∆ + 1)
−

𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚∆+1

𝐴𝐴(∆ + 1)
= 𝐷𝐷 

 

𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚∆+1 = �
𝐸𝐸∆+1

𝐴𝐴(∆ + 1) − 𝐷𝐷�𝐴𝐴(∆ + 1) 

The D value is the distance to the cochlea, 4 cm. The delta is the slope value from the 

regression line equation 0.7832. Table 9.1 shows the calculation results to obtain the energy level 

at 4 cm for the simulation.  
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Table 9.1: The energy level at the surface, and the calculated energy at a depth of 4 cm. 

The energy at the surface 
(MeV)  

The energy at 4 cm 
(MeV) 

81.70 37.59 
86.39 45.72 
90.81 52.73 
95.02 59.00 
99.05 64.73 
102.92 70.04 
106.66 75.03 
110.29 79.76 
113.83 84.28 
117.31 88.65 
120.73 92.88 
124.11 97.01 
127.47 101.06 
130.83 105.07 
134.20 109.05 
137.59 113.02 
141.02 117.00 
144.49 121.01 
147.83 124.83 

 

After calculating the energy required for the simulation, a FLUKA cards environment was 

established for each energy. The only change between each MC simulation was the energy, and 

every other card was consistent. The final step before data analysis was to calculate the weighted 

factor for each energy level that modelled the ion chamber response as a function of energy. The 

weighted factor was calculated using information obtained from the DICOM and NIST databases. 

The slope and intercept from the fitting curve of the natural log of energy and stopping power were 

used to calculate the modified weighted factor using the following equation:  

𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ𝑡𝑡𝑡𝑡𝑡𝑡 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑋𝑋 𝐸𝐸−1/2 

The new modified weighted factor is shown in Table 9.2, and was used to analyse the data. 
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Table 9.2: The new calculated weighted factor for the target. 

Beam 
energy 

Weighted factor (from 
DICOM) 

New weighted 
factor 

147.83 29.26 6.01 
144.49 9.57 1.93 
141.02 7.84 1.55 
137.59 6.05 1.18 
134.20 4.91 0.94 
130.83 4.08 0.76 
127.47 3.47 0.64 
124.11 3.03 0.54 
120.73 2.69 0.47 
117.31 2.44 0.42 
113.83 2.26 0.38 
110.29 2.12 0.35 
106.66 2.02 0.32 
102.92 1.94 0.30 
99.05 1.89 0.29 
95.02 1.85 0.27 
90.81 1.82 0.26 
86.39 1.79 0.25 
81.70 1.78 0.23 

 

9.5 Results and discussion  
 

The toxicity of radiotherapy treatment is a core topic that was much discussed by previous 

studies. Radiotherapy treatment aims to achieve a high dose to the target, and as low a dose as 

possible to the OAR. Proton therapy can deliver a high dose to the target and a very low dose to 

the OAR, because of the physical property of the proton. However, uncertainty has a higher impact 

in proton therapy, particularly in small fields, as multiple errors can be found that cause a reduced 

dose to the target. Understanding the interaction of the proton with an area of high heterogeneity 

by adding a correction factor to the TPS can be beneficial. Furthermore, studying the effect of the 

heterogeneity at the micro level is a new approach that can help to decrease the uncertainty. The 

simulation of proton interaction should be conducted in the gold standard algorithm, namely MC, 

in order to achieve a high trust result. The code used in the simulation in this study was the MC 

FLUKA code, and the uncertainty of the simulation was <2%. The total time required to complete 

the MC simulation was around 180 hours. The number of CPUs used in each simulation was 60. 
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The total uncertainty was 0.75%. Table 9.3 shows the energy, the number of histories used, and 

the uncertainty achieved in each simulation.  

 

Table 9.3: The energy and number of histories used in each simulation to reach the uncertainty 
level desired. 

Energy 
(MeV) 

Total 
histories 

% 
uncertainty FWHM 

37.59 6.00E+07 2.35% 2.76% 
45.73 9.00E+07 2.42% 2.84% 
52.74 1.50E+08 2.55% 2.99% 
59.01 1.50E+08 1.85% 2.17% 
64.73 1.80E+08 1.35% 1.59% 
70.05 3.00E+08 0.93% 1.10% 
75.03 6.00E+08 0.42% 0.50% 
79.77 9.00E+08 0.26% 0.31% 
84.29 9.00E+08 0.23% 0.27% 
88.65 1.50E+09 0.17% 0.19% 
92.88 1.20E+09 0.18% 0.21% 
97.01 9.00E+08 0.21% 0.24% 

101.07 9.00E+08 0.20% 0.24% 
105.07 9.00E+08 0.21% 0.24% 
109.05 9.00E+08 0.20% 0.24% 
113.02 9.00E+08 0.21% 0.25% 
117.01 9.00E+08 0.22% 0.25% 
121.02 1.50E+09 0.18% 0.21% 
124.83 2.10E+09 0.15% 0.18% 

  Sum 0.75% 0.88% 
 

The tolerance level of the statistical uncertainty was achieved in all of the MC simulations 

for the proton, which increased the data confidence. The second step conducted a uniformity test 

to evaluate the FLOOD option and to ensure uniform distribution. Figure 9.1 shows the uniformity 

test and the quadratic fit. The uniformity was 99%, showing a high uniformity within the target 

area. The MC simulation passed the tests, therefore the data could be analysed. 
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Figure 9.1: A cross-section of the water phantom with quadratic polynomials fit to test the 

uniformity within the target. 
 
9.5.1 Individual beam energy  
 

The simulation was conducted for the beam energy levels extracted from the TPS. Each 

energy beam was simulated to test their behaviour and effect at the micro level. In all, 19 energies 

were used in the simulation, after depth modification. Each energy was simulated, and their deposit 

behaviour was recorded for the three-level density. The dose distribution between the three 

densities did not change significantly between the different energy levels. The proton interaction 

behaviour also did not change when the proton energy was increased or decreased. The micro 

interaction in different density levels differed between the photon and proton, as there was a 

significant change in the deposition behaviour in the photons, but no change in the behaviour in 

the protons. Most of the proton deposition dose was in a low-density region, and the second-highest 

dose was in a high-density region. However, the medium density received a consistent dose over 

the different energy levels. Table 9.4 shows the dose deposition at the different density levels.    
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Table 9.4: Different energy levels and their distribution. 

Energy 
(MeV)  Low density Medium density High density  
37.59 54.86% 19.75% 25.39% 
45.72 55.06% 19.69% 25.25% 
52.73 55.14% 19.76% 25.10% 
59.00 55.12% 19.56% 25.33% 
64.73 54.92% 19.54% 25.54% 
70.04 54.62% 19.71% 25.67% 
75.03 54.50% 19.77% 25.74% 
79.76 54.48% 19.78% 25.74% 
84.28 54.21% 19.84% 25.95% 
88.65 54.16% 19.85% 25.99% 
92.88 54.16% 19.84% 25.99% 
97.01 54.12% 19.84% 26.04% 
101.06 54.15% 19.86% 25.99% 
105.07 54.16% 19.83% 26.01% 
109.05 54.22% 19.77% 26.01% 
113.02 54.16% 19.81% 26.03% 
117.00 54.17% 19.82% 26.01% 
121.01 54.15% 19.79% 26.07% 
124.83 54.21% 19.79% 26.00% 

 
The percentage dose deposition of proton in the three different density layers did not 

change with increasing energy. The stability of the percentage of the dose in the three layers gave 

the proton an advantage in an area with a density change, because the pattern could be predicted 

by excluding the proton behaviour in the air. The difference between the weighted factor of the 

highest energy level, 124 MeV and 121 MeV, was significant, increasing approximately four 

times. The significant increase indicated that the highest energy was the dominant beam in the 

summation, and the main contributor to the final sum beam. As shown in Table 9.4, the dose 

distribution between the three-density levels did not change significantly after the energy level of 

88 MeV. Figure 9.2 shows the histogram of the dose distribution of the 97 MeV, which did not 

have a gaussian shape, due to the low energy that contributed only 3% of the final sum weighted 

factor. From the energy of 105 MeV, the histogram began to take a Gaussian shape, and the 

deposition at the low-density levels was much higher than at the other two densities. However, the 

proton interaction did not rely on material density, therefore the distribution of the dose did not 

change significantly between the low and high energy level of the proton. The proper separation 
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between the dose deposition and the three-density levels was shown in energy 113 MeV and above 

(Figure 9.2). The highest four energy levels of the beam contributed 62% to the weighted beam 

factor, and the 124.8 MeV proton energy alone contributed to 35% of the beam.  

Assessing the highest proton energy dose distribution histogram clarified the final 

histogram shape and distribution in the Micro CT data. The highest weighted factor for one photon 

energy level was 10.12%, which was significantly lower than the highest weighted factor for 

proton. For the photons, the lower-level energy still contributed significantly to the final beam 

from 0.9 MeV. The contribution of the weighted factor was 56.34%, and the remainder was for 

high energy. The difference between a proton and photon is that a proton beam is weighted heavily 

in high energy, but low energy can affect the final beam distribution in a photon. As shown in the 

histogram of the individual energy levels of a proton beam in the Micro CT data, the density change 

did not alter the proton’s interaction with the materials significantly. Furthermore, the dose 

distribution and energy deposition were approximately stable between all of the proton energy 

levels. The energy and dose deposition changed significantly between the density and photon 

energy level, compared with the photon. 
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(a) 

        
(b)

(c)
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(d)

(e)
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(f)

 
Figure 9.2: Histogram of the individual beam dose distribution in the different density levels (a-
f). Red denotes the low density, black the medium density, and blue the high-density materials.  

9.5.2 Beam summation  
 

The first part of this chapter discussed the behaviour of individual proton beam energies  

in the heterogeneous region at the Micro CT level. In order to relate this to clinical work, an 

understanding of the beam’s summation with a weighted factor was calculated to mimic the TPS 

in cochlea depth. Figure 9.3 presents a histogram of the summation of the beams, showing a 

separation of the three-density dose deposition. Most of the dose distribution was at a low density, 
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and the second highest distribution was evident in the high-density region. As discussed 

previously, proton interaction with matter differs from photon interaction, which is why density 

has a minimal effect on high proton energies levels.   

 

 
Figure 9.3: Histogram of the summation of all beam energies of the proton. 

 

Table 9.5: The FHWM of the proton summation dose. 

File 
Mean 
value  

Real 
mean  SD FWHM 

Real 
FWHM 

FWHM fraction 
of dose  

Final sum 9.63E-04   4.62E-05 1.09E-04   0.112 
Low 

density 1.00E-03 1.04E+00 1.63E-05 3.82E-05 3.52E-01 0.038 
Medium 
density 9.41E-04 9.77E-01 1.86E-05 4.37E-05 4.03E-01 0.046 
High 

density 9.02E-04 9.36E-01 7.41E-06 1.74E-05 1.60E-01 0.019 
 

An FWHM fraction of dose was calculated from the simulation data to demonstrate the 

widest peak of the three densities. This was found to be the medium density, which could not be 
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separated from other densities using the clinical CT resolution. The medium density in both the 

photon and the proton had the widest distribution, compared with the other densities. The highest 

mean dose was the low density, and the most deposited dose in the proton in terms of both protons 

and photons was also the low density.  

This study addressed dose distribution and the effect of the heterogeneity in Micro CT 

levels. The proton dose distribution was found not to change significantly, compared with a 

photon, altering the distribution between the different energy levels. In heterogeneity, the proton 

could be predicted with more accuracy, in terms of dose distribution. However, the proton range 

could be affected dramatically in the present heterogenous area, particularly if the air was not 

tested. All of the simulations were conducted using MC, as it has the highest accuracy in simulation 

interaction in the heterogenous area. A limitation of this simulation was the fact that the proton 

range’s effect was not included, and the samples had a lower air component than in normal 

DICOM. As mentioned previously, much of the air was extracted, in order to store the samples 

properly.  

9.6 Conclusion  
 

The availability of proton therapy has increased in recent years, due to its advantage of 

sparing OAR, particularly in the head and neck area. Understanding the behaviour of dose 

distribution in a heterogenous area in micro-CT data can add the need for correction factors in the 

TPS. In the previous chapter, photon behaviour was explored and found to display variations 

between different levels. micro-CT data added a more detailed density separation in the region of 

interest. For the proton, the difference in density did not affect the dose distribution between 

different energy levels significantly, as shown in the simulation. Furthermore, the low proton beam 

energy levels did not contribute significantly, affecting the final summation histogram. The 

simulation result concluded that the proton dose distribution was not affected significantly by the 

region’s heterogeneity in micro-CT data. However, the simulation did not evaluate the effect on 

the proton range.  
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Chapter 10: Conclusion and future work 
 
 
 

10.1 Summary and conclusion  
 

This chapter summarizes the primary findings of this thesis and the subsequent effects on 

clinical routine. The chapter also discusses possible future work that might improve the uncertainty 

of dose distribution, using the findings of this thesis.  

 This thesis had two aims: 1) to investigate the dose distribution uncertainty in the presence 

of heterogeneity in micro-CT data for photon and proton beams in the temporal bone and cochlea, 

and 2) to assess how this uncertainty can affect the clinical routine. The second aim explored the 

effect of the high-density stent on dose distribution in pancreatic cancer patients. The effect of 

uncertainty was demonstrated using the multiscale approach and the FLUKA algorithm, in order 

to assess the effect in both photon and proton beams. In addition, an advanced model was created 

to connect the result with a clinical routine for radiotherapy and Gamma Knife treatment. The 

second aim was achieved by creating a new model that mimicked the stent material with improved 

contouring, and through the use of the PENELOPE algorithm. Finally, a comparison demonstrated 

the effect of the new model on dose distribution in single beam and VMAT treatment.  

In Chapter 4, a Varian Truebeam was modelled using the PENELOPE code from the 

PRIMO interface. The fine-tuned parameters for 6 MV were a focal spot of 0.14 cm, an initial 

energy of 6.25 MV, beams divergent of 2.5, and energy of FWHM 0.15 MeV. After tuning the 

Varian Truebeam to the optimal configuration, validation tests were conducted using the PDD 

curve, dose profile, TPR, and output factor. The validation tests were compared with the data from 

the golden beam. The validation test for the MC model passed all of the criteria for the ranges 

from 5 × 5  to 40 × 40 𝑐𝑐𝑐𝑐. Therefore, the MC model could be used to produce clinical MC plans 

for future studies.  

In Chapter 5, a new model was created to increase the accuracy of the dose distribution 

in pancreatic cancer patients in the presence of a stent. Reducing the uncertainty in dose 

distribution is essential for dose escalation, especially in the presence of high-density materials. 

The new model mimicked the stent material and improved the contouring technique. Furthermore, 
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the gold standard MC algorithm, PENELOPE, provided the highest accuracy in treatment 

planning. The study conducted three different simulations, the first of which was the TPS plan 

with the Singleton hospital constraint. The second simulation used MC in the treatment plan, 

without changing any other factors. The last simulation was MC with a new model. The three 

simulation results showed a PA and GRP agreement between the MC and TPS, but the new MC 

model demonstrated a significant dose distribution difference. The significant difference occurred 

when the hardening effect and editing material of the stent in the new MC model was overcome. 

The VMAT reduced the dose enhancement, due to the stent, but was unable to adjust the dose in 

the distal area. The new model reduced the uncertainty of the dose distribution in pancreatic 

patients with a stent. Decreasing the uncertainty is essential when dose escalation is required, 

without passing the OAR threshold. 

Chapter 6 employed micro-CT data to study the behaviour of dose distribution in temporal 

bone, with a focus on the cochlea. An MC was used to enhance the interaction’s accuracy. The 

understanding obtained by this study helped to reduce the toxicity of the treatment plan. A three-

level density was recorded in a micro-CT data, compared with two density levels in a medical CT. 

The cells in the soft bone are considered to be sensitive to radiation and can be damaged more 

easily than other cells. The photoelectric effect that dominated in the low-energy beams did not 

add a significant dose to the soft tissue, but deposited most of it in the high-density areas. The 

relative dose to FWHM showed that the highest rate between the three densities was the medium 

density, which contained soft bones. The study possessed certain limitations, such as the fact that 

the start point was not proportional to the density. Therefore, the findings of the study in this 

chapter were unable to provide a clear answer to whether the high resolution and MC could 

increase the treatment plan’s accuracy significantly. However, the results could be used in a more 

advanced model for application in an actual clinical routine, in which the effect of using MC with 

high-resolution CT might be studied.  

In Chapter 7, an advanced model was created to connect the results of the previous chapter 

to the clinical routine. A comparison was made between an advanced model that employed an MC 

and micro-CT data with a clinical TPS to a medical CT. A total of 280 glioma cases were filtered 

into 11 different scenarios. These scenarios were categorized into two groups. The first group had 

an energy fluence lower than that of the original data, and the second group had an energy fluence 

higher than that of the original data. In both groups, a difference in dose distribution was noticed 
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between the advanced model and the TPS, especially in the Dmin and Dmax. Most of the scenarios 

in both groups were not clinically significant, but some cases were clinically significant in terms 

of dose distribution and the NTCP model. The first group showed a non-significant difference in 

all cases, while some cases in the second group demonstrated a significant difference in dose 

distribution. The cases with clinically significant differences had a short distance of less than 1 cm 

between the target and the cochlea. A short distance allowed a more uniform dose distribution to 

the cochlea, increasing the difference between the advanced model and the TPS. A more in-depth 

investigation was conducted by selecting an extra case with a distance of less than 1 cm. The extra 

cases were divided into three groups. The two groups whose energy fluence was lower than that 

of the original data showed a non-significant outcome in dose distribution and the NTCP model. 

The third group with energy fluence that was higher than that of the original data demonstrated a 

clinically significant difference in dose distribution and the NTCP model. The results of the 

advanced model therefore demonstrated that some cases had higher uncertainty and require more 

attention when creating a treatment plan. 

In Chapter 8, an advanced model was created to connect the data from Chapter 6 to the 

clinical routine of treatment using a Gamma Knife. The advanced model used an MC with a micro-

CT data. The advanced model calculated the weighted factor for a scattered dose to the cochlea. A 

total of 34 schwannoma cases were used, all of which demonstrated a difference in dose 

distribution between the advanced model and the TPS. Furthermore, the TPS underestimated the 

dose in four cases significantly, compared with the advanced model. In some cases, the TPS and 

MC reported a cochlea dose that was higher than the recommended threshold, which could affect 

the plan. However, in the advanced model, the same cases reported lower doses than the threshold 

for the cochlea. The main difference was due to the fact that the TPS ignored the effect of 

secondary scattering and electrons in equilibrium, which increased the uncertainty in calculating 

the dose distribution, particularly in heterogeneous areas. The advanced model helps to decrease 

the uncertainty in dose distribution to the cochlea, allowing the dose to increase if needed.  

Chapter 9 addressed the dose distribution of proton therapy in the heterogenous area using 

micro-CT data and MC. Proton therapy interacts differently than a photon in a heterogeneous area. 

The advantage of the Bragg peak in proton therapy is that it decreases the dose to OAR. It was 

found that the dose distribution in proton therapy did not affect different densities significantly, 

although a range of energy levels was tested. Moreover, the low beam energy did not alter the final 
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histogram. The chapter concluded that the dose distribution of the proton did not affect 

heterogenous areas significantly, with an MC model and micro-CT data. The simulation employed 

in the chapter did not test or evaluate the proton range, focusing only on dose distribution.  

 
 
10.2 Clinical impact 
 

The results shown in previous chapters reveal interesting findings that could prove more 

beneficial when incorporated into clinical practice. However, implementing these results into 

clinical routines requires several steps, such as conducting trials with a larger sample size. The 

most logical approach involves addressing each chapter individually and illustrating how it can be 

integrated into clinical procedures. 

Chapter 5: The impact of pancreatic stents on dose distribution is evident from the results. 

A series of incremental steps is recommended to integrate these findings into clinical routines. 

Initially, the chapter should be published with a focus on practical clinical applications. This 

involves adapting the stereotactic ablative body radiotherapy (SABR) protocol used in UK trials 

for treating pancreatic cancer. The objective is to demonstrate that, despite utilizing advanced 

technology like the MR Linac, the stent effect remains a physics and simulation challenge rather 

than a patient positioning issue. The SABR protocol employs hypofractionation, delivering a 

higher dose over fewer fractions, which might introduce dose distribution uncertainties around the 

stent area. Subsequently, the stent should be re-tested using various designs—single bare stent, 

double bare stent, and large open cell stent. Ensuring accurate material concentrations for each 

stent may involve collaboration with the manufacturer or conducting material testing. A universal 

model can be introduced to be used. A straightforward approach involves incorporating the stent 

material into the treatment planning system, possibly using the TPS with a Monte Carlo algorithm 

like Raystation. However, since not all departments have access to Monte Carlo-based systems, 

an alternative is to validate and utilize a Monte Carlo algorithm for plan evaluation. Optimal 

outcomes may involve connecting to a supercomputer or building a high-performance computer. 

The final step involves automating the advanced contouring technique detailed in Chapter 5. 

Streamlining stent contouring—mainly extracting the inner portion—is essential, whether through 

an auto-segmentation model or an AI algorithm capable of distinguishing different density levels 

and extracting the inner segment. These sequential actions facilitate the integration of the stent 
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model into clinical routines, reducing dose distribution uncertainties. Furthermore, this process 

can serve as a model for implementing other stents in various body regions. 

Chapters 6, 7, and 8: The multiscale model for the temporal bone and cochlea reveals 

notable dose distribution discrepancies in specific cases of glioma patients treated with VMAT 

and schwannoma cases treated with gamma knife. Cases where the target is less than one 

centimetre from the cochlea and involves high energy fluence distribution demand cautious 

evaluation due to pronounced differences between MC and TPS. While these findings can already 

be incorporated into clinical practice, further investigation is necessary. The current model is 

straightforward yet effective. Developing a more comprehensive and versatile model for testing 

with diverse head, neck, and brain tumour cases is essential. If these findings align with the 

chapter's outcomes, a general guideline could be established to identify cases with dose distribution 

differences. Such cases could be directed to a treatment planning system equipped with Monte 

Carlo capabilities, simplifying their handling. Alternatively, validating a Monte Carlo code and 

employing it primarily for these scenarios is another avenue, although a high-performance 

computer is necessary. It's important to note that connecting to supercomputers can present 

challenges, requiring coding expertise to resolve any simulation issues. Alternatively, cloud 

computing offers a more accessible option. The gamma knife treatment planning system can 

evolve from basic calculations, assuming water-like properties of the target and organs at risk, to 

more sophisticated algorithms similar to those in systems like Eclipse or Raystation, delivering 

greater accuracy in results. 

 
10.3 Future work 
 

The dose escalation approach is currently used more frequently than others, however dose 

distribution uncertainty is a challenge faced by all radiotherapy treatments, especially in treating 

areas of the body with high heterogeneity and sensitive OAR. This thesis contributed to the current 

understanding of this matter by evaluating dose distribution using a high-resolution micro CT with 

MC simulation in a specific heterogenous area, for proton and photon therapy. The methodology 

employed could be used in different parts of the human body, such as the skull base and femoral 

head. In both of these areas, heterogeneity and higher resolution are considered to provide more 

detailed information. As an advanced model was created for the data collection in this thesis, in 

order to connect it with clinical work, it was essential to include different clinical cases, in order 
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to evaluate the effect of dose distribution when testing different parts of the human body. The new 

model created for the pancreatic stent could be mimicked and applied to an oesophageal stent. 

Patients diagnosed with oesophageal cancer have a low survival rate, due to the nature of the 

cancer. A new approach treats oesophageal cancer with dose escalation photon or proton therapy. 

However, the dose distribution can differ in the presence of a stent, and using the new model 

proposed by this thesis can decrease the uncertainty of the dose distribution. In terms of the 

pancreatic stent, this thesis focused on photon therapy, and how the distribution differed in the 

new model. The next step required to improve the work would be to create a proton therapy plan, 

and to simulate the plan using MC to study the effect of the new model on dose distribution and 

proton range. 
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Appendix  
 
MATLAB code  
loading all the files 

clear 

files = dir('fv*.asc'); 

numfiles = length(files); 

 

for i=1:numfiles 

    load(files(i).name); 

 

end 

load fvdvh17.txt; 

reshaping the dose 

rfv395=reshape (fv395',1,[]); 

rfv495=reshape (fv495',1,[]); 

rfv895=reshape (fv895',1,[]); 

rfv995=reshape (fv995',1,[]); 

rfv1095=reshape (fv1095',1,[]); 

rfv1195=reshape (fv1195',1,[]); 

rfv1295=reshape (fv1295',1,[]); 

rfv1395=reshape (fv1395',1,[]); 

rfv1495=reshape (fv1495',1,[]); 

rfv1595=reshape (fv1595',1,[]); 

rfv1695=reshape (fv1695',1,[]); 

rfv1795=reshape (fv1795',1,[]); 

rfv1895=reshape (fv1895',1,[]); 

rfv1995=reshape (fv1995',1,[]); 

rfv2095=reshape (fv2095',1,[]); 

rfv2195=reshape (fv2195',1,[]); 

rfv2295=reshape (fv2295',1,[]); 

rfv2395=reshape (fv2395',1,[]); 

rfv2495=reshape (fv2495',1,[]); 

rfv2595=reshape (fv2595',1,[]); 

rfv2695=reshape (fv2695',1,[]); 

rfv2795=reshape (fv2795',1,[]); 

rfv2895=reshape (fv2895',1,[]); 

rfv2995=reshape (fv2995',1,[]); 

rfv3095=reshape (fv3095',1,[]); 



 

226 
 

rfv3195=reshape (fv3195',1,[]); 

rfv3295=reshape (fv3295',1,[]); 

rfv3395=reshape (fv3395',1,[]); 

rfv3495=reshape (fv3495',1,[]); 

rfv3595=reshape (fv3595',1,[]); 

rfv3695=reshape (fv3695',1,[]); 

rfv3795=reshape (fv3795',1,[]); 

rfv3895=reshape (fv3895',1,[]); 

rfv3995=reshape (fv3995',1,[]); 

rfv4095=reshape (fv4095',1,[]); 

rfv4195=reshape (fv4195',1,[]); 

rfv4295=reshape (fv4295',1,[]); 

rfv4395=reshape (fv4395',1,[]); 

rfv4495=reshape (fv4495',1,[]); 

rfv4595=reshape (fv4595',1,[]); 

rfv4695=reshape (fv4695',1,[]); 

rfv4795=reshape (fv4795',1,[]); 

rfv4895=reshape (fv4895',1,[]); 

rfv4995=reshape (fv4995',1,[]); 

rfv5095=reshape (fv5095',1,[]); 

rfv5195=reshape (fv5195',1,[]); 

reshaping the energy 

rfv398=reshape (fv398',1,[]); 

rfv498=reshape (fv498',1,[]); 

rfv898=reshape (fv898',1,[]); 

rfv998=reshape (fv998',1,[]); 

rfv1098=reshape (fv1098',1,[]); 

rfv1198=reshape (fv1198',1,[]); 

rfv1298=reshape (fv1298',1,[]); 

rfv1398=reshape (fv1398',1,[]); 

rfv1498=reshape (fv1498',1,[]); 

rfv1598=reshape (fv1598',1,[]); 

rfv1698=reshape (fv1698',1,[]); 

rfv1798=reshape (fv1798',1,[]); 

rfv1898=reshape (fv1898',1,[]); 

rfv1998=reshape (fv1998',1,[]); 

rfv2098=reshape (fv2098',1,[]); 

rfv2198=reshape (fv2198',1,[]); 

rfv2298=reshape (fv2298',1,[]); 

rfv2398=reshape (fv2398',1,[]); 
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rfv2498=reshape (fv2498',1,[]); 

rfv2598=reshape (fv2598',1,[]); 

rfv2698=reshape (fv2698',1,[]); 

rfv2798=reshape (fv2798',1,[]); 

rfv2898=reshape (fv2898',1,[]); 

rfv2998=reshape (fv2998',1,[]); 

rfv3098=reshape (fv3098',1,[]); 

rfv3198=reshape (fv3198',1,[]); 

rfv3298=reshape (fv3298',1,[]); 

rfv3398=reshape (fv3398',1,[]); 

rfv3498=reshape (fv3498',1,[]); 

rfv3598=reshape (fv3598',1,[]); 

rfv3698=reshape (fv3698',1,[]); 

rfv3798=reshape (fv3798',1,[]); 

rfv3898=reshape (fv3898',1,[]); 

rfv3998=reshape (fv3998',1,[]); 

rfv4098=reshape (fv4098',1,[]); 

rfv4198=reshape (fv4198',1,[]); 

rfv4298=reshape (fv4298',1,[]); 

rfv4398=reshape (fv4398',1,[]); 

rfv4498=reshape (fv4498',1,[]); 

rfv4598=reshape (fv4598',1,[]); 

rfv4698=reshape (fv4698',1,[]); 

rfv4798=reshape (fv4798',1,[]); 

rfv4898=reshape (fv4898',1,[]); 

rfv4998=reshape (fv4998',1,[]); 

rfv5098=reshape (fv5098',1,[]); 

rfv5198=reshape (fv5198',1,[]); 

multi with weighted factor for beam with electrons for energy bins (MeV) (weighted for 20X20) 

 EEW00175 = rfv5098*1.53E-04; 

 EEW0025 = rfv898*0.0017; 

 EEW0035 = rfv1098*1.05E-02; 

 EEW0045 = rfv1298*1.92E-02; 

 EEW0055 = rfv1498*2.19E-02; 

 EEW007 = rfv1698*4.20E-02; 

 EEW009 = rfv1898*3.62E-02; 

 EEW0125 = rfv2098*7.05E-02; 

 EEW0175 = rfv2298*4.93E-02; 

 EEW025 = rfv498*7.22E-02; 

 EEW035 = rfv2498*4.44E-02; 
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 EEW045 = rfv2698*3.51E-02; 

 EEW0525 = rfv2898*2.09E-02; 

 EEW0605 = rfv3098*3.87E-02; 

 EEW073 = rfv3298*4.41E-02; 

 EEW09 = rfv3498*5.64E-02; 

 EEW1125 = rfv3698*6.23E-02; 

 EEW1375 = rfv3898*5.48E-02; 

 EEW175 = rfv4098*9.29E-02; 

 EEW25 = rfv4298*1.01E-01; 

 EEW35 = rfv4498*6.46E-02; 

 EEW45 = rfv4698*4.32E-02; 

 EEW55 = rfv4898*1.76E-02; 

multi with weighted factor for beam without electrons for energy bins (MeV) 

 EW00175 = rfv5198*1.53E-04; 

 EW0025 = rfv998*1.73E-03; 

 EW0035 = rfv1198*1.05E-02; 

 EW0045 = rfv1398*1.92E-02; 

 EW0055 = rfv1598*2.19E-02; 

 EW007 = rfv1798*4.20E-02; 

 EW009 = rfv1998*3.62E-02; 

 EW0125 = rfv2198*7.05E-02; 

 EW0175 = rfv2398*4.93E-02; 

 EW025 = rfv398*7.22E-02; 

 EW035 = rfv2598*4.44E-02; 

 EW045 = rfv2798*3.51E-02; 

 EW0525 = rfv2998*2.09E-02; 

 EW0605 = rfv3198*3.87E-02; 

 EW073 = rfv3398*4.41E-02; 

 EW09 = rfv3598*5.64E-02; 

 EW1125 = rfv3798*6.23E-02; 

 EW1375 = rfv3998*5.48E-02; 

 EW175 = rfv4198*9.29E-02; 

 EW25 = rfv4398*1.01E-01; 

 EW35 = rfv4598*6.46E-02; 

 EW45 = rfv4798*4.32E-02; 

 EW55 = rfv4998*1.76E-02; 

multi with weighted factor for beam with electrons for dose bins (MeV) 

 EDW00175 = rfv5095*1.53E-04; 
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 EDW0025 = rfv895*1.73E-03; 

 EDW0035 = rfv1095*1.05E-02; 

 EDW0045 = rfv1295*1.92E-02; 

 EDW0055 = rfv1495*2.19E-02; 

 EDW007 = rfv1695*4.20E-02; 

 EDW009 = rfv1895*3.62E-02; 

 EDW0125 = rfv2095*7.05E-02; 

 EDW0175 = rfv2295*4.93E-02; 

 EDW025 = rfv495*7.22E-02; 

 EDW035 = rfv2495*4.44E-02; 

 EDW045 = rfv2695*3.51E-02; 

 EDW0525 = rfv2895*2.09E-02; 

 EDW0605 = rfv3095*3.87E-02; 

 EDW073 = rfv3295*4.41E-02; 

 EDW09 = rfv3495*5.64E-02; 

 EDW1125 = rfv3695*6.23E-02; 

 EDW1375 = rfv3895*5.48E-02; 

 EDW175 = rfv4095*9.29E-02; 

 EDW25 = rfv4295*1.01E-01; 

 EDW35 = rfv4495*6.46E-02; 

 EDW45 = rfv4695*4.32E-02; 

 EDW55 = rfv4895*1.76E-02; 

multi with weighted factor for beam without electrons for Dose bins (MeV) 

 DW00175 = rfv5195*1.53E-04; 

 DW0025 = rfv995*1.73E-03; 

 DW0035 = rfv1195*1.05E-02; 

 DW0045 = rfv1395*1.92E-02; 

 DW0055 = rfv1595*2.19E-02; 

 DW007 = rfv1795*4.20E-02; 

 DW009 = rfv1995*3.62E-02; 

 DW0125 = rfv2195*7.05E-02; 

 DW0175 = rfv2395*4.93E-02; 

 DW025 = rfv395*7.22E-02; 

 DW035 = rfv2595*4.44E-02; 

 DW045 = rfv2795*3.51E-02; 

 DW0525 = rfv2995*2.09E-02; 

 DW0605 = rfv3195*3.87E-02; 

 DW073 = rfv3395*4.41E-02; 

 DW09 = rfv3595*5.64E-02; 

 DW1125 = rfv3795*6.23E-02; 
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 DW1375 = rfv3995*5.48E-02; 

 DW175 = rfv4195*9.29E-02; 

 DW25 = rfv4395*1.01E-01; 

 DW35 = rfv4595*6.46E-02; 

 DW45 = rfv4795*4.32E-02; 

 DW55 = rfv4995*1.76E-02; 

Sum of the all RUNS 

finalsumED = rfv5095 + rfv895 + rfv1095 + rfv1295 + rfv1495 + rfv1695 + 

rfv1895 + rfv2095 + rfv2295 + rfv495 + rfv2495 + rfv2695+ rfv2895 + rfv3095 + 

rfv3295 + rfv3495 + rfv3695 + rfv3895 + rfv4095 + rfv4295 + rfv4495 + rfv4695 

+ rfv4895; 

finalsumD = rfv5195 + rfv995 + rfv1195 + rfv1395 + rfv1595 + rfv1795 + 

rfv1995 + rfv2195 + rfv2395 + rfv395 + rfv2595 + rfv2795+ rfv2995 + rfv3195 + 

rfv3395 + rfv3595 + rfv3795 + rfv3995 + rfv4195 + rfv4395 + rfv4595 + rfv4795 

+ rfv4995; 

finalsumEEW = EEW00175 + EEW0025 + EEW0035 + EEW0045 + EEW0055 + EEW007 + 

EEW009 + EEW0125 + EEW0175 + EEW025 + EEW035 + EEW045 + EEW0525 + EEW0605 + 

EEW073 + EEW09 + EEW1125 + EEW1375 + EEW175 + EEW25 + EEW35 + EEW45 + EEW55; 

finalsumEW = EW00175 + EW0025 + EW0035 + EW0045 + EW0055 + EW007 + EW009 + 

EW0125 + EW0175 + EW025 + EW035 + EW045 + EW0525 + EW0605 + EW073 + EW09 + 

EW1125 + EW1375 + EW175 + EW25 + EW35 + EW45 + EW55; 

finalsumEDW = EDW00175 + EDW0025 + EDW0035 + EDW0045 + EDW0055 + EDW007 + 

EDW009 + EDW0125 + EDW0175 + EDW025 + EDW035 + EDW045 + EDW0525 + EDW0605 + 

EDW073 + EDW09 + EDW1125 + EDW1375 + EDW175 + EDW25 + EDW35 + EDW45 + EDW55; 

finalsumDW = DW00175 + DW0025 + DW0035 + DW0045 + DW0055 + DW007 + DW009 + 

DW0125 + DW0175 + DW025 + DW035 + DW045 + DW0525 + DW0605 + DW073 + DW09 + 

DW1125 + DW1375 + DW175 + DW25 + DW35 + DW45 + DW55; 

comparing different energy deposit energy in the three different density 

density = fv2998./fv2995; 

sde=reshape (density',1,[]); 

tmpE = finalsumEDW; 

xstart = 2e-9; 

interval = 2e-10; 

xend = 200e-9; 

 

h11 = histogram(tmpE(sde<1.75 & sde>1.25)); 

hold on; 

h13 = histogram(tmpE(sde<1.25)); 
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hold on 

h12 = histogram(tmpE(sde>1.75)); 

hold on 

figure(1);set(h11,'FaceColor',[0 0 0],'EdgeColor',[0 0 

0],'EdgeAlpha',1,'facealpha',1); 

set(h12,'FaceColor',[0 1 1],'EdgeColor',[0 1 

1],'EdgeAlpha',0.5,'facealpha',0.5); 

set(h13,'FaceColor',[1 0 0],'EdgeColor',[1 0 

0],'EdgeAlpha',0.5,'facealpha',0.5); 

hold off; 

 

tmpE_A = sum(tmpE(sde<1.75 & sde>1.25)); 

tmpE_B = sum(tmpE(sde<1.25)); 

tmpE_C = sum(tmpE(sde>1.75)); 

 

tmpE_a_All = tmpE_A/(tmpE_A + tmpE_B+tmpE_C) 

tmpE_b_All = tmpE_B/(tmpE_A + tmpE_B+tmpE_C) 

tmpE_C_All = tmpE_C/(tmpE_A + tmpE_B+tmpE_C) 

 

mean_value = mean(tmpE(sde<1.25)) 
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MATLAB code  
loading all the files 

clear 

files = dir('fv*.asc'); 

numfiles = length(files); 

 

for i=1:numfiles 

    load(files(i).name); 

 

end 

load fvdvh17.txt; 

reshaping the dose 

rfv395=reshape (fv395',1,[]); 

rfv495=reshape (fv495',1,[]); 

rfv895=reshape (fv895',1,[]); 

rfv995=reshape (fv995',1,[]); 

rfv1095=reshape (fv1095',1,[]); 

rfv1195=reshape (fv1195',1,[]); 

rfv1295=reshape (fv1295',1,[]); 

rfv1395=reshape (fv1395',1,[]); 

rfv1495=reshape (fv1495',1,[]); 

rfv1595=reshape (fv1595',1,[]); 

rfv1695=reshape (fv1695',1,[]); 

rfv1795=reshape (fv1795',1,[]); 

rfv1895=reshape (fv1895',1,[]); 

rfv1995=reshape (fv1995',1,[]); 

rfv2095=reshape (fv2095',1,[]); 

rfv2195=reshape (fv2195',1,[]); 

rfv2295=reshape (fv2295',1,[]); 

rfv2395=reshape (fv2395',1,[]); 

rfv2495=reshape (fv2495',1,[]); 

rfv2595=reshape (fv2595',1,[]); 

rfv2695=reshape (fv2695',1,[]); 

rfv2795=reshape (fv2795',1,[]); 

rfv2895=reshape (fv2895',1,[]); 

rfv2995=reshape (fv2995',1,[]); 

rfv3095=reshape (fv3095',1,[]); 

rfv3195=reshape (fv3195',1,[]); 
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rfv3295=reshape (fv3295',1,[]); 

rfv3395=reshape (fv3395',1,[]); 

rfv3495=reshape (fv3495',1,[]); 

rfv3595=reshape (fv3595',1,[]); 

rfv3695=reshape (fv3695',1,[]); 

rfv3795=reshape (fv3795',1,[]); 

rfv3895=reshape (fv3895',1,[]); 

rfv3995=reshape (fv3995',1,[]); 

rfv4095=reshape (fv4095',1,[]); 

rfv4195=reshape (fv4195',1,[]); 

rfv4295=reshape (fv4295',1,[]); 

rfv4395=reshape (fv4395',1,[]); 

rfv4495=reshape (fv4495',1,[]); 

rfv4595=reshape (fv4595',1,[]); 

rfv4695=reshape (fv4695',1,[]); 

rfv4795=reshape (fv4795',1,[]); 

rfv4895=reshape (fv4895',1,[]); 

rfv4995=reshape (fv4995',1,[]); 

rfv5095=reshape (fv5095',1,[]); 

rfv5195=reshape (fv5195',1,[]); 

reshaping the energy 

rfv398=reshape (fv398',1,[]); 

rfv498=reshape (fv498',1,[]); 

rfv898=reshape (fv898',1,[]); 

rfv998=reshape (fv998',1,[]); 

rfv1098=reshape (fv1098',1,[]); 

rfv1198=reshape (fv1198',1,[]); 

rfv1298=reshape (fv1298',1,[]); 

rfv1398=reshape (fv1398',1,[]); 

rfv1498=reshape (fv1498',1,[]); 

rfv1598=reshape (fv1598',1,[]); 

rfv1698=reshape (fv1698',1,[]); 

rfv1798=reshape (fv1798',1,[]); 

rfv1898=reshape (fv1898',1,[]); 

rfv1998=reshape (fv1998',1,[]); 

rfv2098=reshape (fv2098',1,[]); 

rfv2198=reshape (fv2198',1,[]); 

rfv2298=reshape (fv2298',1,[]); 

rfv2398=reshape (fv2398',1,[]); 

rfv2498=reshape (fv2498',1,[]); 
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rfv2598=reshape (fv2598',1,[]); 

rfv2698=reshape (fv2698',1,[]); 

rfv2798=reshape (fv2798',1,[]); 

rfv2898=reshape (fv2898',1,[]); 

rfv2998=reshape (fv2998',1,[]); 

rfv3098=reshape (fv3098',1,[]); 

rfv3198=reshape (fv3198',1,[]); 

rfv3298=reshape (fv3298',1,[]); 

rfv3398=reshape (fv3398',1,[]); 

rfv3498=reshape (fv3498',1,[]); 

rfv3598=reshape (fv3598',1,[]); 

rfv3698=reshape (fv3698',1,[]); 

rfv3798=reshape (fv3798',1,[]); 

rfv3898=reshape (fv3898',1,[]); 

rfv3998=reshape (fv3998',1,[]); 

rfv4098=reshape (fv4098',1,[]); 

rfv4198=reshape (fv4198',1,[]); 

rfv4298=reshape (fv4298',1,[]); 

rfv4398=reshape (fv4398',1,[]); 

rfv4498=reshape (fv4498',1,[]); 

rfv4598=reshape (fv4598',1,[]); 

rfv4698=reshape (fv4698',1,[]); 

rfv4798=reshape (fv4798',1,[]); 

rfv4898=reshape (fv4898',1,[]); 

rfv4998=reshape (fv4998',1,[]); 

rfv5098=reshape (fv5098',1,[]); 

rfv5198=reshape (fv5198',1,[]); 

multi with weighted factor for beam without electrons for Dose bins (MeV) 

 DW0025 = rfv995*5.7; 

 DW0035 = rfv1195*12.34; 

 DW0045 = rfv1395*13.15; 

 DW0055 = rfv1595*12.99; 

 DW007 = rfv1795*26.44; 

 DW009 = rfv1995*27.38; 

 DW0125 = rfv2195*96.36; 

 DW0175 = rfv2395*94.76; 

 DW025 = rfv395*433.3; 

 DW035 = rfv2595*198.99; 

 DW045 = rfv2795*157.4; 

 DW0525 = rfv2995*76.37; 
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 DW0605 = rfv3195*162.82; 

 DW073 = rfv3395*223.69; 

 DW09 = rfv3595*395.75; 

 DW1125 = rfv3795*811.97; 

 DW1375 = rfv3995*276.92; 

 finalsumDW =  DW0025 + DW0035 + DW0045 + DW0055 + DW007 + DW009 + DW0125 + 

DW0175 + DW025 + DW035 + DW045 + DW0525 + DW0605 + DW073 + DW09 + DW1125 + 

DW1375; 

gamma knife 1.33 MeV 

GS0025 = rfv895*5.7; 

GS0035 = rfv1095*12.34; 

GS0045 = rfv1295*13.15; 

GS0055 = rfv1495*12.99; 

GS007 = rfv1695*26.44; 

GS009 = rfv1895*27.38; 

GS0125 = rfv2095*96.36; 

GS0175 = rfv2295*94.76; 

GS025 = rfv495*433.3; 

GS035 = rfv2495*198.99; 

GS045 = rfv2695*157.4; 

GS0525 = rfv2895*76.37; 

GS0605 = rfv3095*162.82; 

GS073 = rfv3295*223.69; 

GS09 = rfv3495*395.75; 

GS1125 = rfv3695*811.97; 

GS1375 = rfv3895*276.92; 

 

finalsumGS =  GS0025 + GS0035 + GS0045 + GS0055 + GS007 + GS009 + GS0125 + 

GS0175 + GS025 + GS035 + GS045 + GS0525 + GS0605 + GS073 + GS09 + GS1125 + 

GS1375 ; 

 

MGS0025 = mean(GS0025); 

MGS0035 = mean(GS0035); 

MGS0045 = mean(GS0045); 

MGS0055 = mean(GS0055); 

MGS007 = mean(GS007); 

MGS009 = mean(GS009); 

MGS0125 = mean(GS0125) ; 

MGS0175 = mean(GS0175); 

MGS025 = mean(GS025); 
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MGS035 = mean(GS035); 

MGS045 = mean(GS045); 

MGS0525 = mean(GS0525); 

MGS0605 = mean(GS0605); 

MGS073 = mean(GS073); 

MGS09 = mean(GS09); 

MGS1125 = mean(GS1125); 

MGS1375 = mean(GS1375); 

MfinalsumGS = mean(finalsumGS); 

 

stdGS0025 = std(GS0025); 

stdGS0035 = std(GS0035); 

stdGS0045 = std(GS0045); 

stdGS0055 = std(GS0055); 

stdGS007 = std(GS007); 

stdGS009 = std(GS009); 

stdGS0125 = std(GS0125) ; 

stdGS0175 = std(GS0175); 

stdGS025 = std(GS025); 

stdGS035 = std(GS035); 

stdGS045 = std(GS045); 

stdGS0525 = std(GS0525); 

stdGS0605 = std(GS0605); 

stdGS073 = std(GS073); 

stdGS09 = std(GS09); 

stdGS1125 = std(GS1125); 

stdGS1375 = std(GS1375); 

stdfinalsumGS = std(finalsumGS); 

 

stepGS0025 = GS0025-MGS0025; 

stepGS0035 = GS0035-MGS0035; 

stepGS0045 = GS0045-MGS0045; 

stepGS0055 = GS0055-MGS0055; 

stepGS007 = GS007-MGS007; 

stepGS009 = GS009-MGS009; 

stepGS0125 = GS0125-MGS0125 ; 

stepGS0175 = GS0175-MGS0175; 

stepGS025 = GS025-MGS025; 

stepGS035 = GS035-MGS035; 

stepGS045 = GS045-MGS045; 

stepGS0525 = GS0525-MGS0525; 
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stepGS0605 = GS0605-MGS0605; 

stepGS073 = GS073-MGS073; 

stepGS09 = GS09-MGS09; 

stepGS1125 = GS1125-MGS1125; 

stepGS1375 = GS1375-MGS1375; 

stepfinalsumGS = finalsumGS-MfinalsumGS; 

 

zscoreGS0025 = (stepGS0025/stdGS0025) ; 

zscoreGS0035 = (stepGS0035/stdGS0035); 

zscoreGS0045 = (stepGS0045/stdGS0045); 

zscoreGS0055 = (stepGS0055/stdGS0055); 

zscoreGS007 = (stepGS007/stdGS007); 

zscoreGS009 = (stepGS009/stdGS009); 

zscoreGS0125 = (stepGS0125/stdGS0125); 

zscoreGS0175 = (stepGS0175/stdGS0175); 

zscoreGS025 = (stepGS025/stdGS025); 

zscoreGS035 = (stepGS035/stdGS035); 

zscoreGS045 = (stepGS045/stdGS045); 

zscoreGS0525 = (stepGS0525/stdGS0525); 

zscoreGS0605 = (stepGS0605/stdGS0605); 

zscoreGS073 = (stepGS073/stdGS073); 

zscoreGS09 = (stepGS09/stdGS09); 

zscoreGS1125 = (stepGS1125/stdGS1125); 

zscoreGS1375 = (stepGS1375/stdGS1375); 

zscorefinalsumGS = (stepfinalsumGS/stdfinalsumGS); 

 

density = fv2998./fv2995; 

sde=reshape (density',1,[]); 

tmpE = finalsumGS; 

xstart = 2e-9; 

interval = 2e-10; 

xend = 200e-9; 

 

h11 = histogram(tmpE(sde<1.75 & sde>1.25)); 

hold on; 

h13 = histogram(tmpE(sde<1.25)); 

hold on 

h12 = histogram(tmpE(sde>1.75)); 

hold on 

figure(1);set(h11,'FaceColor',[0 0 0],'EdgeColor',[0 0 

0],'EdgeAlpha',1,'facealpha',1); 
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set(h12,'FaceColor',[0 1 1],'EdgeColor',[0 1 

1],'EdgeAlpha',0.5,'facealpha',0.5); 

set(h13,'FaceColor',[1 0 0],'EdgeColor',[1 0 

0],'EdgeAlpha',0.5,'facealpha',0.5); 

hold off; 

 

tmpE_A = sum(tmpE(sde<1.75 & sde>1.25)); 

tmpE_B = sum(tmpE(sde<1.25)); 

tmpE_C = sum(tmpE(sde>1.75)); 

 

tmpE_a_All = tmpE_A/(tmpE_A + tmpE_B+tmpE_C) 

tmpE_b_All = tmpE_B/(tmpE_A + tmpE_B+tmpE_C) 

tmpE_C_All = tmpE_C/(tmpE_A + tmpE_B+tmpE_C) 

 

 

 

 

xstart = -2e-9; 

interval = 1e-13; 

xend = 2e-9; 

h3 = histogram(zscorefinalsumGS,xstart:interval:xend); 

hold on 

h4 = histogram(zscoreGS025,xstart:interval:xend); 

hold on 

h5 = histogram(zscoreGS0525,xstart:interval:xend); 

hold on 

h6 = histogram(zscoreGS1125,xstart:interval:xend); 

hold on 

h7 = histogram(zscoreGS073,xstart:interval:xend); 

hold on 

h8 = histogram(zscoreGS009,xstart:interval:xend); 

hold on 

h9 = histogram(zscoreGS0025,xstart:interval:xend); 

hold on 

set(h3,'FaceColor',[0 0 

0],'EdgeColor','none','EdgeAlpha',0.3,'facealpha',0.5) 

set(h4,'FaceColor',[1 0 

1],'EdgeColor','none','EdgeAlpha',0.3,'facealpha',0.5) 

set(h5,'FaceColor',[0 0 

1],'EdgeColor','none','EdgeAlpha',0.3,'facealpha',0.5) 
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set(h6,'FaceColor',[1 1 

0],'EdgeColor','none','EdgeAlpha',0.3,'facealpha',0.5) 

set(h7,'FaceColor',[1 0 

1],'EdgeColor','none','EdgeAlpha',0.3,'facealpha',0.5) 

set(h8,'FaceColor',[0 1 

1],'EdgeColor','none','EdgeAlpha',0.3,'facealpha',0.5) 

set(h9,'FaceColor',[0 1 

0],'EdgeColor','none','EdgeAlpha',0.3,'facealpha',0.5) 

hold off 

 

 

DVH 

load VS45.txt 

DVH = VS45; 

plot (DVH(:,3),DVH(:,4)); % DVH of the treatment plan 

gp17=gradient(DVH(:,4)); 

figure; plot (DVH(:,3),-gp17); 

 

meann=  sum(DVH(:,3).*-gp17)/sum(-gp17); 

[h r]=hist(finalsumGS./finalsumDW*meann,0:0.2:120); 

plot (r,h/9131020) 

hold on 

plot (DVH(:,3),-gp17/100); 

c = conv(-gp17/100,h/9131020); 

figure; plot (-meann:0.2:((length(c)-1)*0.2-meann),c) 

figure ; plot(r,sum(h)-cumsum(h)) 

 

 

plot (DVH(:,3),DVH(:,4)/100); 

hold on 

plot(-meann:0.2:((length(c)-1)*0.2-meann),sum(c)-cumsum(c)) 
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