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ChatGPT performance on multiple choice question 
examinations in higher education. A pragmatic  
scoping review

Philip Newton    and Maira Xiromeriti 

swansea university medical school, swansea university, swansea, uK

ABSTRACT
Media coverage suggests that ChatGPT can pass examinations based on 
multiple choice questions (MCQs), including those used to qualify doc-
tors, lawyers, scientists etc. This poses a potential risk to the integrity of 
those examinations. We reviewed current research evidence regarding 
the performance of ChatGPT on MCQ-based examinations in higher edu-
cation, along with recommendations for how educators might address 
challenges and benefits arising from these data. 53 studies were included, 
covering 114 question sets, totalling 49014 MCQs. Free versions of 
ChatGPT based upon GPT-3/3.5 performed better than random guessing 
but failed most examinations, performing significantly worse than the 
average human student. GPT-4 passed most examinations with a perfor-
mance that was on a par with human subjects. These findings indicate 
that all summative MCQ-based assessments should be conducted under 
secure conditions with restricted access to ChatGPT and similar tools, par-
ticularly those examinations which assess foundational knowledge.

Introduction

If a university cannot provide a reasonable guarantee that an assessment measures the learning 
of a named student, then the basic legitimacy of that university is undermined. Many assess-
ments use multiple choice questions (MCQs), where students are presented with a problem sce-
nario and are asked to select the single best answer from 4-5 options. MCQs are objective, having 
a correct answer, which can be revealed immediately if desired, thus giving instant feedback on 
learning to students and educators. MCQs can offer a broad coverage of the curriculum and, if 
written appropriately, can assess higher order learning (Newton 2023a), and so are used for pro-
fessional licensing examinations for doctors, lawyers, social workers and others.

ChatGPT is an artificial intelligence (AI) ‘chatbot’, whose underlying architecture is a large lan-
guage model (LLM) known as a generative pre-trained transformer (GPT). At time of writing 
(November 2023) a free version of ChatGPT uses a GPT called ‘GPT3.5′ which is an updated ver-
sion of GPT3 (OpenAI 2023a). An updated subscription-only version of ChatGPT running GPT-4 
was released in March 2023 (OpenAI 2023b). Henceforth, versions of ChatGPT running GPT-4 will 
be referred to as ChatGPT(4), earlier versions as ChatGPT(3).
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Early indications are that ChatGPT will significantly disrupt education systems (Farazouli et  al. 
2023). Initial media reports suggested that ChatGPT(3) could pass university MCQ-based examina-
tions in law, medicine and business (e.g. Hammer 2023). This raised concerns about the fraudu-
lent use of ChatGPT to complete MCQ-based examinations, particularly online examinations, 
which are already subject to significant misconduct (Newton and Essex 2023).

These concerns were heightened when OpenAI released ChatGPT(4). The accompanying techni-
cal document appeared to show a significant improvement on standardized tests in USA post-16 
education, most of which are based upon MCQs (OpenAI 2023b). However, the findings have been 
criticized for a lack of transparency, and a potential contamination of the test materials with ques-
tions that could have been found in the ChatGPT training materials (Narayanan and Kapoor 2023).

This uncertainty over the power of ChatGPT, and the potential implications, has been reflected 
in extremes of media coverage. Some have warned of a forthcoming ‘apocalypse’ in assessment 
(Mollick 2023), while others propose that the concerns are largely unfounded and that ChatGPT 
represents more opportunities than threats (Ceres 2023). This disparity reflects an urgent need to 
fully understand the performance of ChatGPT on existing assessments.

A scoping review is a broad exploratory approach, aimed at quickly characterizing and under-
standing a new field (Tricco et  al. 2018). We used the pragmatic research paradigm to inform the 
design and execution of a scoping review. Pragmatic research prioritises findings which are of 
practical use, and the asking of research questions designed to generate such findings (Kaushik 
and Walsh 2019), which are then more relevant when generating evidence-based policy (Newton, 
Da Silva and Berry 2020). Here we are interested in the performance of ChatGPT on assessments 
in higher education, from the perspective of future assessment design. Given the novelty of the 
topic, the speed with which it is developing and the proposed ‘assessment apocalypse’, we also 
analysed the broader perspective of the authors of the reviewed studies, since they will have had 
the chance to critically reflect on the implications of their findings.

This scoping review addresses the following research questions:

1. How does ChatGPT perform on MCQ-based examinations in higher education, including

a. Is there a difference in the performance of ChatGPT(3) and ChatGPT(4)?
b. Comparison to the pass-mark
c. Comparison to the average human student

2. How can we mitigate the challenges to assessment security posed by ChatGPT?
3. How can we harness the positive potential of ChatGPT for higher education?

Methods

The study was conducted according to the PRISMA-extension protocol for scoping reviews (Tricco 
et  al. 2018).

Information sources and search strategy

ChatGPT is a very new research topic; our research questions did not exist in November 2022. 
The average time to publish an academic paper is over a year (Björk and Solomon 2013) and so 
the majority of the research on ChatGPT is currently available only as preprints. We used Google 
Scholar to identify relevant papers, since it provides the broadest coverage of preprints and the 
earliest indication of papers citing them (Haddaway et  al. 2015; Wang, Glänzel and Chen 2020). 
Unfortunately, the limited user-interface for Google Scholar means it is not currently possible to 
report metrics that might be available from traditional academic databases, such as the numbers 
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of unique search results returned from each term, although the numbers were generally low 
given the novelty of the topic.

The following search terms were used; ‘ChatGPT’ AND ‘MCQ’, ‘ChatGPT’ AND ‘multiple choice’, 
‘ChatGPT’ AND ‘exam’, ‘ChatGPT’ AND ‘examination’, ‘ChatGPT’ AND ‘single best answer’. Searching 
was undertaken by both authors. We also searched the reference lists of included papers, and for 
papers citing included papers. Searches were conducted up until July 20 2023 and results were 
identified manually by scrolling through all search results.

Inclusion criteria

•	 Tested ChatGPT using MCQs in a summative assessment, meaning that the results carry 
course credit and/or are used for qualification/admissions decisions. These could be 
in-person or online examinations, proctored or unproctored.

•	 higher education or above
•	 study published in English language, although the examination itself may be in a different 

language
•	 zero-shot testing (i.e. copying the question verbatim into ChatGPT with no extra prompts)

Data charting process; quantitative data

All quantitative data were extracted by one author (PN). A majority of the extraction (covering 
57.7% of items) was checked by a second author (MX). No discrepancies were found.

Quantitative data items
Where possible the following items were extracted for each iteration of each examination.

•	 Sample size. Number of questions tested.
•	 ChatGPT performance. Number/percentage of questions answered correctly by ChatGPT.
•	 Pass Mark. The mark required for a human student to achieve a ‘pass’. If no pass mark 

was reported, then we attempted to identify it from external sources as reported in S1.
•	 Human Performance. The average and percentiles range of scores achieved by human 

examinees. One study (Wood et  al. 2023) included a range of different question formats 
from a dataset of over 27000 items from multiple examinations: >80% of these were 
MCQs (N = 22004), but student performance was not broken down by question format, 
and so the average score across all assessment types (76.7%) was used. For calculating 
Biomedical Admissions Test (BMAT) percentiles, we used the conversion table published 
by Medify (2023), and then approximated percentiles from the BMAT website (Cambridge 
Admissions 2021)

•	 Language of testing. Unless otherwise specified this was recorded as ‘English’.
•	 Year the questions were published/generated
•	 Contamination check. We determined whether study authors took steps to ensure that 

the MCQs evaluated in their study were not part of the ChatGPT training materials. This 
could include writing de novo questions, providing assurances that the test questions 
were not in the public domain prior to Sept 2021, or directly testing for contamination 
using a memorization effects levenshtein detector (MELD) test (Nori et  al. 2023), wherein 
each test item is split in half, with ChatGPT shown the first half and then asked to gen-
erate the second half itself. The generated second half is then compared to the original 
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second half. High similarity scores are indicative of the test content having been in the 
training materials. Studies were default scored as ‘no’ if they did not report such steps 
and/or where their questions were in the public domain prior to Sept 2021.

Summary measures
We are not aware of any previous reviews on this topic and so these measures were agreed 
between the authors and informal discussions with colleagues. We calculated the performance of 
ChatGPT, expressed as (a) the percentage of questions answered correctly, (b) the average of the 
percentage correct, from each study (c) the mean difference between the score of ChatGPT and 
the pass mark, (d) the mean difference between the score obtained by ChatGPT and that scored 
by the average human, and (e) the average percentile achieved by ChatGPT.

Synthesis and analysis of quantitative data
Data were tested for normal distribution using a Kolmogorov-Smirnov test prior to analysis. 
Non-parametric analyses were used if data were not normally distributed. Data are reported as 
mean ± standard error. Effect sizes are reported as Cohen’s d. To compare the performance of 
ChatGPT to the pass mark for an examination, and to the average human mark, the distribution 
of difference scores was compared to a hypothetical median of zero using a one-sample Wilcoxon 
signed-rank test. A significant finding indicates that ChatGPT on average is better (where the sum 
of rank is positive) or worse (where the sum of ranks is negative) than the human pass mark/
average performance. Analysis of a particular metric was made only on the basis of the exam-
inations which reported that metric. The numbers of examinations included in a particular anal-
ysis is reported in the relevant results section. All findings were considered significant where 
p < 0.05.

Data charting and analysis; qualitative data

These were analysed using the principles of top-down thematic analysis (Braun and Clarke 2006), 
with a pragmatic focus aimed at identifying useful recommendations for practitioners, as in sim-
ilar work (Marano et  al. 2023). Each paper was analysed for recommendations, based upon 
Research Questions 2 and 3. These recommendations could be explicit or implied. A list of rec-
ommendations was made for each paper by one author (MX). These lists were then analysed for 
common themes and summarized into generalisable recommendations. Both the initial lists and 
the summary recommendations were reviewed, discussed and agreed with the second author 
(PN) who had independently read the reviewed papers.

Results

Summary of study characteristics

114 examinations were identified from 53 studies, totalling 49014 MCQs. Seven different lan-
guages were represented although most were in English (85 examinations). The majority of the 
examinations were from medical subjects, including postgraduate specialty/board examinations 
(21), medical licensing examinations (33), medical school admissions examinations (14), medical 
pharmacology (1), pharmacy (4), cardiac life support (4), medical parasitology (1), dentistry (1) 
and anatomy (1). Other disciplines were law (8), computer science (3), economics (2), business (1), 
mathematics (6), ‘thinking skills’ (3), physics (2), chemistry (1), engineering (3), social work (3) and 
accounting (2). A summary of the reviewed studies and key raw data is in Table 1. Full details 



ASSESSMENT & EvALUATION IN HIGHER EDUCATION 5

extracted date are in supplementary material S1. For full bibliographic information of included 
studies see supplementary material S2.

Research question 1a. ChatGPT performance
ChatGPT(3) was tested on 48596 items, answering 26068 (53.6%) correctly. ChatGPT(4) was tested 
on 19280 items, answering 14480 (75.1%) correctly. Studies which compared both versions used 
a total of 18862 items, of which ChatGPT(3) answered 49.5% correctly, while ChatGPT(4) answered 
75.5% correctly. ChatGPT(4) outperformed ChatGPT(3) on every comparison study, by an average 
of 25.0 ± 1.2 percentage points. A paired t-test on the examinations which tested both versions 
showed that this difference was significant (t(35) = 20.89, p < 0.0001) with a substantial effect size 
(d = 3.1) (Figure 1).

Research question 1b. Comparison of ChatGPT to pass mark
ChatGPT(3) achieved a passing mark on 13/64 examinations (20.3%). ChatGPT(4) achieved a pass-
ing mark on 26/28 examinations (92.9%). For ChatGPT(3) the mean difference score was −11.0 ± 1.6 
percentage points (W= −1273, p < 0.0001). For ChatGPT(4) this figure was 7.9 ± 1.5 (W = 332, 
p < 0.0001). The distribution of difference scores is shown in Figure 2.

Research question 1c. Comparison of ChatGPT to human examinees

ChatGPT(3) surpassed the mean score of human students on 5/46 examinations (10.9%), with a 
mean difference score of −20.7 ± 2.8% (W= −953, p < 0.0001). For ChatGPT(4) this figure was 7/20 
(35%), with a mean difference of −4.8 ± 3.2 (W = −152, p = 0.0808), although most fails (compared 
to humans) were from the same study. The distribution of difference scores is shown in Figure 3. 
For ChatGPT(3) the average percentile was 26.8 ± 5.5 (N = 27), whereas for ChatGPT(4) the average 
percentile was 81.5 ± 10.3 (N = 4).

Evidence that test materials were present in the training materials?

Only 28/114 (24.6%) analyses, from 15 studies, reported steps to ensure that their MCQs were not 
part of the ChatGPT training data. Most of these used ChatGPT(3). A Mann-Whitney U-test 
showed there was no difference in the mean performance of ChatGPT(3) in these studies 
(56.21 ± 2.4) compared to studies which did not take any steps (51.44 ± 1.9) (U = 1010, p = 0.3046).

Research question 2; How can we mitigate the challenges to assessment security posed 
by ChatGPT?

Most studies expressed concerns about how ChatGPT can be used to cheat, particularly in unsu-
pervised assessments. Specific recommendations were:

a. Stop using summative online assessments unless they are efficiently monitored. various sug-
gestions were made about how to achieve this, including large-scale phasing out of 
online assessments and moving back to in-person formats, including oral presentations 
(Ali et  al. 2023; Wood et  al. 2023).

b. Further development and use of detection tools to identify AI generated text. Many studies 
recognized that the routine use of these tools requires further research to optimize their 
validity and precision due to concerns about their accuracy (Ali et  al. 2023; Kortemeyer 
2023; Pursnani, Sermet and Demir 2023; Wood et  al. 2023).

https://doi.org/10.1080/02602938.2023.2299059
https://doi.org/10.1080/02602938.2023.2299059
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c. Use ‘higher order’ questions, with images. Many studies proposed that ChatGPT struggles 
with higher order questions and yet does well with simple factual recall (Ali et  al. 2023; 
Al-Shakarchi and Haq 2023; Choi 2023; Cuthbert and Simpson 2023; Friederichs, Friederichs 
and März 2023; Geerling et  al. 2023; Huynh et  al. 2023; Wang, Shen and Chen 2023; Wood 
et  al. 2023).

d. Promote Academic Integrity. With a focus on promoting the learning aspects, now and in 
future professional environments, rather than concentrating on cheating (Kortemeyer 
2023)

Research question 3: how can we harness the positive potential of ChatGPT for higher 
education?

There was widespread recognition that LLMs have the potential to aid the educational process, 
but that more research is necessary, in particular on their power and accuracy. Specific recom-
mendations included:

a. Study Tool. ChatGPT could be used by students as a study tool, complementary to tradi-
tional learning, and also as a revision aid when preparing for examinations (Liu et  al. 
2023). This included speculation that the technology could prepare personalised revision 
schedules and extra practice material (Pursnani, Sermet and Demir 2023). Students could 
ask ChatGPT to explain the answers it gives, and generate practice test questions 
(Bommineni et  al. 2023; Cuthbert and Simpson 2023; Friederichs, Friederichs and März 
2023; Fijačko et  al. 2023; Kung et  al. 2023)

b. Teaching Assistant. ChatGPT could be used both in-real time when teaching and also 
during the preparation process (Naser et  al. 2023; West 2023). Academics could also gen-
erate practice material and update their course content (West 2023), or even use ChatGPT 
as a facilitator in small group learning (Gilson et  al. 2022). There was caution that ChatGPT 
could only complement, rather than replace, human instructors (Teebagy et  al. 2023).

c. Test Subject. ChatGPT(4) can aid in the testing of the validity and fairness of standardised 
examinations and provide useful feedback, by acting as a mock student (Passby, Jenko 

Figure 1. raw test scores of chatgPt(3) vs chatgPt(4) from studies which directly tested both. *= p < 0.005 (paired t-test).
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Figure 2. difference between chatgPt performance and passing score. data are normalised to the pass mark, which varies 
between examinations. thus, where chatgPt scored below the pass mark, the data points are to the left of the central line 
at zero. Where chatgPt exceeded the pass mark, data points are to the right. not all studies tested both versions of chatgPt.
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Figure 3. difference between chatgPt performance and the average human score. data are normalised to the average score 
achieved by human test takers, which varies between examinations. thus where chatgPt scored below the mark achieved 
by humans, the data points are to the left of the central line at zero. Where chatgPt scored higher, data points are to the 
right. not all studies tested both versions of chatgPt.
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and Wernham 2023). This is supported by some studies showing that ChatGPT struggled 
to correctly answer questions that are also challenging for humans (Antaki et  al. 2023; 
Friederichs, Friederichs and März 2023; Kasai et  al. 2023).

d. Educating students. These recommendations included developing and understanding of 
the risks and ethical implications of using ChatGPT for academic work, generally, as well 
as with a specific focus on academic integrity (Kortemeyer 2023; Pursnani, Sermet and 
Demir 2023; victor et  al. 2023).

e. Share best/emerging practice about the uses of LLMs in education (Ali et  al. 2023; Giannos 
2023).

f. Further mapping and development of ChatGPT. Many studies expressed cautious optimism, 
particularly those from the clinical field (Ali et  al. 2023; Antaki et  al. 2023; Cuthbert and 
Simpson 2023), with specific clarity needed on liability when using ChatGPT (Antaki et  al. 
2023; Carrasco et  al. 2023) and the need to develop standards for ethical use (Liu et  al. 
2023; Passby, Jenko and Wernham 2023). One study suggested that future iterations and 
applications of the technology could include an ‘indicator of uncertainty’ to aid with clin-
ical decision-making when using ChatGPT (Thirunavukarasu 2023), since ChatGPT cur-
rently does not indicate how confident it is in an answer, and does not appear to have 
‘insight’ into its own limitations. These features are a cause for concern when considering 
the educational use of ChatGPT, especially in clinical settings (Cuthbert and Simpson 
2023; Friederichs, Friederichs and März 2023).

Discussion

Summary of evidence

Older/free versions of ChatGPT based on GPT3 or GPT3.5 failed most examinations and under-
performed compared to the average student, but still answered approximately half the questions 
correctly. ChatGPT(4) performed significantly better, passing most examinations. These findings 
have serious implications for the use of current MCQ-based assessments in higher education. In 
particular they provide clear evidence that unproctored online examinations are no longer a 
meaningful summative assessment method, in contrast to recent findings from research con-
ducted before the emergence of ChatGPT (Chan and Ahn 2023; Newton 2023b).

Limitations

This is a review of studies whose research questions were not plausible just a few months ago, 
and for which there is not currently established best-practice. One potential future example of 
good practice is to distinguish between the performance of LLM tools on questions which are 
de novo versus those which were present in the training data, or which are linguistically very 
similar. The distinction is important from a basic perspective because it, at least simplistically, 
represents the difference between ‘reasoning’ and simply reproducing an answer via memoriza-
tion. We found no evidence of reduced performance on de novo questions, supporting studies 
which conclude that ChatGPT is not simply regurgitating findings from its training materials 
(Freedman and Nappier 2023; Nori et  al. 2023; OpenAI 2023b).

There is an important pragmatic consideration here as well. If ChatGPT showed reduced per-
formance on de novo questions, then theoretically one way to increase the security of examina-
tions might be to generate a completely new set of questions for each sitting of the examination. 
However, from a pragmatic perspective this seems problematic. ChatGPT is not simply 
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regurgitating verbatim content from its training materials. Instead, it has been designed to 
demonstrate ‘contextual understanding’ meaning that it recognises similar patterns of language. 
Thus, even a completely de novo question would be easily answered if a question addressing the 
same learning outcome had been part of the training materials. Most higher education courses 
include core concepts and some use a specified curriculum. There are only so many ways in 
which questions on these topics can be asked, and by prioritising the use of novel language in 
the construction of every question it seems likely that many important aspects of item creation 
will be lost.

Many early studies proposed designing MCQ items that are harder for ChatGPT to answer. A 
feature stated by numerous papers was that ChatGPT performed better on recall/memorisation 
questions which assess factual knowledge, when compared to higher order questions which 
assess problem solving or transfer of knowledge (Ali et  al. 2023; Al-Shakarchi and Haq 2023; Choi 
2023; Cuthbert and Simpson 2023; Friederichs, Friederichs and März 2023; Geerling et  al. 2023; 
Huynh et  al. 2023; Wang, Shen and Chen 2023; Wood et  al. 2023). This pattern was reflected in 
some studies where ChatGPT substantially outperformed the average human; the sample MCQs 
were of a ‘lower order’ type (Geerling et  al. 2023; Giunti et  al. 2023; Talan and Kalinkara 2023). 
However the much-improved performance of ChatGPT(4) seems to have quashed the idea that 
ChatGPT can be thwarted by the use of ‘higher order’ questions, particularly given its perfor-
mance on examinations used for medical licensing and postgraduate medical qualifications. 
These MCQs are specifically designed to assess higher order learning and problem solving, and 
are written to a very high standard (Billings et  al. 2020). Thus, it seems futile to try and ‘outwit’ 
ChatGPT by designing examination questions which it cannot answer, especially given that the 
models will likely improve.

Instead, we need to find other ways to mitigate the challenges to academic integrity posed 
by ChatGPT. One approach is to eliminate closed-book examinations and instead allow students 
access to ChatGPT, thus making assessment more of an authentic reflection of the real-world, 
since graduates are likely to be using these tools in their future jobs. However, foundational, 
basic knowledge is essential (Willingham 2006); it is the basis by which a graduate would know 
what to ask ChatGPT. Thus, assessments of foundational knowledge need to be undertaken 
securely, without access to ChatGPT or related tools. This does not necessarily mean in-person 
traditional examinations; it can include practical assessments, skills and presentations, vivas etc, 
as long as they are ‘in-person’, real time and proctored/invigilated.

Two studies were unconcerned about the impact of ChatGPT on academic integrity (Alberts 
et  al. 2023; Thirunavukarasu 2023). ChatGPT showed modest performance in these studies, but 
both these studies utilized ChatGPT(3) and it is highly likely that ChatGPT(4) would show an 
improved performance. Even the seemingly modest performance of ChatGPT(3) is a significant 
cause for concern. For example, consider a struggling student who can correctly answer (without 
ChatGPT) only 40 questions on a 200-item examination. The data suggests that, using ChatGPT, 
they could correctly answer ~40% of the remainder (=64), substantially improving their score 
from 20% to 52%. It seems reasonable to conclude, based on the studies reviewed here, that a 
struggling student will almost certainly improve their score substantially if using ChatGPT in an 
unauthorized way.

Thus, we need to improve the security of assessments based on MCQs. An obvious common 
use of MCQs, to which ChatGPT is a threat, is in online examinations, where misconduct was 
already high before ChatGPT (Newton and Essex 2023). ChatGPT offers a more powerful, accurate 
tool to students when compared to simply searching the internet (Schultz et  al. 2022). A more 
nuanced terminology and practice is needed, for example where ChatGPT is considered as a 
standalone tool (Dawson, Nicola-Richmond, and Partridge 2023). One oft-cited approach to 
increasing the security of online examinations is to use some form of remote monitoring system, 
but there are currently substantial challenges with the student experience of these systems, with 
students reporting concerns about fairness, technology, access and anxiety (Marano et  al. 2023).
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Some studies suggested that ChatGPT would perform worse in examinations that were not 
developed in English (Kaneda et  al. 2023; Liu et  al. 2023), and one concluded that If the exam is 
given in English, ChatGPT scores 10.4% higher than if it is given in a different language (Wood et  al. 
2023), but this study included a range of different question formats and the language effect was 
not broken down by format. English-language results dominated the examinations we reviewed. 
The next largest representation was Japanese with 15 examinations, but these were all from the 
same discipline (Medical Licensing). More work is needed to understand the role of language in 
the performance of ChatGPT on MCQs.

There is also a need to evaluate the performance of other LLM-based chatbots, including 
those developed in other languages. At the time of writing (November 2023) a number of other 
systems are available or in development, and these can now be ‘customised’ to produce chatbots 
that are designed for specific tasks, for example a ‘ChatDoctor’ based on a fine-tuned version of 
the LLaMA LLM from Meta, the owners of Facebook (Li et  al. 2023). It seems reasonable, based 
on the evidence and trajectory to date, to propose that all models will be improved.

Conclusion

ChatGPT is a serious threat to the use of MCQ-based assessments, which should now either (a) 
incorporate student use of LLMs into their design or (b) be in-person and invigilated. LLM-based 
Chatbots offer considerable opportunity for the future of higher education, but these challenges to 
academic integrity are here now, and pose a very substantial threat which must be addressed first.
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