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Abstract

Quantitative risk assessments of chemicals are routinely performed using in vivo

data from rodents; however, there is growing recognition that non-animal

approaches can be human-relevant alternatives. There is an urgent need to build

confidence in non-animal alternatives given the international support to reduce

the use of animals in toxicity testing where possible. In order for scientists and risk

assessors to prepare for this paradigm shift in toxicity assessment, standardization

and consensus on in vitro testing strategies and data interpretation will need to be

established. To address this issue, an Expert Working Group (EWG) of the 8th

International Workshop on Genotoxicity Testing (IWGT) evaluated the utility of

quantitative in vitro genotoxicity concentration-response data for risk assess-

ment. The EWG first evaluated available in vitro methodologies and then exam-

ined the variability and maximal response of in vitro tests to estimate biologically

relevant values for the critical effect sizes considered adverse or unacceptable.

Next, the EWG reviewed the approaches and computational models employed to
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provide human-relevant dose context to in vitro data. Lastly, the EWG evaluated

risk assessment applications for which in vitro data are ready for use and applica-

tions where further work is required. The EWG concluded that in vitro genotoxi-

city concentration-response data can be interpreted in a risk assessment context.

However, prior to routine use in regulatory settings, further research will be

required to address the remaining uncertainties and limitations.
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1 | INTRODUCTION

A group of experts representing academia, government, and the

private sector met in Ottawa, Canada (August 23–26, 2022) for the

8th International Workshop on Genotoxicity Testing (IWGT).

One of the IWGT Expert Working Groups (EWGs) focused on Geno-

toxicity Dose–Response Analyses for Potency Comparisons and

Risk Assessment. This EWG was divided into four subgroups collec-

tively addressing several complementary topics: (1) Quantitative

Dose–response Analysis & the Benchmark Dose (BMD) Approach;

(2) Interpretation of In Vivo Dose–response Data for Risk Assess-

ment and Regulatory Decision-making; (3) Interpretation of In Vitro

Concentration-response Data for Risk Assessment and Regulatory

Decision-making; and (4) Effect Severity and Interpretation of

Genetic Toxicity Dose–response Data in a Human Health Context.

This report discusses the outcomes of Subgroup 3 discussions,

which focussed on critically evaluating the use of in vitro genotoxi-

city concentration-response data for risk assessment and regulatory

decision-making.

The aim of Subgroup 3 was the discussion of various topics

related to the development and use of an in vitro-dominant testing

strategy for genotoxicity assessment; moreover, an evaluation regard-

ing the utility of approaches for quantitative interpretation of in vitro

concentration-response data for risk assessment and regulatory

decision-making. The topics addressed included:

1. Mammalian assays for in vitro genotoxicity assessment.

2. Strategies for quantitative interpretation of in vitro concentration-

response data, that is, PoD (point of departure) determination.

3. Toxicokinetic models to support interpretation of in vitro

concentration-response data in an in vivo context.

4. Advanced in vitro systems for genotoxicity assessment.

5. Uncertainties and limitations associated with interpretation of

in vitro concentration-response data in an in vivo context.

6. The utility of in vitro concentration-response data for human

health risk assessment and regulatory decision-making.

After discussing the current state of knowledge, and research

priorities for the development of risk assessment strategies

based on quantitative interpretation of in vitro genotoxicity

concentration-response data, the EWG achieved consensus on

five key statements, presented below, regarding the utility of

in vitro genotoxicity assessment systems for human health risk

assessment.

2 | BACKGROUND

Historically, in vitro assays have played a major role in the identifica-

tion of genotoxic hazards. To this day, the Salmonella reverse muta-

tion assay (Ames test), first developed in the 1970s (Ames

et al., 1973b), is among the most commonly used assays for genotoxi-

city assessment. However, in vitro genotoxicity assays have been

used predominately for hazard identification of a compound as geno-

toxic or non-genotoxic, rather than for hazard assessment (where a

PoD is derived) and/or risk assessment (where a PoD is compared to

exposure levels) via quantitative interpretation of concentration-

response data (White et al., 2020). Recent technological

2 BEAL ET AL.

 10982280, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/em

.22582 by Sw
ansea U

niversity, W
iley O

nline L
ibrary on [09/04/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

mailto:marc.beal@hc-sc.gc.ca


advancements are now enabling the development and commercializa-

tion of higher-throughput and/or higher-content in vitro mammalian

cell assays for genotoxicity assessment (Pfuhler et al., 2020; Wang

et al., 2021). These assays are based on novel technologies that can

support hazard and/or risk assessment without the use of animals.

With the increased throughput, most in vitro assays allow for the test-

ing of a broad concentration range, and the higher-content format

provides mechanistic insight into a chemical's mode-of-action (MOA).

Moreover, advancements in computational toxicology can be paired

with in vitro results to quantitatively determine robust PoD estimates

that can be interpreted in a human health context (Beal et al., 2021;

Paul Friedman et al., 2020). Given that genotoxicity is increasingly

being recognized as a bona fide toxicological endpoint (Heflich

et al., 2020), these combined advancements provide a tremendous

opportunity to develop an in vitro-dominant (i.e., animal-free) testing

strategy for risk assessment of genotoxic chemicals.

In recent years, there has been an international shift away from

animal toxicity testing, and as a result, the global scientific community

has been working to develop robust non-animal alternative test

methods. These alternatives to animal toxicity tests are often referred

to as new approach methodologies (NAMs), which are broadly defined

as any technology, method, and/or approach that can provide chemi-

cal toxicological information without the use of animals (ECHA, 2016;

Stucki et al., 2022; US EPA, 2018). NAMs include in vitro toxicity

assays as well as in silico prediction models. By this definition, NAMs

are not new to genotoxicity assessment considering that several in

vitro genotoxicity assays have Organisation for Economic Co-opera-

tion and Development (OECD) Test Guidelines (TGs; e.g., OECD TGs

473, 476, 487, and 490) (World Health Organization, 2020). In fact,

the manuscripts first describing the Ames/Salmonella mutation assay

(OECD TG 471) were published five decades ago (Ames et al., 1972a;

Ames et al., 1972b; Ames et al., 1973a; Ames et al., 1973b). Further-

more, there are several quantitative structure–activity relationship

models that exist for predicting chemicals with genotoxic potential

(Hasselgren et al., 2019). Thus, in vitro assays and other NAMs have

been a component of regulatory genotoxicity assessment for decades.

There have been several regulatory triggers for alternatives to ani-

mal tests. The earliest trigger came in 2003 when the 7th amendment

to the European Union's Cosmetics Directive was adopted (Adler

et al., 2011). This amendment set forth an immediate end to animal test-

ing for cosmetic products entering the European Union marketplace.

Furthermore, it also stipulated a ban by early 2009 on animal testing for

cosmetic ingredients, with few exceptions for more complex toxicologi-

cal endpoints. More recently, there have been additional efforts in

North America to reduce the reliance on animal data for toxicity assess-

ment. The U.S. Environmental Protection Agency has committed to a

reduction and eventual elimination of toxicity testing using animals

(Grimm, 2019) and the Canadian federal government is pursuing similar

targets (Government of Canada, 2023). Furthermore, the U.S. Food and

Drug Administration is encouraging the use of scientifically valid non-

animal alternative test methods in regulatory submissions (FDA, 2017).

Thus, there is a strong desire to design and deploy animal-alternative

testing platforms that provide high-quality data across all toxicological

endpoints, and there is an urgent need for consensus on how to quanti-

tatively employ animal-free data for human health risk assessments.

3 | MAMMALIAN ASSAYS FOR IN VITRO
GENOTOXICITY ASSESSMENT

There are numerous in vitro genotoxicity testing methods, and although

the more traditional approaches with OECD TGs are the basis for most

genotoxicity testing, researchers and chemical evaluators are exploring the

potential of modern assays, which offer higher-throughput analysis while

often providing more mechanistic information. Although the more recent

in vitro assays for assessing genotoxicity lack OECD TGs, some are func-

tionally related to existing in vivo OECD TGs; therefore, chemical evalua-

tors are already familiar with the endpoints. These include in vitro

alternatives to the in vivo TG (e.g., in vitro versions of TG488) or are

in vitro TG compliant but offer a higher-throughput way of quantification

(i.e., the TG487 compliant MicroFlow assay that employs high-throughput

scoring by flow cytometry). Although some of the more modern in vitro

assays have no direct relation to existing TGs, several have demonstrated

a high level of sensitivity and specificity. This section provides a brief sum-

mary of in vitro mammalian cell assays that can be used for quantitative

assessment of genotoxicity. The in vitro genotoxicity assays are separated

into three categories: Gene Mutation Assays, Chromosomal Damage

Assays, and Indicator Assays (Table 1).

3.1 | Gene mutation assays

Most of the in vitro mammalian mutation assays are forward mutation

assays, meaning that they detect mutational changes that result in loss

of function for a single gene. Forward mutation assays select mutants

using a selective agent that enables the detection of a phenotypic

change. For instance, in the presence of a selective agent, the thymi-

dine kinase (Tk) gene mutation assay (TG 490) detects mutations at

the heterozygous Tk gene (OECD, 2016d). The hypoxanthine-guanine

phosphoribosyl transferase (Hprt) assay (TG 476) detects mutations at

the hemizygous Hprt gene (OECD, 2016b), and the less frequently

used Xprt assay (TG 476) detects mutations in the xanthine-guanine

phosphoribosyl transferase (gpt) transgene in cells modified to carry a

gpt transgene with a deleted Hprt gene. The cells that have a forward

mutation and loss of function survive in the presence of the selective

agent while wild-type cells accumulate toxic metabolites and are

unable to proliferate. Mutant frequency is determined by quantifying

clonal growth in the presence and absence of the selective agent.

Additional forward mutation assays initially designed for in vivo

studies also have been adapted for in vitro analyses. The Transgenic

Rodent (TGR) Somatic and Germ Cell Gene Mutation Assays [TG 488

(OECD, 2022b)] use transgenic mice or rats that contain either multi-

ple copies of plasmids or phage shuttle vectors that have been inte-

grated into their chromosomes (Boverhof et al., 2011; Lambert

et al., 2005; Thybaud et al., 2003). Recovery of the shuttle vectors

and their reporter transgenes in a bacterial host allows for the
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detection and scoring of mutant frequency. There are several differ-

ent rodent models available with different transgenes used for mutant

frequency determination (e.g., cII, gpt, lacI, lacZ, and spi). Over

20 in vitro assays have been developed from available TGR systems

using cell types derived from a diverse array of tissues (e.g., embryo,

liver, lung, mammary gland, skin, tongue); these in vitro versions have

been used to assess the mutagenicity of over 150 agents (White

et al., 2019). The in vitro TGR assays offer several benefits (White

et al., 2019) in that they can inform potency ranking and read-across,

they provide a high dynamic range, the diverse available systems can

detect a variety of mutation types, metabolically competent cell lines

can be used, and mutants can be sequenced (Beal et al., 2015;

Besaratinia et al., 2012) to characterize mutation spectra, correct for

clonal expansion, or characterize human-relevant mechanisms of car-

cinogenesis (Beal et al., 2020).

The Pig-a gene mutagenicity assay has in vivo versions with TGs

[TG470, (OECD, 2022a)] and also has a complementary in vitro ver-

sion. Pig-a (phosphatidylinositol glycan class A gene) is an endogenous

mammalian gene that can serve as a mutation reporter gene in various

species including humans. The Pig-a gene encodes a protein that is

necessary for the biosynthesis of glycosylphosphatidylinositol (GPI)

cell membrane anchors, and because the Pig-a gene is located on the

X-chromosome, an inactivating mutation in the single functional gene

copy can result in GPI anchor deficiency. In this assay, mutant fre-

quency is enumerated using fluorochrome-conjugated antibodies tar-

geting GPI-anchored proteins, where non-fluorescent cells indicate

mutants and fluorescent cells indicate wild-type. In vitro versions of

the Pig-a assay have been developed using mammalian cell lines

(e.g., human TK6, AHH-1, MCL-5, and mouse L5178Y cells), and cell

exposures to known mutagens yield results that are highly consistent

with the expected positive response (Bemis & Heflich, 2019). Further

validation efforts in additional cell lines could broaden the scope of

the in vitro Pig-a assay as a high-throughput approach for genotoxi-

city assessment.

Error-corrected Next-Generation Sequencing (ecNGS) approaches

are novel technologies that enable the direct quantification of low-

frequency mutational events present among heterogeneous popula-

tions of DNA molecules; these technologies are gaining prominence for

mutagenicity assessment (Marchetti et al., 2023). The application of

NGS has historically been limited by the relatively high rates of techni-

cal errors (1 in 1000) relative to true de novo mutation frequencies (�1

in 100 million). Modern ecNGS approaches improve sequencing accu-

racy and mutation scoring by employing methods for error correction,

including DNA molecule labeling with a unique molecular barcode to

achieve error-corrected consensus sequencing. Duplex sequencing

(DS) (Salk et al., 2018; Salk & Kennedy, 2020; Schmitt et al., 2012) is

one of the ultra-high-accuracy ecNGS technologies that is emerging as

an alternative approach to conventional assays based on detection of a

mutant phenotype. In contrast to other mutation assays, ecNGS can be

applied to detect and quantify mutations in any cell or tissue, from any

species, and in any genomic location. ecNGS is less biased as it does

not rely on the use of mutant selection that favors loss-of-function

mutations (i.e., frameshifts and premature stop codons). Proof-

of-principle studies have already demonstrated the utility of investigat-

ing mutagen exposures using DS in vitro (Cho et al., 2023; Wang

et al., 2021). Parallel investigations using the TGR assay and DS have

demonstrated that DS yields comparable results and detects the same

types of mutations (LeBlanc et al., 2022; Valentine III et al., 2020).

However, DS and other ecNGS methods are also able to detect muta-

tions that remain undetected by the TGR assay (i.e., silent mutations),

and ecNGS methods are able to measure the variability in chemical-

induced mutagenesis across different regions of the genomes, thus

offering broader coverage for effective mutagenicity assessment.

Finally, as ecNGS can be run in parallel to any other toxicity assay,

ecNGS technologies have the potential to augment genotoxicity assess-

ments by complementing the standard toxicity test battery.

3.2 | Chromosomal damage assays

There are two in vitro mammalian cell chromosomal damage

assays with OECD TGs; namely the in vitro mammalian cell chromo-

somal aberration test (TG 473; OECD, 2016a) and the in vitro micro-

nucleus test (TG 487; OECD, 2014). The chromosomal aberration test

is used to detect aberrations in chromosomes or chromatids resulting

from clastogenic events (OECD, 2016a). The assay can be performed

in established mammalian cell lines and primary cell cultures, but

attention needs to be given to the growth ability, spontaneous chro-

mosomal aberration frequency, p53 status, genetic stability, and DNA

repair capacity of the cells (OECD, 2016a). At predetermined intervals

after cells have been exposed to a test chemical, the cells are treated

with a metaphase-arresting agent, harvested, stained, and cells in

metaphase are analyzed using microscopy. The original chromosomal

aberration test guideline was adopted in 1983 and thus, this standard

assay has nearly 40 years of use in hazard/risk assessment.

However, there are no recent publications where the in vitro version

of this assay has been used for the quantitative interpretation of

concentration-response data.

The in vitro mammalian cell micronucleus test (MNvit) is a chro-

mosomal damage assay used for the detection of micronuclei (MN),

that is, small extra-nuclear bodies spatially isolated from the nucleus

that contain damaged chromosome fragments and/or whole chromo-

somes. MN originating from acentric chromosome fragments are con-

sidered clastogenic events and MN originating from whole

chromosomes are considered aneugenic events. MN represents DNA

damage that has been transmitted to daughter cells, in contrast to

chromosome aberrations, which are scored in metaphase and may not

be transmitted. There are many recent examples in the literature

where the MNvit assay has been used for quantitative interpretation

of in vitro concentration-response data (e.g., Kuo et al., 2022; Wills

et al., 2016; Wills et al., 2021b). The precision of the assay has been

bolstered, at least in assays conducted using cell lines, by a high-

throughput adaptation that scores MN using flow-cytometry (e.g., the

MicroFlow® assay; Bryce et al., 2010).
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3.3 | Indicator assays

Genotoxicity assays that demonstrate evidence of adverse interac-

tions with DNA without directly measuring mutations or chromosomal

damage have been referred to as indicator assays. These assays can

contribute to the weight-of-evidence in genotoxicity assessments and

can provide mechanistic data that can be used to characterize the

nature of the genotoxic responses that a chemical induces

(e.g., distinguishing clastogens from aneugens). However, for hazard/

risk assessment purposes, greater weight or preference is traditionally

given to results from mutation or chromosomal damage assays as

these assays measure permanent DNA changes.

The alkaline single-cell gel electrophoresis assay (i.e., comet assay)

is a commonly used indicator assay, and an OECD TG exists for the

in vivo version of the assay (OECD, 2016c). In the comet assay,

microscopy is used to quantify DNA strand breaks, which following

chemical exposure, are separated from intact DNA using single-cell

gel electrophoresis. Under alkaline conditions (>pH 13), the comet

assay is able to detect both single and double-strand breaks due to

direct DNA interactions or resulting from alkali labile sites, as well as

DNA strand breaks generated as intermediates during DNA excision

repair (OECD, 2016c). The DNA damage detected by the comet assay

is often transient or intermediate, in that the damage may be faithfully

repaired and therefore not lead to a permanent genetic change (e.g., a

mutation). Thus, the comet assay is categorized as an indicator assay

as opposed to a chromosomal damage assay. An enhanced version of

the comet assay, referred to as the CometChip® assay, has been

developed to overcome the reproducibility and throughput issues

associated with the traditional version (Ge et al., 2014; Weingeist

et al., 2013). The CometChip® approach uses gravity to capture indi-

vidual cells in a microwell to produce an orderly array of single cells as

opposed to randomly dispersing cells in agarose. This approach allows

for up to 300 cells to be arrayed into each well of a 96-well plate. The

96-well format of the CometChip® enables parallel processing for

increased throughput, making the improved comet assay a more pop-

ular assay for quantitative analyses of DNA damage relative to the tra-

ditional method (e.g., Boyadzhiev et al., 2022).

There are several novel indicator assays that measure changes in

DNA damage biomarkers; they can be employed for high-throughput

and high-content genotoxicity assessment. These assays report

changes in protein or gene expression levels indicative of DNA inter-

actions, DNA damage, oxidative stress, replication inhibition, or other

precursor events that might lead to mutations or chromosomal dam-

age. Some of the more common mammalian indicator assays are

described below.

The ToxTracker assay uses different mouse embryonic stem cell

reporter cell lines that are preferentially responsive to genotoxic che-

micals (Hendriks et al., 2012). Each cell line contains one green fluo-

rescent protein (GFP)-tagged fusion protein for a selected biomarker

gene. The detection of GFP fluorescence in the Bscl2-GFP and Rtkn-

GFP cell lines is indicative of DNA replication inhibition and DNA dam-

age, respectively (Hendriks et al., 2016). The ToxTracker assay has been

applied to assess over 120 chemicals with different MOAs and

quantitative analyses have demonstrated that ToxTracker-informed

potency determinations are more informative than simply using the

data qualitatively for hazard identification (Boisvert et al., 2023; Wills

et al., 2021a). Extended validation studies of the ToxTracker assay are

currently being conducted and the information will be used to draft a

detailed review paper in support of TG development.1

The MultiFlow® assay is a high-throughput flow-cytometry-based

indicator assay that uses multiplexed DNA damage response bio-

markers to identify and mechanistically classify genotoxic agents. The

biomarkers are histone H2AX phosphorylation (ɣH2AX) to indicate

DNA double-strand breaks (clastogen marker), histone H3 phosphory-

lation (pH 3) to detect mitotic cells (aneugen marker), nuclear p53 as a

general marker of DNA damage response, the proportion of 8n DNA

content as a marker for polyploidy, and, optionally, cleaved Poly-

ADP-ribose polymerase (PARP) as a marker of apoptosis (Avlasevich

et al., 2021; Bryce et al., 2016). The multiplexed response data can be

analyzed to categorize chemicals exhibiting clastogenic, aneugenic, or

pan-genotoxic (both clastogenic and aneugenic) modes of action. Two

different analytical approaches have been developed to inform the

categorization: the first uses global evaluation factors or cut-off values

derived from inter-laboratory investigations, and the second is based

on multinomial logistic regression (Bryce et al., 2017). In the cross-

laboratory study by Bryce et al. (2017), seven laboratories tested

84 reference chemicals representing the different modes of action to

assess the precision and accuracy of the MultiFlow® assay. The aggre-

gate results of 231 experiments demonstrated that assay sensitivity,

specificity, and concordance with the expected MOA were 92%

(22/24 genotoxicants were correctly identified). In addition to hazard

identification, a quantitative approach has been developed to synthe-

size the multiple marker PoDs for each chemical into an aggregate

score for potency ranking (Avlasevich et al., 2021).

PrediScreen is another high-throughput screening assay that

relies on histone H2AX and H3 phosphorylation (pH3) markers to dis-

criminate between clastogenic and aneugenic chemicals, respectively

(Khoury et al., 2013, 2016a). PrediScreen uses an in-cell Western

assay to quantify levels of γH2AX or pH3; genotoxicity is determined

by dividing the relative fluorescent units for each marker by their

respective controls. A validation study testing the γH2AX marker in

HepG2 cells with 61 chemicals showed high sensitivity, with 75%

(15/20) of genotoxic chemicals testing positive, and higher specificity,

with 90%–100% (37/41; 22/22) of non-genotoxic compounds testing

negative (Khoury et al., 2013). PrediScreen has been tested across dif-

ferent cell lines with varying levels of bioactivation (Khoury

et al., 2016b), and results show that differential responses across

these cell lines (i.e., negative in ACHN while positive in HepG2 or LS-

174 T) can support the identification of genotoxic chemicals requiring

metabolic activation. The higher-throughput format of PrediScreen

allows for several experiments to be conducted simultaneously,

enabling multiple replicates and concentrations to be tested in sup-

port of precise quantitative analyses (e.g., Khoury et al., 2016b).

The Tox21 program uses five quantitative high-throughput

screening assays that measure elements of DNA damage/repair as

part of its genotoxicity assessment capability (Hsieh et al., 2019).
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Three of these assays use mammalian cell lines. The human HCT-116

cell line is used for a p53 activity assay (β-lactamase reporter assay),

human HEK293T cells are used for the ATAD5 activity assay (lucifer-

ase reporter assay), and CHO cells are used for the γH2AX activity

assay (fluorescent antibody binding). The other two assays use iso-

genic DT40 chicken lymphoblastoid cell lines that are knockouts for

DNA repair proteins KU70/RAD54 or REV3 (differential cytotoxicity

assays). These assays are reported to have low sensitivity for detect-

ing genotoxicity, likely due to the preclusion of rat liver S9 mix for

metabolic activation (Hsieh et al., 2019). This is supported by the

observation that the incorporation of rat liver microsomes with the

β-lactamase reporter assay enhances potency and/or efficacy for che-

micals requiring metabolic activation (Ooka et al., 2022). Therefore,

the assays in their current form cannot alone serve as alternatives to

traditional assays without further adaptation to account for metabolic

activation.

Transcriptomic biomarkers are proving to be powerful high-content

tools for characterizing toxicological endpoints and quantifying the con-

centration at which toxicity begins to be observed (i.e., PoD determina-

tion). Transcriptomic biomarkers have been developed to support

genotoxicity assessment with high accuracy for certain modes of

action. One such biomarker is the in vitro Toxicogenomic DNA

damage-inducing (TGx-DDI) biomarker that presently consists of a

panel of 63 genes; the gene expression data can be used to distinguish

between DNA damage-inducing (DDI) and non-DDI chemicals (Buick

et al., 2020; Li et al., 2015, 2017). For each tested chemical, the relative

changes in gene expression of the 63 genes are measured by either

microarrays, RNA-seq, or quantitative RT-PCR (Cho et al., 2019); the

chemicals are classified by comparing gene expression profiles against

the profiles of 28 well-characterized model agents with known diverse

(geno)toxic mechanisms. The biomarker was developed using TK6 cells,

but it has also been successfully applied to HepaRG™ cell line (Buick

et al., 2020). It was noted that the TGx-DDI biomarker alone has a lim-

ited ability to classify aneugens such as colchicine that affect microtu-

bule assembly (Buick et al., 2020). The TGx-DDI biomarker is currently

being assessed under the Biomarker Qualification Program at the US

FDA.2 Overall, the various indicator assays and their associated data

are extremely useful for adding to the weight of evidence in hazard

characterization.

4 | STRATEGIES AND CONSIDERATIONS
FOR IN VITRO CONCENTRATION-RESPONSE
MODELING

Critical analysis of methods and metrics for defining exposure-

response relationships from genotoxicity data, with concomitant

PoD determination, was the focus of a 2013 IWGT Working Group

(MacGregor et al., 2015). The report by the Working Group on

Quantitative Approaches to Genetic Toxicology Risk Assessment

indicated that quantitative approaches should be well-defined and

robust, conservative, transparent, and straightforward (i.e., easily cal-

culated), and results should be linked to undesirable physiological

effects (i.e., have interpretable biological meaning). The Working

Group experts compared three analytical approaches meeting these

criteria: (1) the no-observed-genotoxic-effect-level (NOGEL), that is,

the highest dose where there is no statistically significant increase in

genotoxic effect relative to vehicle control; (2) the in vivo benchmark

dose (BMD) or in vitro benchmark concentration (BMC), that is, the

dose/concentration eliciting a predefined change in the response

compared to control, whereby the predefined level is referred to as

the benchmark response (BMR) or critical effect size (CES); and

(3) the breakpoint dose or threshold dose derived using a bi-linear

model.

The 2013 Quantitative Approaches Working Group came to the

consensus that BMD/BMC modeling is the preferred approach, and

the BMD approach subgroup convened for the current IWGT meeting

re-affirms support for this consensus (Haber et al., in preparation).

The BMD/BMC approach is preferred because (1) analyses can be

performed on studies with minimal data; (2) the entire dataset is used

in deriving BMDs/BMCs; (3) the size of the effect is predefined;

(4) the approach is amenable to covariate analysis; (5) modeling is less

affected by experimental design and dose selection; (6) confidence

limits of the BMD can be determined, which reflect the quality of the

dose–response data; and (7) the benchmark dose lower confidence

limit (BMDL) can be used as a conservative in vivo PoD, provided that

the CES (or BMR) is sufficiently low. However, most in vivo OECD

TGs are designed for hazard identification, and therefore recommend

distributing animals among a small number of doses with 5–6 animals

per dose in order to optimize statistical testing for pairwise testing;

this is a suboptimal experimental design for the application of BMD

modeling. For example, OECD TG 488 recommends three experimen-

tal doses plus vehicle control, with six animals per dose. Thus, dose–

response data resulting from these study designs can be difficult to

model if there is not at least one dose resulting in a response close

to the predefined CES/BMR. Uncertainty in the shape of the dose–

response curve can result in BMDs with large confidence intervals,

and most hazard/risk assessments employing such data rely on a PoD

metric such as the NOGEL or LOGEL (lowest-observed-genotoxic-

effect-level), which do not provide an estimate of the uncertainty

associated with the POD. Naturally, in vitro assays do not have

the same experimental design constraints as in vivo studies, and

higher-throughput in vitro assays can readily test a high number of

concentrations in a single experiment (e.g., Avlasevich et al., 2021),

generating ideal data sets for concentration-response modeling,

and determination of precise BMCs (i.e., with narrow confidence

intervals).

4.1 | Benchmark concentration modeling and
critical effect size determination

To derive PoD values for chemical hazard/risk assessment, BMC anal-

ysis of in vitro concentration-response data must specify a CES. In

general, for continuous data, the CES is defined as a fractional change

in mean response compared to the mean background. Interestingly,
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CES values are the subject of considerable debate. The European

Food Safety Authority (EFSA) has specified a default value of 5% for

continuous in vivo dose–response data; however, this value can be

modified based on biological relevance or statistical considerations

(Barlow et al., 2009; EFSA Scientific Committee et al., 2017). Impor-

tantly, it is increasingly appreciated that a single CES cannot be

employed for all toxicological endpoints (Slob, 2017) and that CES

values should appropriately reflect the dynamic range of each end-

point. Figure 1 schematically explains this concept.

In its updated guidance on the use of the BMD approach for haz-

ard/risk assessment, EFSA supports a “biologically relevant” CES for

each endpoint, that is, as opposed to defaulting to a single conserva-

tive value (e.g. 5%) (EFSA Scientific Committee et al., 2022). However,

although a “biologically relevant” CES for each endpoint is preferable

F IGURE 1 Illustration demonstrating the need for endpoint-specific critical effect size (CES) values. (Top) When considering two endpoints
with different inducible ranges, the use of the same CES value (i.e., relative increase compared to the background response) leads to the
determination of doses that elicit responses, which constitute different proportions of the endpoint-specific maximum. In essence, for an
endpoint with a large maximum fold increase in inducible response, the magnitude of the response at the CES constitutes only a small fraction of
the maximum for that endpoint. In contrast, for an endpoint with a smaller maximum fold increase in response, the magnitude of the response at
the same CES constitutes a much greater proportion of the maximum for that endpoint. (Bottom) By scaling the CES to each endpoint's maximum
fold-change, the magnitude of the response at the CES values represents equivalent fractions of the maximum fold-change for those endpoints.
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to a default CES, it is not clear how a biologically relevant CES

should be determined. This issue is currently receiving considerable

attention from multiple expert working groups (e.g., IWGT, HESI-

GTTC, and EFSA). To provide a path forward, and a statistical frame-

work for the determination of endpoint-specific CES values, Slob

(2017) developed an “Effect Size theory” based upon analyses of a

large number of datasets across numerous vivo endpoints. The the-

ory proposes that the CES for an endpoint should be based on the

endpoint's maximum response fold-change (rationale schematically

outlined in Figure 1). However, in practice, the maximum fold-

change of the response may be difficult to determine. This may be

due to, for example, the fact that the dose groups utilized in many

studies are not high enough to elicit a response that effectively cor-

responds to the endpoint maximum. For this reason, Slob (2017)

highlighted an empirical relationship that permits estimation of the

maximum fold-change for a given endpoint using variation in

responses between animals in each dose group (i.e., the within-group

variation) (Slob, 2017). This relationship permits the use of within-

group variation for the determination of meaningful, endpoint-

specific CES values for toxicological endpoints.

To demonstrate the application of the CES determination

approach based on the aforementioned Effect Size Theory, endpoint-

specific CES values for several exemplar in vitro genotoxicity end-

points were estimated using endpoint-specific maximum fold-change

values and endpoint-specific within-group variation values. Effective

application of the Effect Size Theory approach requires analysis of a

large number of datasets for each endpoint under consideration, and

the analyses conducted herein, which are described in Appendix A,

were conducted using data made available to the study authors. The

conducted analyses yielded endpoint-specific CES values ranging from

�20% to 61% (Table 2). Although these CES values cannot necessarily

be considered definitive for the in vitro endpoints examined, the

application of the Effect Size Theory provides values that confirm

the necessity to determine endpoint-specific values that may deviate

from the default value of 5%. Moreover, the analyses provide an

effective illustration of how the statistical framework based on the

aforementioned Effect Size Theory can be used for the determination

of endpoint-specific CES values.

It is important to note that other data analysis approaches have

been employed for the determination of endpoint-specific CES values.

For example, Zeller et al. (2017) employed an approach that estimates

endpoint-specific CES values using the variability exhibited in

historical control distributions, that is, standard deviation of historical

control values. When the analyses were based on the truncated distri-

bution of historical control values (i.e., the distribution after exclusion

of the uppermost 5% as outliers), the endpoint-specific CES values

varied quite widely from a low of 34% for the MN assay with flow

cytometry scoring to a high of 117% for the Pig-a mutagenicity assay

in reticulocytes (Zeller et al., 2017). Similar analyses for the in vitro

MN endpoint, which are based on data generated by more than

15 laboratories, yielded an average CES value several fold greater

than 5%, generally similar to the in vivo situation (A. Zeller, personal

communication and data presented at EMGS 2023). These analyses

also confirm the general impression that a default CES value of 5% is

indeed overly conservative (i.e., too low) for routine, quantitative

interpretation of in vitro genotoxicity concentration-response data.

Importantly, regardless of the approach used to determine endpoint-

specific CES values, the analyses must employ a large number of

concentration-response datasets. To help advance research in this

area, and to achieve the ultimate goal of determining robust,

endpoint-specific CES values for in vitro genotoxicity endpoints, co-

operation from industry, government, and academic laboratories will

be required to effectively provide a sufficiently large number of

concentration-response datasets.

5 | TOXICOKINETICS MODELS
SUPPORTING INTERPRETATION OF IN
VITRO CONCENTRATION-RESPONSE DATA

One of the major challenges with employing in vitro data for toxico-

logical risk assessment is the lack of animal/human equivalency. Phar-

macokinetics or toxicokinetics models enable the in vitro genotoxic

concentration (e.g., the BMC in μM) to be converted into a human-

administered equivalent dose (AED) that is biologically appropriate for

risk assessment (e.g., mg/kg bw/day). There are various toxicokinetic

considerations that need to be considered before applying in vitro

data as an alternative to in vivo data. Specifically, there is a need to

know how much of the chemical makes it into the cell (in vitro disposi-

tion) and the expected absorption, distribution, metabolism, and

excretion (ADME) of the chemical in animals (in vivo disposition).

There are computational models and new experimental techniques

that can be used to contextualize in vitro genotoxicity data, and these

models are briefly discussed below.

TABLE 2 Summary of Endpoint-Specific Critical Effect Size (CES) Estimates Based on Maximum Response and Within-Group Variation.

Critical effect sizes

In vitro TGR
(n = 64)

Flow-cytometry-based
MNvit (n = 135)

ToxTracker
Bscl2 (n = 189)

ToxTracker
Rtkn (n = 269)

Maximum response 60.7% (56.5%–65.4%)a 34.0% (32.5%–35.6%) 19.8% (19.5%–20.1%) 37.7% (37.0%–38.4%)

Within-group variation 28.2% (27.1%–29.3%) 21.8% (21.3%–22.5%) 21.0% (20.6%–21.4%) 32.4% (31.9%–33.1%)

aRange of calculated CES values based on the lower bound and upper bound of the 90% confidence interval of the maximum response fold-change or the

within-group variation.
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5.1 | Computational models accounting for in vitro
and in vivo disposition

Kinetic modeling is an important analytical tool; it can be used to ana-

lyze in vitro concentration-response data and quantitatively predict

the dose (i.e., in mg/kg bw/day) that leads to an in vivo biological

response. Several recent studies have demonstrated the utility of

using kinetic models to derive surrogate PoDs (i.e., AEDs) for hazard

and/or risk assessment based on in vitro data across a broad range of

endpoints and chemicals (e.g., Paul Friedman et al., 2020). Thus,

kinetic modeling already provides an avenue to perform risk assess-

ments and in vivo equivalent potency ranking for chemicals that lack

animal toxicity data but possess biologically relevant in vitro

toxicity data.

High-throughput toxicokinetic (HTTK) models (Pearce et al., 2017)

have been developed that enable in vitro to in vivo extrapolation

(IVIVE) to be applied to in vitro bioactivity data across a range of

organic chemicals. HTTK models offer simplified versions of physiologi-

cally based toxicokinetics (PBTK) models traditionally applied to phar-

maceuticals; the lower complexity allows for wider application for

assessing industrial and environmental chemicals without substantial

chemical-specific toxicokinetic data, but this comes with a higher

degree of uncertainty relative to bespoke PBTK models. The simplest

HTTK model is the 3compartmentss model, where ss stands for steady

state. The 3compartmentss model can be applied to greater numbers of

chemicals than other models because it requires the fewest parameters

and, therefore, is not limited by missing information for certain chemi-

cals. The 3compartmentss model simulates the steady-state concentra-

tion in the plasma (Css) following infusion dosing, typically at a dose of

1 mg/kg bw/day. Given the assumption of a linear concentration

response at steady state conditions, the dose required to reach a Css

that is equal to the BMC for genotoxicity can be extrapolated or back-

calculated, and this estimated dose serves as the AED for quantitative

hazard/risk assessment.

HTTK models rely on kinetic parameters that can be measured

in vitro using higher-throughput methods such as the intrinsic hepatic

clearance rate (Clint) and the chemical fraction unbound in the plasma

(Wetmore, 2015; Wetmore et al., 2012). In addition, recent work has

established that in silico predictions for HTTK parameters provide

suitable alternatives to in vitro data for HTTK applications (Beal

et al., 2021; Pradeep et al., 2020). Specifically, modeled Css values

appear to be relatively stable (Pradeep et al., 2020) even though there

is a higher degree of uncertainty in the in silico modeled Clint values

(Moreau et al., 2022). The main advantage of HTTK is it provides a

high-throughput approach, requiring minimal data input, to derive

AEDs from in vitro data.

AED derivation is an important step in the hazard characterization

and potency ranking of chemicals using quantitative in vitro data, as

hazard potential or potency rank varies greatly depending on whether

the modeled human equivalent dose (i.e., AED) or in vitro POD (e.g., a

BMC) is used in the assessment (Rotroff et al., 2010). Many of the

assumptions used by HTTK are conservative, and AEDs derived from

in vitro data are often more conservative (i.e., lower) than rodent

in vivo PoDs used in risk characterization (Paul Friedman et al., 2020).

Furthermore, HTTK uses a Monte Carlo simulator, known as the Vir-

tual Population Generator for HTTK (HTTK-Pop; Ring et al., 2017), to

account for inter-individual variation in the human population and

estimate an AED that is on the lower end of the distribution

(i.e., conservative AED based on 95th percentile Css). In the current

context of use, AEDs are not meant to predict in vivo rodent PoDs or

serve as a direct substitute, considering in vivo PoDs often have limi-

tations related to dose spacing and insufficient number of doses to

accurately inform BMD modeling. Rather, AEDs are useful for esti-

mating an in vivo equivalent hazard level where key events leading to

adverse outcomes are expected, and these levels are often less than

traditional in vivo PoDs (Health Canada, 2021). Indeed, the utility of

HTTK in providing conservative lower bound estimates of in vivo tox-

icity has been demonstrated using quantitative in vitro data covering

various toxicological endpoints, including developmental neurotoxicity

(Carstens et al., 2022), reproductive and developmental toxicity

(Rajkumar et al., 2021a; Rajkumar et al., 2021b; Wang et al., 2022),

and more recently, genotoxicity (Beal et al., 2022; Kuo et al., 2022).

The first study to critically examine the ability to apply HTTK and

IVIVE to in vitro genotoxicity data examined MNvit data for 292 che-

micals (Kuo et al., 2022). A decision-tree-based pipeline was used to

identify potential clastogens and aneugens based on increases in

micronuclei and hypodiploidy, respectively. BMCs for micronuclei and

hypodiploidy were based on CES values of 30% and 60%, respec-

tively, and these defined effect sizes corresponded to approximately

one standard deviation above background for each type of genotoxic

event. HTTK modeling was used to convert the BMC30 and BMC60

values into AEDs for 137 clastogens and 14 aneugens, respectively.

Only 33 clastogens had in vivo carcinogenicity or genotoxicity data

from the EPA's Toxicity Value Database (ToxValDB) for comparison.

There were no identified in vivo PoDs for the aneugens. Comparisons

of the AEDs for clastogens with the lowest in vivo PoDs from Tox-

ValDB revealed promising results for the application of HTTK to

MNvit data. Specifically, AEDs were lower than the corresponding

lowest cancer PoDs for most chemicals (26/31; 83.9%); the AEDs

were on average 14.2-fold lower than in vivo cancer PoDs. Acrylam-

ide was the only chemical where the AED was two orders of magni-

tude higher than the in vivo cancer PoD, and thus not protective of

human health. In this specific case, the available evidence indicates

that the MOA underlying the cancer PoD was unrelated to genotoxi-

city (Kuo et al., 2022). AEDs were also shown to be lower than the

in vivo genotoxicity PoDs for most chemicals (8/12; 66.7%); they

were on average 2.6-fold lower than in vivo PoDs. The conclusion of

this analysis was that HTTK applications to MNvit data alone yielded

AEDs that were one order of magnitude lower than in vivo cancer

PoDs, and these AEDs were on the same order of magnitude as

in vivo genotoxicity PoDs. The authors acknowledged that a single

assay may not be sufficient to capture the different types of genotoxi-

city reported by the in vivo data, and that further work is needed to

explore HTTK application to data from other genotoxicity assays.

In an effort to more thoroughly investigate HTTK applications to

the various types of in vitro genotoxicity data, the Health and
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Environmental Sciences Institute (HESI) Genetic Toxicology Technical

Committee (GTTC) recently conducted a case study focused on estab-

lished genotoxicants tested by in vitro assays capturing different

MOAs (Beal et al., 2022). Specifically, the GTTC examined 31 refer-

ence chemicals that had data from the in vitro MicroFlow micronu-

cleus (MN) assay, in vitro TGR (transgenic rodent) mutagenicity assay,

and/or in vitro indicator assays (i.e., MultiFlow, PrediScreen, Tox-

Tracker). BMC100 values were determined for each chemical, and

HTTK was applied to derive AEDs. In total, 198 AEDs were derived

for the 31 chemicals, and the AEDs were compared to in vivo geno-

toxicity PoDs. For this study, a total of 321 in vivo PoDs measured by

various assays (i.e., micronucleus, fluorescence in situ hybridization,

chromosomal aberration, aneuploidy, TGR, Pig-a, Hprt, Tk) were used

in the comparison. In contrast to the previous case study where

in vivo PoDs from ToxValDB were predominately NOGELs, the PoDs

in the GTTC case study were predominately BMD100 values derived

from dose–response data using the same CES and model for BMC100

derivation. Thus, capturing the same types of genotoxicity both

in vitro and in vivo as well as modeling BMCs/BMDs using the same

approach allowed for more appropriate comparisons.

The different comparisons by MOA in the GTTC case study

revealed that the AEDs based on in vitro genotoxicity data were con-

servative relative to in vivo PoDs for most chemicals. AEDs based on

in vitro TGR data from 13 chemicals showed that most chemicals

(8/13; 62%) had lower AEDs relative to PoDs from in vivo gene muta-

tion assays (3.7-fold lower on average). AEDs based on MicroFlow

data were on average 7.3-fold lower than in vivo micronucleus PoDs,

and overall, most chemicals had lower AEDs than in vivo PoDs (9/12;

75%). The in vitro MicroFlow results were more conservative than the

results from the previous case study by Kuo et al. (2022) that did not

distinguish in vivo endpoints and did not use BMDs as in vivo PoDs.

AEDs based on aneuploidy markers (polyploidy or pH 3) derived for

four known aneugens revealed that the AEDs were lower than in vivo

PoDs, as measured by relevant assays, for all the aneugens tested

(90-fold lower on average). AEDs derived from DNA damage indicator

assays (γH2AX, p53, Bscl2, and Rtkn) were closely aligned with in vivo

PoDs from all genotoxicity endpoints. For most chemicals (58%–69%),

the AEDs from each indicator assay were slightly lower than the

in vivo PoDs. On average the AEDs based on the DNA damage bio-

markers were 3.5- to 7.9-fold lower than in vivo PoDs. Collectively,

the results show that the combined approach of applying HTTK and

BMC modeling to in vitro genotoxicity data provides conservative sur-

rogate PoDs for most chemicals that could be applied in risk assess-

ment activities where 2- to 100-fold conservatism is acceptable.

There were some chemicals in the GTTC case study that had

AEDs consistently higher than in vivo PoDs regardless of MOA.

N-ethyl-N-nitrosurea (ENU) had the highest AED/PoD ratio in the

case study. The authors noted that ENU is highly unstable at a neutral

pH, and therefore, degradation processes in the assay system were

unaccounted for before HTTK application. Likewise, it was recognized

that the AED for 1,2-dibromo-3-chloropropane (DBCP) may be over-

estimated as DBCP is a volatile chemical, and vaporization during

in vitro exposures may have limited the amount of chemical making it

into the cells. These results highlight that the HTTK approach by itself

may not be appropriate for some chemicals. In certain cases, more

complex models or other considerations in data interpretation may be

required when performing IVIVE.

As highlighted by the GTTC case study, a major challenge hinder-

ing the application of IVIVE and the use of in vitro data for potency

ranking and risk assessment is the fact that exposure concentrations

are rarely verified. It is commonly assumed that the nominal concen-

tration is an adequate estimation of cellular exposure and that chemi-

cal concentration remains stable throughout the duration of the

in vitro exposure (Schirmer, 2006; Stadnicka-Michalak et al., 2021).

However, there are several properties of the in vitro test system that

impact the in vitro disposition of the chemical and can reduce the free

chemical concentration to which cells are exposed. Specifically, the

type of plastic coating the vessel walls, type of adhesive covering

plate wells, plate/well size, media volume and type (including pres-

ence/concentration of serum and other macromolecules in media),

headspace, and cell seeding density are some examples of test system

properties affecting the free chemical concentration (Armitage

et al., 2014; Stadnicka-Michalak et al., 2021). In addition, physico-

chemical properties such as volatility, solubility, and ionization state

have a large impact on free chemical concentration (Armitage

et al., 2021). Thus, validated computational models that account for

these issues, and consider in vitro disposition prior to IVIVE, should

increase the accuracy of IVIVE implementation.

There are multiple computational models that can be used to pre-

dict free concentration based on physicochemical properties and

study-specific parameters dependent on the in vitro conditions. For

example, the Armitage mass-balance model originally published in

2014 (Armitage et al., 2014) and recently updated (Armitage

et al., 2021) estimates the mass distribution of chemicals in different

in vitro test systems. The benefits of applying these models to in vitro

bioactivity data have been demonstrated previously. For example, a

study by Casey et al. (2018) compared in vitro estrogen receptor

activity to in vivo estrogenic effects based on uterotrophic studies in

rodents. The researchers found that the predictive performance of

IVIVE improved when the Armitage model was used to adjust the

in vitro bioactivity PoD used in the extrapolation. Further work is

needed to determine how the Armitage model or other in vitro dispo-

sition models can enhance the application of IVIVE to the quantitative

interpretation of genotoxicity dose–response data.

6 | ADVANCED IN VITRO SYSTEMS FOR
GENOTOXICITY ASSESSMENT

Most in vitro genotoxicity approaches use two-dimensional

(2D) cellular cultures that present several limitations or technical chal-

lenges (e.g., uncertain metabolism, lack of cell-to-cell interactions).

More complex in vitro testing systems considered to be “in vivo-like”
hold the potential of reducing the reliance on animal testing by repli-

cating human physiology in toxicity testing. The extensive progress in

3D culture models representing major routes of exposure including

systemic, dermal, and inhalation has been described in a previous

IWGT report by the “Use of 3D Tissues in Genotoxicity Testing”

12 BEAL ET AL.

 10982280, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/em

.22582 by Sw
ansea U

niversity, W
iley O

nline L
ibrary on [09/04/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Working Group (Pfuhler et al., 2020). The Working Group concluded

that 3D tissue models complement classical 2D cell culture models by

offering more in vivo-like behavior for parameters including cell viabil-

ity, proliferation, differentiation, morphology, and gene/protein

expression. Currently, 3D models are more technically challenging,

more expensive, lower throughput, few labs have experience working

with 3D tissue cultures, and there is no consensus on exposure or cul-

ture protocols. Thus, the 3D tissue-based genotoxicity assays may

serve as second tier assays to evaluate positive results detected using

standard 2D assays. The aforementioned 3D tissue Working Group

also recommended continued development of robust protocols for 3D

models and confidence building using a set of validation chemicals.

This section describes recent progress in the application of 3D models

in genotoxicity testing and the potential of these complex in vitro sys-

tems for quantitative assessment of genotoxicity.

Many genotoxic compounds require metabolic activation, and

thus, the liver's role in metabolism/bioactivation makes it a suitable

tissue for genotoxicity testing. Indeed, two-dimensional hepatocyte

cultures have been useful models for genotoxicity testing. However,

the advancements in 3D liver spheroids have increased the ability to

simulate in vivo conditions of in vitro test conditions, and they more

appropriately reflect hepatocyte differentiation, longevity, gene

expression profiles, metabolic competency, and overall functionality

relative to 2D cultures. Recent studies with chemicals requiring meta-

bolic activation have compared the level of induced genotoxicity in

2D and 3D HepaRG cultures using the MN (Seo et al., 2023; Shah

et al., 2018) and CometChip® assays (Barranger & Le Hégarat, 2022;

Seo et al., 2022). Shah et al. (2018) demonstrated that the levels of

CYP1A1 expression following benzo[a]pyrene (BaP) exposure, and

CYP1A2 expression following 2-amino-1-methyl-6-phenylimidazo

[4,5-b]pyridine (PhIP) treatment, were higher in 3D HepaRG spheroids

compared to 2D cultures. Thus, these treatments resulted in greater

MN induction in 3D HepaRG cultures relative to 2D, likely due to

higher levels of genotoxic metabolites. Similarly, Barranger and

Le Hégarat (2022) assessed seven chemicals for genotoxicity in 3D and

2D HepaRG cultures using CometChip®, and five of the chemicals

tested required metabolic activation (i.e., BaP, cyclophosphamide

[CPA], 7,12-dimethylbenz[a]anthracene [DMBA], 2-acetylaminofluorene

[2-AAF], and acrylamide [ACR]). BMC modeling was performed using a

CES of 5%, 10%, or 20%; relative potency orders (i.e., potency ranking)

of the chemicals were the same across CES. In the chemicals requiring

metabolic activation, there was a tendency for lower BMCs (i.e., higher

potency) for treatments conducted with the 3D spheroids compared to

2D hepatocytes. Moreover, 2-AAF was only positive in 3D HepaRG

cells, possibly due to higher levels of CYP1A2 leading to increased

2-AAF bioactivation. A larger study by Seo et al. (2022) evaluated 34 test

compounds in 2D and 3D HepaRG cells using CometChip®. These che-

micals included 8 direct-acting agents, 11 genotoxic agents that require

metabolic activation, and 15 chemicals that show differing responses

in vitro and in vivo. There were 11 chemicals that tested positive in both

2D and 3D cells. BMC50 modeling determined that six chemicals had

overlapping confidence intervals between 2D and 3D cultures (ENU,

etoposide, MMS, ACR, BaP, 3-chloro-1,2-propanediol); the other five

chemicals had lower BMC50 values in 3D cultures (4-nitroquinoline 1-

oxide, DMBA, cisplatin, CPA, and dimethylnitrosamine). A more recent

evaluation of the same set of chemicals using the MN assay in 2D and

3D HepaRG demonstrated that MN also has higher sensitivity in 3D

models for detecting genotoxicity for the 11 agents requiring metabolic

activation (Seo et al., 2023). Overall, the improved sensitivity for 3D liver

spheroids to detect genotoxicity induced by chemicals requiring meta-

bolic activation highlights the need to pursue the use of 3D liver models

further in quantitative applications.

Human 3D airway or lung models have been developed to

simulate inhalation exposures. These models consist of fully differenti-

ated and functional epithelium and enable exposure to air through

culturing at an air-liquid interface (ALI). Organotypic ALI airway

cultures have been evaluated for their ability to detect genotoxic

responses. For example, an ALI tissue model derived from normal

human primary bronchial epithelial (NHBE) cells was exposed to

4-(methylnitrosamine)-1-(3-pyridyl)-1-butanone (NNK) and evaluated

using the alkaline comet assay (Qin et al., 2019). The ALI cultures

showed increased cytochrome P450 expression and higher bioactiva-

tion of NNK when compared to undifferentiated NHBE cells in 2D

culture. Furthermore, the ALI cultures showed an increase in DNA

damage at both concentrations tested (100 and 500 μM), whereas

undifferentiated NHBE cells in 2D culture required the presence of

exogenous liver S9 to detect a genotoxic response. In a more recent

study, ALI cultures were used to investigate the genotoxicity of a

28-day treatment with ethyl methanesulfonate (EMS) using

CometChip® and DS assays (Wang et al., 2021). The CometChip®

results indicated that all concentrations of EMS-induced DNA damage

and the damage manifestation were both time- and concentration-

dependent. Furthermore, a robust concentration-response curve for

mutation was detected using DS, and the mutation spectra revealed

signatures typical of DNA alkylating agents. Together these studies

provide evidence that ALI cultures can be used as robust culture sys-

tems for investigating the genotoxic effects of inhaled chemicals; fur-

ther exploratory studies will help to determine how data from ALI

cultures can be used quantitatively in hazard evaluations.

Reconstructed human skin (RS) models have been studied much

more extensively than other organotypic models and are in a more

advanced state of validation with over a decade of research. In the

aforementioned IWGT report on 3D models (Pfuhler et al., 2020),

the expert group concluded that 3D skin models were sufficiently vali-

dated for use with comet and micronucleus assays and that the devel-

opment of individual OECD TGs should be pursued. Validation studies

using 56 coded chemicals tested by 3D skin comet and RS MN dem-

onstrated that these approaches are highly predictive of expected

genotoxicity based on in vivo results, and these results were transfer-

able across many laboratories. As demonstrated using other 3D tissue

models, studies show that 3D RS exposures produce different results

than 2D-equivalent exposures. For example, Wills et al. (2015) investi-

gated exposures to SiO2 nanoparticles and found significant increases

in genotoxicity using 2D models. In contrast, the 3D models showed

no penetration or cell uptake of the nanoparticles; thus, there was no

impact on DNA damage or cell viability. These results highlight the
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protective nature of the RS 3D cellular microarchitecture and the

importance of using 3D models in interpreting toxicological potential

using skin exposures. It is believed that the development of TGs for

RS models will increase the justification for applying these models

quantitatively to assess genotoxicity and efforts for TG development

are currently ongoing.

The emergence of more complex and transformative microphy-

siological systems (MPS), consisting of interacting organs-on-a-chip

(OOC) using microfluidics and human cells, is further bridging the gap

between in vitro and in vivo toxicity assessment (Ingber, 2022;

Ronaldson-Bouchard & Vunjak-Novakovic, 2018; Wikswo, 2014).

These models can recapitulate human physiology by mimicking sev-

eral types of interactions involving chemicals, cells, matrix materials,

tissues, and organoids. Although more technically challenging, MPS

systems can offer a more realistic test environment equipped with

heterogeneous cells growing in 3D extracellular matrices, in vivo-like

tissue perfusion, microfluidic connections (static, unidirectional, or

recirculated media) across integrated OOCs, and the appropriate bio-

mimetic (i.e., mechanical and electrical) stimulation. Through the inte-

gration of multiple OOCs, MPS can simulate both the target organ

and the means by which the chemical enters the system to ultimately

reach the target site.

Although MPS systems are relatively new with respect to geno-

toxicity assessment, there is evidence that laboratories are starting to

validate MPS for genotoxicity screening. For example, in the book of

abstracts from the 52nd annual meeting of the Environmental Muta-

genesis and Genomics Society (EMGS, 2021), Zanoni et al. reported a

study that investigated the application of a metabolically competent

liver-on-a-chip (LOC) system (endothelial cells plus HepaRG) co-

cultured with TK6 cells suspended in transwells. Their preliminary

data highlighted the system's ability to detect genotoxicity induced by

direct and metabolically activated genotoxicants by assaying MN in

TK6 cells, DNA damage by Comet assay in the LOC, and mutations by

DS in the LOC. These preliminary findings are an early indication of

the promise that MPS holds for genotoxicity assessment; the lack of

published data using MPS to assess genotoxicity highlights the need

for more focus in this area. It is anticipated that as 3D cultures and

MPS technologies advance, there will be more chemicals evaluated

using these approaches, and safety evaluations will be relying more

on these types of data (Baran et al., 2022). As researchers build confi-

dence in the application of genotoxicity assessments in in vitro models

that are more in vivo-like, we anticipate that there will be opportuni-

ties to apply the data quantitatively in chemical safety evaluations.

7 | UNCERTAINTIES AND LIMITATIONS
OF IN VITRO GENOTOXICITY
CONCENTRATION-RESPONSE DATA AND
INTERPRETATION

The Working Group discussed the uncertainties and limitations asso-

ciated with in vitro genotoxicity data that need to be addressed to

increase the confidence in quantitative in vitro testing strategies for

applications beyond hazard assessment, that is, risk assessment. One

of the main uncertainties is that it is difficult to establish the exposure

scenario equivalency of the in vitro situation relative to the in vivo situ-

ation. Further work is required to determine if a short-term in vitro

study (hours to days) can adequately capture the biology of a chronic

in vivo study (weeks to years). Likewise, there are many uncertainties

related to metabolism in the in vitro test systems. In vitro toxicity

experiments do not routinely characterize the metabolic processes

and metabolites formed during in vivo chemical assessment. There-

fore, there is uncertainty as to whether the test systems are able to

reproduce the same metabolites and/or metabolic processes occurring

following human exposures, or if the levels are consistent with in vivo

expectations. The uncertainties associated with metabolism also

impact the uncertainties surrounding toxicokinetics. The toxicokinetic

models used as part of IVIVE are sometimes limited in complexity, and

the generic models used to date may be missing important organ com-

partments, are using overly conservative assumptions (e.g., complete

absorption), and could be missing key kinetic processes such as extra-

hepatic metabolic elimination, renal reabsorption, and/or transporter-

mediated kinetics. Additionally, high-throughput toxicokinetic models

only model the parent compound, and therefore, more complex

physiologically-based kinetic (PBK) models that model metabolite con-

centrations may be necessary to carry out or improve IVIVE for com-

pounds requiring bioactivation. Lastly, there are idiosyncratic or unique

cell system-specific responses that result from differences in cell growth

rate, karyotype, genetic stability, p53 status, and DNA repair capacity.

Carefully planned case studies that simultaneously look at in vitro and

in vivo effects will be required to quantify the different uncertainties.

It is agreed that additional studies that compare in vitro genotoxi-

city results with in vivo data will allow for a better understanding and

potentially reduce the uncertainties associated with in vitro studies.

However, a major limitation associated with these comparisons is that

the available in vivo data have notable data gaps that make confidence-

building or validation challenging. For instance, the studies applying

IVIVE to genotoxicity data (Beal et al., 2022; Kuo et al., 2022)

highlighted that there was limited overlap in chemicals and/or end-

points tested both in vitro and in vivo. Furthermore, the in vivo stud-

ies used a more limited dose range, negatively affecting the precision

of BMD modeling as demonstrated by the broad range of PoDs for

each chemical that spanned orders of magnitude in some cases. These

challenges are not limited to genotoxicity data as demonstrated in the

study by Pham et al. (2020), which determined there is a high level of

variability associated with in vivo data across 2724 toxicology studies

involving 563 chemicals (Pham et al., 2020). Thus, there is a need for

refined expectations when evaluating whether an in vitro derived

PoD is concordant with in vivo expectations. Based on their analyses,

Pham et al. estimated that a reasonable prediction for an in vivo PoD

of 1 mg/kg using in vitro data would be 0.08–10 mg/kg (i.e., within

approximately 1 order of magnitude). Another limitation for conduct-

ing in vitro studies and using the data in a regulatory setting is the lack

of standardization. The development of guidelines is often outpaced

by the rapid evolution of in vitro assays, making guideline develop-

ment a challenge for novel approaches. Overall, when designing
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in vitro genotoxicity studies, researchers will need to think incremen-

tally about assay selection, experimental design and conduct to avoid

bias, data generation, and concentration-response modeling, all while

working closely with evaluators to ensure optimal use of data in quan-

titative risk assessments.

8 | POTENTIAL APPLICATIONS OF IN
VITRO GENOTOXICITY DATA

The Working Group evaluated the potential hazard and risk assess-

ment applications for which the quantitative interpretation of in vitro

genotoxicity data could be used. These potential applications include

potency ranking based on BMC confidence intervals, screening and

prioritization of data-poor chemicals for further evaluation, and deriv-

ing health-based guidance values (HBGVs) in quantitative risk assess-

ments. Each application was assessed on its readiness for routine use

and whether further work is required before in vitro concentration-

response data, on its own, could be used in the application.

There are already several notable and recent examples where

BMC modeling has been applied in order to assess the potency of

groups of chemicals. For example, Wills et al. (2016) used BMC

modeling to compare potencies of chemicals across multiple factors.

Specifically, a computational BMC covariate approach was used to

permit the combined analysis of multiple concentration-response data

sets that were differentiated by covariates including compound, cell

type, or exposure regimen. The covariate approach was applied to the

separate analyses of chemicals with different modes of action includ-

ing in vitro micronucleus data for ionizing radiation, a set of aneugens,

two mutagenic azo dyes, and one topoisomerase II inhibitor with vary-

ing exposure durations. The covariate method demonstrated

increased BMC precision that enabled effective potency ranking of

genotoxic agents based on BMC confidence intervals. Thus, this

approach is more informative in hazard assessment than just conclud-

ing whether a given compound has a genotoxic potential or not. In the

recent study by Fortin et al. (2023), an integrated in vitro-based

approach was employed to evaluate the potency of 10 data-poor che-

micals prioritized by Health Canada's New Substances Assessment

and Control Bureau using structural alerts. The data-poor chemicals

were evaluated using the TGx DDI, MicroFlow, and MultiFlow assays,

and BMC modeling was applied to the concentration-response data

to rank the chemicals by genotoxic potency. The BMC analysis identi-

fied clusters of chemicals with differing potencies. Overall, the EWG

concluded that potency ranking using in vitro data is sufficiently

developed; it is already routinely used in hazard evaluation as demon-

strated by the highlighted examples.

Another risk assessment application where in vitro genotoxicity

data could be used is the screening and prioritization of chemicals

for further evaluation. Similar to potency ranking, BMC modeling is

applied to concentration-response data, but the analyses are

extended to factor in the toxicokinetics of the chemicals and the

known exposure levels. There are a few recent examples where this

approach has been applied. The study by Kuo et al. (2022) compared

MNvit-derived AEDs to exposure estimates to calculate bioactivity

exposure ratios (BERs), an in vitro-based approach analogous to the

margin of exposure approach. Chemicals with low BERs have a

higher potential for concern in that the exposure level is approaching

the estimated dose at which bioactivity (e.g., genotoxicity) induces a

biologically relevant CES (i.e., AED derived from a BMC). In the study

by Kuo et al., there were exposure estimates for 130 chemicals

(122 classified as clastogenic, 8 classified as aneugenic). Using BER

to screen chemicals, they identified several candidates as priorities

for further scoping and risk evaluations. Similarly, the study by Beal

et al. (2022) derived BERs for 19 chemicals that had available expo-

sure estimates. Interestingly, the high BER group consisted mainly of

chemicals used in therapeutics, and the BERs for these chemicals

seem to reflect the chemicals' lower exposure levels and relatively

low genotoxic potentials (i.e., relatively high AEDs). In contrast, the

low BER chemicals included chemicals previously identified as prob-

able carcinogens (etoposide, a chemotherapy drug) or chemicals that

are ubiquitous in the environment and are also highly mutagenic

(BaP, a polycyclic aromatic hydrocarbon). Lastly, a study by Schrenk

et al. (2022) ranked the genotoxic potency of DNA reactive pyrrolizi-

dine alkaloids (PAs) and this information was used to modulate regu-

latory action via the European Medicals Agency. Specifically,

Schrenk et al. used a provisional PBTK model to derive PA

concentration-time profiles and area under the curve (AUC) values in

liver. The liver AUC values were multiplied by previously derived

scaling factors for DNA adduct formation to estimate the in vivo

levels of DNA adduct formation in human liver tissue. This approach

provided an in vivo equivalent potency ranking to screen for the PAs

possessing higher hazard potential. With these three supporting

examples, the EWG concluded that screening and prioritization using

in vitro data are sufficiently developed for more routine use in fit-

for-purpose applications such as screening of in-commerce legacy

chemicals or natural toxins. Approaches, however, may differ across

chemical safety jurisdictions.

The Working Group agreed that the goal for in vitro genotoxicity

data would involve its use in quantitative risk assessments used to set

HBGVs. Progress has been made in the application of BMD modeling

to derive HBGVs from in vivo animal data. For example, a study inves-

tigating N-nitrosamines (N-nitrosodiethylamine and N-nitrosodimethy-

lamine) used in vivo TGR data and BMD modeling to derive permitted

daily exposure (PDE) limits (Johnson et al., 2021). Each PDE was calcu-

lated by multiplying the BMDL50 based on mutation data by 50 kg/per-

son and dividing by a composite uncertainty factor of 5000

(interspecies (5), intraspecies (10), exposure duration (10), and severity

(10) factors). The authors also derived a PDE based on carcinogenicity

data using a BMDL10 and a composite uncertainty factor of 500 (inter-

species (5), intraspecies (10), exposure duration (1), and severity (10) fac-

tors). Interestingly, the PDEs based on mutation data were lower than

the PDEs derived from cancer data. The higher sensitivity for mutation

data is consistent with expectations because mutations are predicted

to occur at lower doses and earlier time points than cancer as muta-

tions are an early key event in the adverse outcome pathway for cancer

initiation (Moore et al., 2008). Thus, there is utility in basing HBGV on
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in vivo mutagenicity data. However, there is no evidence where HBGVs

have been derived using in vitro genotoxicity data.

The studies that calculated AEDs using IVIVE indicate that there

is some progress toward the development of in vitro approaches for

HBGV derivation. But there is still a need for more work in this area.

The Working Group agreed that HBGV derivation using in vitro data

is an emerging opportunity in the early stages of development and

indicated that there is a need for validated computation workflows,

standard operating procedures, guidance documents, and prospective

case studies to demonstrate proof-of-principle of using in vitro data

for HBGV derivation.

9 | CONCLUDING REMARKS AND
CONSENSUS STATEMENTS

The workshop discussions highlighted the modernization and

advancements in in vitro genotoxicity assays and the recent progress

made in the interpretation of concentration-response data for quanti-

tative applications. Given the recent shift away from animal use in

toxicity testing, there is an urgent need to continue building confi-

dence in the quantitative use of in vitro genotoxicity concentration-

response data. The in vitro testing strategies discussed in this report

are the future of mainstream toxicity testing and will become the

focus of risk assessments. Therefore, the EWG developed consensus

statements as suggestions for building up the capabilities and useful-

ness of in vitro tests and the use of resultant data for regulatory deci-

sions. The EWG achieved consensus, captured in five statements,

about the current state of knowledge and future directions regarding

the quantitative use of in vitro genotoxicity data for risk assessment

and regulatory decision-making.

Consensus Statement 1: The commonly used mammalian in vitro

genotoxicity endpoints (e.g., gene mutation and chromosomal damage

assays) have the potential for use in quantitative applications such as

the derivation of bioactivity exposure ratios (BERs).

Consensus Statement 2: Initial analysis indicates that CES may

need to be endpoint (assay) specific. Additional data should be ana-

lyzed to give a more robust recommendation on appropriate CES for

various assays and endpoints.

Consensus Statement 3: Because it is anticipated that in vivo geno-

toxicity data will become less available in the near future, it is critical

to address the uncertainties associated with in vitro data and IVIVE to

support the interpretation of concentration-response data in a human

health context.

Consensus Statement 4: As researchers build confidence in the

application of more human-relevant models reflecting higher complex-

ity, there will be opportunities to apply the data quantitatively in

chemical safety evaluations. It is anticipated that higher complexity

models will improve the ability to interpret in vitro genotoxicity data

in the human health context.

Consensus Statement 5: Quantitative interpretation of in vitro

genotoxicity data has already demonstrated utility in potency ranking,

and this strategy is sufficiently developed to support screening and

prioritization of data-poor substances for further evaluation. Further

case studies and standardization efforts are needed before PoDs

derived from in vitro data can be employed for quantitative risk

assessments.
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APPENDIX A

The Slob (2017) Effect Size Theory approach was applied to compiled

concentration-response datasets for (i) the in vitro TGR assay (64 data-

sets; Beal et al., 2022), (ii) the in vitro MNvit assay (135 datasets; Kuo

et al., 2022), and the in vitro ToxTracker assay (189 datasets for Bscl2

and 269 datasets for Rtkn; Boisvert et al., 2023). These endpoints

effectively represent the aforementioned categories of in vitro geno-

toxicity endpoints. The analyses provide estimates of CES values that

are appropriately scaled to maximum response and/or within-group

variation averaged across the available studies. Although the analyses

did not evaluate all the possible types of in vitro genotoxicity assays,

the results show that CES values based on maximum response would

be 60.7%, 34.0%, 19.8%, and 37.7% for TGR, MNvit, ToxTracker Bscl2,

and ToxTracker Rtkn, respectively (Table 2). The CES values based on

within-group variation would be 28.2%, 21.8%, 21.0%, and 32.4%,

respectively (Table 2). The range of CES values derived from this exer-

cise suggests that no single CES value will be appropriate for all

in vitro genotoxicity endpoints; moreover, the CES values employed

for analysis of in vitro genotoxicity concentration data may have to be

assay-specific. A comprehensive analysis of available concentration-

response data for all aforementioned assays, including all possible ver-

sions of each assay in terms of the cell types used, assay methods

employed, etc., is beyond the scope of this report. Further work is

required to employ the Effect Size Theory approach to define CES

values for other assays.
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