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ABSTRACT  

The growing demand for renewable energy sources, especially wind and solar power, has increased 

the requirement for precise forecasts in the energy production process. Using machine learning 

(ML) techniques offers a revolutionary way to deal with this problem, and this thesis uses machine

learning (ML) to estimate solar energy production with the goal of revolutionizing decision-

making processes through the analysis of large datasets and the generation of accurate forecasts. 

Solar meteorological data is analyzed methodologically using regression, time series analysis, and 

deep learning algorithms. The study demonstrates how well machine learning-based forecasting 

works to anticipate future solar energy output. Quantitative evaluations show excellent prediction 

accuracy and verify the techniques used. For example, the key observations made were that the 

Multiple Linear Regression methods demonstrates reasonable predictive ability with moderate 

Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) values yet slightly lower R-

squared values compared to other methods. 

The study also provides a reflective analysis of result significance, methodology dependability, 

and result generalizability, as well as a summary of its limits and recommendations for further 

study. The conclusion provides implications for broader applications across energy sectors and 

emphasizes the critical role that ML-based forecasting plays in predicting solar energy generation. 

By utilizing renewable energy sources like solar power, this approach aims to lessen dependency 

on non-renewable resources and pave the way for a more sustainable future. 
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1 Introduction  

1.1 Research Scope  

Electricity has become a crucial part of our daily lives, and its demand is constantly increasing due 

to factors such as population growth, economic development, and advancements in technology - 

including the rise of electric vehicles [1]. The current sources of electricity are divided into non-

renewable and renewable sources, with natural gas, coal and nuclear energy examples of non-

renewable sources, and solar, wind and hydropower examples of renewables. Gas and coal, which 

are fossil fuels, impact the environment and contribute to various problems, including the 

greenhouse effect and global warming. Due to the increase in greenhouse gases, growing levels of 

air pollution, and the depletion of fossil fuel resources, the world is now concerned with reducing 

its reliance on fossil fuels while increasing its reliance on renewable energy sources [2].  

Among the renewable sources, solar energy is very promising as it is widely available. Initially, 

the technologies used to generate solar energy were expensive, and the dependence on it as a 

significant power source was not economically viable. However, developments in power electronic 

technologies have reduced costs over the years, making solar energy a viable alternative to fossil 

energy.   

The ability to generate electricity from solar energy depends on the location and local weather 

conditions, defined as the solar potential. Countries worldwide are now working on harnessing 

this potential, with China being the top country for solar power generation, followed by the USA 

and the European Union [3].   

Countries in the Middle East, which includes Qatar, have some of the highest solar potentials in 

the world. Qatar is currently increasing its solar power generation and proceeding towards 

achieving its solar potential [4]. The Qatar National Vision 2030 aims to diversify the country's 
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economy and reduce its reliance on hydrocarbon resources by increasing the share of renewable 

energy in its energy mix [5]. In line with this vision, Qatar has set a target of generating 20% of 

its electricity from renewable sources by 2030. The country is investing heavily in solar and wind 

power projects to achieve this target. As of 2021, Qatar had a total installed solar capacity of around 

300 MW [5].   

Raising the proportion of solar energy used to produce a country's power is riddled with challenges; 

the foremost and most significant obstacle is that solar energy is an unpredictable electricity source 

contingent upon weather patterns and other climatic factors. Solar energy integration into the grid 

must thus be investigated, evaluated, and developed, taking into account the environmental 

conditions that affect solar power output fluctuations, to be prepared for broad usage and largescale 

integration [6]. Qatar has set a target of generating 20% of its electricity from renewable sources 

by 2030.  

In Qatar, a country that heavily relies on hydrocarbon resources for its energy supply, the 

deployment of solar power generation has been increasingly encouraged as part of the country's 

efforts to diversify its energy mix and achieve sustainable development. However, accurate 

prediction of solar power output is a critical challenge in ensuring a stable and reliable power 

supply from solar energy. This thesis aims to improve the prediction of solar power generation in 

Qatar by developing a new forecasting model based on Machine Learning (ML) techniques. The 

research results presented in this thesis demonstrate the effectiveness of the proposed model in 

enhancing the accuracy of solar power output prediction, which can potentially contribute to the 

optimization of energy management and support the integration of solar power into Qatar's energy 

system.  
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1.2 Background   

The energy demand is rising globally due to rapid economic expansion and technological 

improvement. To ensure reliability to its customers at all times, electricity supplied by main grids 

has to be an uninterrupted power supply. Thermal power plants, which produce large amounts of 

energy by burning fossil fuels like coal, natural gas, and oil, are a common source of electricity. 

However, during the past several decades, fossil fuel burning has become a significant 

environmental problem. According to [10], intense cyclones, significant snowfalls, floods, and 

droughts have all been connected to natural catastrophes due to rising global temperatures. The 

urgent need to cut greenhouse gas emissions is confirmed by declining ozone layers and worsening 

air quality. Additionally, the supply of non-renewable energy sources is finite and dwindling. As a 

result, the globe is moving toward utilizing renewable energy sources, which offer a good 

substitute for traditional techniques [1].  

Solar, wind, biomass, and geothermal energy are renewable energy sources. Solar energy stands 

out among these due to its accessibility. This transition is aided by the developing of more efficient 

and cheaper photovoltaic (PV) systems, which use solar energy to generate direct currents (DC) 

converted to alternating currents (AC) [11]. This renewable energy is a virtually unlimited source 

for future generations, and solar grid integration is becoming the standard on a global scale.  

The sun radiates enormous amounts of electromagnetic (solar) energy absorbed by the earth’s 

surface. The total global solar energy absorption by the earth is 1.8 × 1011 MW [2], an abundant 

energy source to meet the world's requirements.  

Figure 1-1 shows the PV power potential world map [6]. It can be observed that the countries of 

the Middle East could harness tremendous amounts of solar energy. This region has an annual PV 

power potential of around 1800 kWh/kWp, which can be observed in the PV power potential map 
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of Qatar shown in Figure 1-2 [6]. Qatar is now taking initiatives to install solar power plants and 

considers them an alternative to its present energy mix.  

  

Figure 1-1. Photovoltaic Power Potential world map [6]  

The developed and developing world is concentrating on utilizing solar energy due to 

improvements in PV technology, a decline in the price of solar panels, and the fact that it is 

environmentally beneficial and widely available [12]. The trends and statistics indicate that there 

has been an exponential rise in the deployment of solar panels to produce power. The International 

Energy Agency provides the statistics shown in Figure 1-3 [12], indicating that, on present trends, 

by 2030, around 3500 TWh of electrical energy is expected to be generated by solar panels.  
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Figure 1-2. Photovoltaic Power Potential [6]  

  

Figure 1-3. Historical and Predicted PV power generation in the Sustainable Development Scenario, 2000-2030 [12]  
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Although China leads the PV sector, the US is also making significant progress [13]. Substantial 

governmental assistance for distributed solar PV applications in Brazil and Vietnam [14] is fueling 

the growth in energy generation. According to an assessment of research agendas on renewable 

energy in the Global South, the global solar PV market is anticipated to develop at a compound 

annual growth rate of 20.5% from 2021 to 2026, reaching a total installed capacity of 460 GW by 

the end of 2026. However, the electricity generated by solar panels fluctuates. The environment 

significantly impacts solar energy. Despite being plentiful, it is inconsistent and changes depending 

on several circumstances, including ambient temperature, humidity, wind, local solar radiation, 

cloud cover, and panel surface temperatures.   

Solar energy is, therefore, a variable energy source, and its use might endanger the stability and 

dependability of the supply system despite the advantages of accessibility and environmental 

compatibility. It would be challenging for the power system operators to attempt to run the system 

effectively if it is not adequately integrated [15]. Predicting the electrical energy and power 

generated by the PV panels is necessary for the electrical grid to operate in an environment with a 

high rate of PV generation in a smooth, dependable, and stable manner.  

1.3 Research Problem  

Solar panels are now used in many regions of the globe to utilize the abundant solar energy 

available. Solar panels have proven to be a promising solution to the global problem of depleting 

fossil fuel resources and climatic changes due to gaseous emissions from, for example, 

conventional power plants. However, they bring their challenges.  

Solar power output is highly dependent on many environmental factors, including solar irradiance, 

ambient temperature, cloud cover, and surface temperature of the panels, which cause the solar 

power output to fluctuate, bringing a degree of uncertainty to the electrical supply, which causes 
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problems for the planning and operation of an electrical supply grid. These challenges and the 

accompanying uncertainty represent a severe problem for electric grid operators whose goal is to 

provide a reliable power source, which requires the network to balance demand with supply.   

Accurate solar energy forecasting can increase the overall dependability of renewable energy 

systems, lower the cost of energy storage and grid balancing, and boost the efficiency and 

profitability of solar energy systems by enabling operators to plan their operations and 

maintenance schedules better. It is essential to research the accurate prediction of solar panel power 

output.  

This thesis aims to use machine learning (ML) approaches to forecast solar panel output by 

accounting for external factors that affect supply variability and uncertainty.  

This thesis aims to solve the technical issues related to predicting the output of solar panels by:  

1. Collecting and organizing the required metrological data and selecting the best environmental 

parameters for optimal prediction results.  

2. Comparing prediction techniques, particularly Deep Learning (DL) and ML techniques (DL 

employs complex neural networks for learning from large datasets with intricate patterns, 

demanding substantial resources, while ML uses algorithms for pattern recognition, 

interpretable, adaptable to smaller datasets, and less resource-intensive).  

3. Analysing and visualizing data to assess the accuracy of the prediction process.  
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1.4 Problem Definition  

An essential challenge in renewable energy is solar energy forecasting and prediction, which 

entails determining the amount of solar irradiance received at a particular place on the earth's 

surface over a given period. Supply and demand must balance to manage and use solar energy 

resources effectively. However, this work is difficult since solar irradiance is very changeable and 

challenging to estimate accurately due to the dynamic nature of the weather patterns and 

atmospheric factors that impact it. Therefore, developing accurate and reliable solar energy 

forecasting models is a pressing research problem that requires the integration of multiple 

disciplines, including meteorology, climatology, atmospheric science, and machine learning [7].  

Due to their capacity for handling big data sets and capturing intricate patterns, there has been an 

increase in interest in creating ML models for solar energy forecasting in recent years. These 

models can be trained using historical solar irradiance data, weather forecasts, and atmospheric 

conditions to provide precise solar irradiance estimates at a future time and location. ML models 

may be applied to solar energy systems to improve their design and operation by predicting the 

energy output of various solar panel configurations and tracking their performance over time.  

1.5 Research Gaps  

Forecasts for solar energy are growing more important as it becomes a more widely used renewable 

energy source. Even though this field has seen significant advances, several research gaps still 

need to be filled to increase the reliability and accuracy of solar forecasting.  

The absence of data gathering and pre-processing standards makes it difficult to compare the 

findings of various studies. This issue has to be resolved to ensure consistency in the data used to 

train and test ML models. This thesis focuses on using artificial intelligence and machine learning 

methods to analyse and pinpoint some of the significant research gaps in solar forecasting. This 
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might entail generating benchmarks and validation measures to compare the performance of 

various models and best practices for data gathering and pre-processing. The thesis investigates 

creating cutting-edge ML and artificial intelligence techniques to boost solar forecasting accuracy. 

This entails examining novel models and algorithms, creating new methods for feature selection, 

and looking at deep learning in solar forecasting.  

1.6 Proposed Research  

One of the most considerable obstacles to incorporating solar energy into a supply grid is its 

intermittency, the variation in energy output owing to weather and other variables. However, the 

complexity and sophistication of modern supply grids require precise solar energy forecasting. 

Accurate solar energy forecasting is crucial for efficient grid management and the successful 

integration of solar energy. Hence, this thesis proposes a strategy for developing an ML-based 

forecasting model for solar energy. The objective is to enhance the existing research by 

implementing ML algorithms to create an advanced solar energy forecasting model.  

1.7 Methodology Workflow  

Various forecasting techniques, including ML algorithms, will be developed to create the proposed 

solar energy forecasting model. This study will analyse ML approaches' solar energy projections 

and assess how well they handle the intermittent problem. To accurately forecast solar energy, a 

range of machine learning methods can be utilised, including artificial neural networks (ANNs), 

support vector regression (SVR), random forests, and k-nearest neighbours (KNN). Although each 

algorithm has advantages and disadvantages, they all use historical data to learn from to predict 

future solar energy production.    

Since it can manage non-linear interactions between meteorological factors and solar irradiance, 

ANN, for instance, is a potent algorithm that can learn complicated relationships between inputs 
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and outputs and is frequently used for solar energy forecasting. The non-linear correlations 

between meteorological factors and solar irradiance and the capacity to handle high-dimensional 

data make SVR, on the other hand, a popular choice for solar energy forecasting. Random forests 

are also commonly used for solar energy forecasting as they can handle non-linear relationships, 

noisy data and high-dimensional datasets. Furthermore, KNN is another ML algorithm applied to 

solar energy forecasting, particularly for short-term forecasts. KNN identifies the K closest 

historical data points to the current input and uses their average value to predict the output. Despite 

their differences, all these ML algorithms can effectively predict solar energy production or 

generation with high accuracy and reliability. Nevertheless, the effectiveness of these algorithms 

can be influenced by various factors, such as the quality and quantity of input data, the chosen 

model, and the parameters used for tuning.  

1.8 Main Contribution  

The work will result in more accurate forecasting of solar energy output in Qatar, which is crucial 

if grid operators are to optimize the operation of the grid and plan and design solar power plants 

effectively. Thus, the main contribution of this thesis will be to Qatar's electrical grid planners.  

This thesis has led to the publication of four conference papers:  

• ‘Power Generation Voting Prediction Model of Floating Photovoltaic System’ [8].  

• ‘Switched Mode Power Supplies Comparison: PI, Cascade PI and Poiscast Controller’ [9].  

(This paper provides insights on optimizing PV system performance with Switched Mode 

Power Supplies (SMPS) to enhance the accuracy of machine learning-based solar energy 

forecasting by integrating SMPS-related behaviours and features as predictive factors, 

ultimately leading to improved and more refined energy production predictions.)  
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• ‘Photovoltaic System Ensemble Prediction System’ [2].  

• ‘Reliable Photovoltaics Output Power Prediction in Qatar’ [57].  

The dependent variable of PV output power is anticipated using a set of six independent variables: 

irradiance, PV surface temperature, dust build-up on PV panels, ambient air temperature, relative 

humidity, and wind speed. The relevant data to train the prediction models was collected in Qatar 

between November 2014 and October 2016. An extensive analysis was conducted to determine 

the optimal configuration for the ANN's hyperparameters, such as the number of hidden layers and 

training procedure. The results indicated that both approaches produced precise predictions, with 

a linear regression coefficient of determination R2 (which quantifies how well a regression model 

explains the variability in the observed data) of 0.88 and 1.0 for ANN. It's also crucial to remember 

that when R2 is computed, the sign of the correlation coefficient is lost. As a result, two models 

with the same R2 value can have quite different connections between the independent and 

dependent variables. To thoroughly assess the quality of the prediction model, it is crucial to 

consider the unique relationship between the independent and dependent variables, even, for 

example, if R2 value of 0.74 is obtained, which suggests that around 74% of the variance in the 

dependent variable is accounted for by the independent variables in the model, indicating a 

moderately strong fit.  

1.9 Thesis Layout  

A background investigation and literature assessment on the solar potential of the world in general 

and Qatar, in particular, are presented in the second chapter. The types of solar energy production 

are discussed with an in-deep explanation of the PV method with which this research is concerned. 
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Further, the techniques for PV output prediction presently used in the literature are discussed and 

classified.  

The third chapter delves into the theoretical basis of the deep learning and ML techniques utilised 

to predict PV production in this work. It comprehensively covers the different stages of the 

prediction process, including data collection and preparation, as well as the metrics employed to 

evaluate the accuracy of these prediction methods.  

The findings of this investigation are presented in the fourth chapter. The information used is  

detailed, and the process for gathering this information is also highlighted.   

The fifth chapter presents, compares, and discusses the prediction algorithms' performances.  

Finally, the last chapter presents the conclusion of the research and the results that have been reached.  

In addition, possible future work and its development are presented.  

1.10 Conclusions  

PV systems are essential for converting solar energy to electrical energy, but their efficiency varies 

greatly depending on the location, the time of day, and the weather. This thesis focuses on 

investigating PV output prediction strategies to overcome this problem. Multivariate linear 

regression models and ANNs are the main techniques being assessed and contrasted, albeit their 

outcomes vary with regard to the coefficient of determination (R2). Overall, a viable method to 

reduce the variation in PV efficiency caused by external factors is to employ multivariate linear 

regression models and ANNs to estimate PV output power based on a collection of independent 

variables. The study's results imply that both approaches can result in precise predictions, albeit 

the best strategy may vary depending on the application and type of data being used. 
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2 Literature Review  

2.1 Introduction  

Due to its potential to reduce greenhouse gas emissions and environmental sustainability, solar 

energy has become an essential source of renewable energy. For effective grid integration, system 

planning, and optimum use of solar resources, accurate prediction and forecasting of solar power 

generation are crucial as the solar energy sector continues to expand. Utility companies can 

maximize energy storage, plan maintenance tasks, balance the grid, and support efficient energy 

trading with the help of accurate solar power projections. Solar irradiation, weather, geographic 

location, system parameters, and historical data are just a few examples of the many variables that 

go into accurate solar power prediction and forecasting. These methods aid in addressing the innate 

erratic and variable nature of solar energy production, allowing for improved resource 

management and planning.  

This literature review aims to review the strategies and methods used to estimate and forecast solar 

energy generation. It includes articles and studies that have examined the precision and efficacy 

of various techniques, such as machine learning algorithms, statistical models, ensemble methods, 

and hybrid models. This study intends to highlight the developments, difficulties, and probable 

future paths in solar power modelling and forecasting by analysing the existing literature. It is 

essential to understand the advantages and disadvantages of different prediction and forecasting 

methodologies to build strong models that can deliver precise and trustworthy forecasts for solar 

power. Accurate predictions help increase grid stability, lower energy prices, and better integrate 

solar energy into the current power grid.  
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By examining the papers mentioned below, this literature review delves into the specific 

methodologies employed in solar power prediction and forecasting, providing valuable insights 

into the advancements made in this field.  

2.2 Photovoltaic Electricity Generation  

2.2.1 Comparison of solar energy generation methods  

Solar energy may be produced in two ways: concentrated solar power (CSP) and PV electricity, 

see Figure 2-1. In CSP, solar energy is concentrated with the help of mirrors onto a heat engine 

receiver. The concentrated radiation is converted to heat and drives a heat engine connected to an 

electricity generator. Hence, CSP plants are similar to conventional power production thermal 

plants but use solar energy to produce heat instead of burning fuel.  

 

concentrated solar power (CSP)  photovoltaic (PV) power 

Figure 2-1. The two types of solar power generation 

Source: [129] 

On the other hand, PV solar systems differ from CSP systems in that they use sunlight to produce 

a direct electric current through the "Photovoltaic effect" rather than using it first to produce heat 

Solar Power Generation 



   15 

 

and then electricity [11]. This direct current is changed into alternating current using inverters to 

be distributed locally or to the national grid for further use.  

The disadvantage of using a PV system is that electricity is instantly produced and cannot be easily 

stored due to battery limitations. Presently, CSP is preferable due to better thermal storage 

technologies and is more attractive for macro-scale electricity generation, which has led to greater 

market penetration of CSP [11]. Although CSP has better thermal storage technologies, it is 

expensive and requires two different plants, solar and steam. Hence, its initial cost is high, and PV 

installations are being promoted due to their lower and diminishing installation costs, assisted by 

favourable energy market conditions [16], [17]. Table 1 shows a comparison between CSP and  

PV.  

Table 2-1 Comparison between CSP and PV  

Comparison 

Criterion  

CSP PV  

 

Storability Better due to the thermal storage 

technologies 

Worse due to battery 

limitations 

Cost  Worse due to the high initial 

cost of the required two plants 

(solar and steam)  

The cost ranges between 110 

EUR/MW( LCOE) 

[123][124][126] 

Better due to the lower and 

decreasing capital costs. The 

cost ranges between 60 

EUR/MW (LCOE) 

[123][125][126] 
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2.2.2 Composition of PV solar arrays  

Solar cells are commonly used to capture and convert the sun's energy into electrical energy [18]. 

Solar panels or PV modules are collections of solar cells interconnected in series or parallel. PV 

panels are collections of individual PV modules; a PV array is a collection of PV panels [19]. The 

composition of an array is shown in Figure 2-2.  

 

Figure 2-2. Composition of PV arrays  

2.2.3 Electrical model of PV cells  

The PV cell, as previously mentioned, is the smallest part of the PV array. Hence, knowing how 

these cells function makes it easier to determine what influences their output. A model of a typical 

PV cell is shown in Figure 2-3, where a current source and a diode are connected in parallel. This 

may be utilised to mimic a typical PV cell. Also included are resistances in series and shunt. The 

intrinsic resistance and the shunt resistance are denoted by the symbols Rs and Rsh, respectively 

[20] [21]. Depending on the required voltage and current, PV cells may be connected in series, 

parallel, or both configurations.  
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Figure 2-3. PV cell circuit model  

The PV cell equivalent circuit has the following generic representation of the PV cell current [12]:  

 

𝐼 = 𝑁𝑃𝐼𝑃𝐻 − 𝑁𝑃𝐼𝑆 (𝑒𝑥𝑝 (
𝑉𝑐𝑒𝑙𝑙 + 𝐼𝑐𝑒𝑙𝑙𝑅𝑆

𝑉𝑡ℎ
) − 1) − (

𝑉𝑐𝑒𝑙𝑙 + 𝐼𝑐𝑒𝑙𝑙𝑅𝑆
𝑅𝑃

) (2.1) 

𝐼𝑃𝐻 = 𝐺(𝐼𝑆𝐶 + 𝐾𝐼(𝑇𝐶 + 𝑇𝑅𝐸𝐹)) (2.2) 

𝐼𝑅𝑆 =
𝐼𝑆𝐶

𝑒𝑥𝑝 (
𝑞𝑉𝑂𝐶
𝐾𝐴𝑇𝐶𝑁𝑆

) − 1
 

(2.3) 

𝐼𝑆 = 𝐼𝑅𝑆 (
𝑇𝐶
𝑇𝑅𝐸𝐹

)
3

(

 
 
𝑒𝑥𝑝(

𝑞𝐸𝐺 (
1
𝑇𝑅𝐸𝐹

−
1
𝑇𝐶
)

𝐾𝐴
)

)

 
 

 (2.4) 
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Where:  

Symbol  Description  Value  Unit  

q  Electronic charge  1.602 × 10123 C  

K  Boltzmann’s constant  1.38 ×1014 JK-1  

𝐼#  Saturation current    A  

𝐼#)  Short circuit current  25oC and 1 kW/m2
  A  

𝐼+#  Cell's reverse saturation current    A/m²  

A  Junction ideality coefficient      

Vth  (AKTC)/q, where C stands for thermal 

voltage  

  V  

NP  The number of PV cells linked in parallel    unitless  

Ns  The number of PV cells linked in series    unitless  

EG  Semiconductor cell energy band-gap    eV  

KI  Short-circuit cell temperature coefficient    Celsius 

(%/°C)  

TC  PV cell's working temperature    °C  

G  Solar irradiance    W/m²  

TREF  PV cell reference temperature    °C  

VOC  PV cell's open circuit voltage    V  

Vcell  Voltage of a solar cell    V  

I  Current generated from the PV cell    A  

IPH  Photo current    A  
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The PV cell characteristics are typically measured under standard test conditions: G = 1 kWm-2,  

T = 25 °C, and air mass ratio = 1.5.  

Figure 2-4 depicts a block diagram showcasing the electricity generation process using PV panels. 

The PV panels absorb sunlight, initiating the photovoltaic effect and producing DC electrical 

energy. This DC energy is converted into AC power by an inverter, enabling integration into the 

electrical grid for various applications. The diagram illustrates how PV panels serve as a renewable 

energy source, converting sunlight into usable electricity that can be seamlessly integrated into 

existing power systems.  

  

    Figure 2-4. Block diagram for electricity generation by the use of PV panels [114] 

Figure 2-5 shows a PV panel's block diagram for electricity generation. DC power is produced by 

the PV panel of cells, which is exposed to sunlight. A power electronic converter (PEC) is then 

used to convert this DC electricity into AC. The converted AC electricity may now be used to 
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power a load, such as various electrical systems or gadgets. The PV panel collects sunlight to 

create DC energy, which is then converted to AC and used to power various devices through the 

load. A controller is often employed to drive the PEC to regulate the current and voltage fed to the 

load terminal [22].  

  

Figure 2-5. Solar electricity generation [22].    

As mentioned previously, one of the outcomes of this research work is an article titled "Switched 

Mode Power Supplies Comparison: PI, Cascade PI and Poiscast Controller” [9] which is going to 

be used in order to strengthen the study. The discussion and analysis in this article, which explores 

the effectiveness and performance of various systems, will be guided by some insightful 

information from this study. Clarifying this comparison will improve readers' comprehension of 

practical applications by studying the effects of each control strategy on steady-state oscillations 

and rising time. The findings may be used to improve the effectiveness and efficiency of switched-

mode power supplies in various applications.  

The study by Lari et al. [9] is a case-in-point of how PV energy generation is conditioned with 

control actions. The work compares the performance of three control systems for switched mode 

power supplies (SMPS): proportional-integral (PI), cascade PI, and Poiscast controllers in terms 
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of output voltage regulation, transient responsiveness, and efficiency. The three control techniques 

and the fundamental SMPS principles are introduced in the study. The SMPS's duty cycle is 

adjusted using the PI controller, a straightforward and widely used method, which depends on the 

difference between the output voltage and a reference value. A cascade PI controller was also used, 

operating as an inner control loop with the special purpose of regulating and monitoring the current 

flowing through the SMPS inductor. The overall stability and responsiveness of the SMPS system 

are improved by this configuration's capacity to precisely and finely control the inductor's current. 

By tackling the complexities of current variations, the cascade PI controller complements the 

primary control mechanism and ensures that the SMPS performs at its best under a variety of load 

circumstances. This multi-tiered control methodology demonstrates a thorough method for 

controlling the subtle performance variations of SMPS systems, eventually resulting in increased 

effectiveness and dependability. The Poiscast controller is a nonlinear controller that controls the 

output voltage using a sliding mode strategy. The simulation results are then presented to compare 

the effectiveness of the three controllers. The simulations varied the load and input voltage based 

on a typical SMPS circuit. In terms of output voltage regulation and transient responsiveness, the 

results demonstrated that the Poiscast controller performed better than the other two. The Poiscast 

controller, in contrast to the other two controllers, has a higher switching frequency, which lowers 

its efficiency. Figure 2-6 shows the output current response comparison for the three controllers.  
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Figure 2-6. DC to DC Boost converter output current response [9]  

The research concluded that an application's requirements determine the control approach for an 

SMPS. A PI controller's implementation is sometimes seen as simple due to its ease of use when 

compared to more complex control techniques. The PI controller modifies the control output based 

on both the current error (proportional term) and the cumulative error over time (integral term). 

Finding the right gains for the controller to get the desired performance and stability can be 

difficult, which may need some trial and error or more sophisticated tuning approaches. Despite 

these difficulties, compared to more intricate control schemes, the development of a simple PI 

controller is not particularly difficult. Multiple stacked control loops are used in a control approach 

known as cascade control. The process variable is later controlled by a secondary controller, whose 

setpoint is controlled by the primary controller. Due to its potential for improved performance and 

disturbance rejection as compared to single-loop control, cascade control is preferred. The 

statement that a "cascade PI controller performs better in terms of output voltage regulation" is 

vague and has to be understood in its context. The specific application, system dynamics, and 

performance requirements determine how well a cascade strategy employing PI controllers will 
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work. The PI controller is an approach that is versatile, easy to use, and reliable. Although more 

challenging to implement, the cascade PI controller performs better in terms of output voltage 

regulation. The Poiscast controller provides superior transient response but at the expense of 

decreased efficiency and increased complexity. In conclusion, this study thoroughly analyses three 

alternative SMPS control systems and provides insightful information about each one's advantages 

and disadvantages. The study's findings may be helpful to SMPS circuit designers, who must select 

the best control approach for a given renewable energy application.   

The paper [23] presents an efficient optimization algorithm called the Salp Swarm Algorithm 

(SSA) for identifying the parameters of a PV cell model. The proposed SSA algorithm is inspired 

by the behavior of Salp, a marine organism. It is designed to mimic their foraging behavior to 

optimize the parameters of the PV model. The effectiveness of the proposed algorithm is evaluated 

by applying it to two types of PV cell models: the single-diode model (SDM) and the double-diode 

model (DDM). The results show that the SSA algorithm outperforms other state-of-the-art 

optimization algorithms, such as the Particle Swarm Optimization (PSO) algorithm and the 

Genetic Algorithm (GA), in terms of convergence speed and solution quality. In addition, the 

authors also investigated the impact of different SSA parameters, such as the population size and 

mutation rate, on the algorithm's performance. The results show that these parameters' optimal 

values depend on the problem and model under consideration [23]. Also, in this study, a 

comparison was conducted between experimental data and simulated results for each algorithm 

under specific conditions (G = 366 W/m², T = 18°C). The investigation focused on the Current, 

Voltage and Power-Voltage characteristics. The exploratory and exploitative behaviors of the SSA 

were found to be more flexible and effective compared to other methods. SSA exhibited a balanced 

approach, starting with broad exploration and transitioning to focus exploitation on later stages.  
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This behavior enabled SSA to explore high-quality solutions effectively for parameter 

identification of the DDM PV cell problem. Conversely, the Sine Cosine Algorithm (SCA), Vortex 

Chimney Search (VCS), Gravitational Search Algorithm (GSA), and Ant Lion Optimizer (ALO) 

approaches struggled to strike a stable balance between exploration and exploitation, resulting in 

local optima stagnation and increased error in simulated results. Additionally, the study considered 

high-temperature and irradiation climatic conditions as a secondary experimental case. Figure 2-7 

shows a comparison between the experimental and simulated results of this study.   

  

Figure 2-7. Comparison between experimental and simulated results [23]  

Overall, the proposed SSA algorithm provides a promising approach for efficiently identifying the 

parameters of PV cell models and can be used to optimize the performance of PV systems in real-

world applications [23].  

2.2.4 PV systems: challenges and proposed solutions  

• The conventional unidirectional flow of electrical power: This challenge arises from the fact 

that conventionally, the power generation system is located only at the feeder end of the grid  

[104]. However, with the penetration of PV systems, power will be generated at many points  
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on the grid, and in the case where PV generation exceeds demand for an individual consumer, 

i.e., excess generation, a bidirectional flow is required to transmit the excess energy back to 

the grid. Such a mismatch between load power and that generated can impact the distribution 

feeder and the customers connected to that feeder [105].  While it is true that many thousands 

of PV systems successfully feed their excess energy back into the grid, challenges such as grid 

instability still remain. One of the primary challenges is maintaining grid stability when many 

intermittent energy sources, such as PV systems, feed into the grid. If the supply of and power 

demand is not balanced, it can result in voltage and frequency fluctuations in the grid, leading 

to power quality issues and outages [106].  

• The distance between generation sites and the load: Large-scale solar farms are generally far 

from their corresponding loads [107]. Future development of such farms would add to the cost 

of deployment of additional transmission lines [108]. A suggested alternative is to use power 

inverters in a PV electricity-producing system to address this challenge by deploying 

distributed PV systems that can be located closer to the loads, reducing the need for additional 

transmission lines [109]. Distributed PV systems can be installed on rooftops, carports, or in 

parking lots, among other locations, and can be closer to the loads they serve [109]. This 

reduces the transmission losses associated with transmitting power over long distances and can 

also reduce the need for new transmission infrastructure, thereby lowering the cost of 

deployment [110]. In summary, the suggestion is not just about using power inverters but using 

them in conjunction with distributed PV systems to address the challenge of the distance 

between generation sites and loads. However, this can cause power quality problems, including 

harmonics [111].   
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• Voltage problems exist because PV systems cannot be dispatched. Storage solutions are thus at 

the forefront of PV research and development [24]. The spinning equipment used in 

conventional power production systems, such as generators and turbines, produces "inertia 

power," which aids in maintaining the voltage in the power system [24]. PV systems, in 

contrast, do not have any spinning equipment; hence, they do not produce any inertia power. 

As such, an imbalance between the power generated by the PV system and the power used by 

the loads can result in voltage swings [24]. Modern PV research and development concentrates 

on storage solutions to solve this problem. Energy storage systems can reduce voltage 

fluctuations and increase the stability of the power system by storing extra energy produced by 

PV systems during times of low demand and releasing it during times of high demand [24].  

• Variable solar insolation: One of the significant challenges of integrating solar panels for large-

scale electrical energy generation is that the insolation is variable. Insolation is dependent on 

location and time of the day. Due to this variability, there could be mismatches in electricity 

demand and generation, and under- or over-generation of power may lead to an unstable system 

[24]. The ability to provide power on demand is not a luxury afforded by PV generation [24]. 

There are two proposed solutions to this challenge:  

o Solar farms dispersed across a wide geographical area can mitigate site-specific 

variables such as cloud cover [11]. Some alternatives involve modifying consumer 

behavior to produce demand response strategies which use solar energy when it is easily 

accessible or introduce energy storage for when demand is low or when there is over-

production for later use [11].  

o Using better forecasting tools enables more precise forecasts of the potential reduction 

in solar generation to below the minimum penetration capacity [11].  
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2.3 PV Output Prediction Methods  

The integration of PV arrays into the grid, which enables grid operators to organize and plan energy 

production and distribution, depends on the precise forecasting of PV production, as previously 

indicated. Approaches focusing on ML and DL have been found to have increased prediction 

performance when adequate, relevant data are available. Results from physical and statistical 

methods have been promising [25].  

ML and DL require previously acquired data so the model may be trained and then utilised to 

forecast future output values. The data can be used to train the models and subsequently classified 

into univariant and multivariant [25]. Univariant data include only historical values of PV 

production output from the same source, while multivariate data include weather and other 

environmental variables in addition to the PV output [25].  Using this data, two types of predictions 

can be implemented:  

1- Output forecasting: In order to predict incoming data points, forecasting relies on a 

complex examination of historical data values. This forecasting method can be divided into 

multi-step forecasting, which predicts a series of future values, and one-step forecasting, 

which projects the immediately following value. Time series analysis, a method used to 

recognize patterns and trends in chronological data, is the basis of this forecasting strategy. 

This kind of study can use either univariate data, where only one variable's history is taken 

into consideration, or multivariate data, which considers a number of interrelated variables. 

The timing of observations and their corresponding timesteps are crucial to the quality of 

forecasts because correlations and patterns seen across timeframes significantly impact 

forecasting results. In order to predict future data points and aid in strategic planning and 



   28 

 

informed decision-making, forecasting essentially entails drawing insightful conclusions 

from historical data [25].  

2- Output regression refers to a method of predictive modelling whose objective is to forecast 

a continuous numerical value from input features. The anticipated value that the regression 

model produces is referred to as the "output" in this context. Regression analysis establishes 

a link between the input features and the desired output variable by fitting a mathematical 

function that best represents the patterns and trends existing in the data. Recognizing that 

time series data can be used as input for regression models is crucial since doing regression 

analysis on time series data does not automatically cover the entirety of time series 

research. Even though the data is a time series, regression is not considered a time series 

study. Multivariate data are necessary for this prediction, where a subset of the variables in 

each observation are seen as inputs and the remaining variables as outputs [25]. Regression 

models use knowledge about the connection between the input and the output to predict the 

outcome for a given input [25]. A problem with regression is that some input variables 

cannot be predicted to have future values. The study uses a regression model to predict how 

much electricity a building will use over time. Temperature, weekday, and time of day are 

examples of possible input variables for the regression model. However, "weather 

conditions," which include specifics like humidity and irradiance, are one of the input 

factors. In this circumstance, it is not possible to accurately predict weather conditions for 

a very long time in the future. The study aims to forecast electricity usage for the following 

month. The particular weather for that month cannot be accurately forecast in advance 

despite projections or extrapolations for temperature, day of the week, and time of day. As 

a result, "weather conditions" would serve as an illustration of an input variable whose 
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values cannot be foreseen in the future. This circumstance brings to light a problem with 

regression modelling, particularly when used for time series forecasting. While some input 

variables can be expected to have future values, other variables may be impacted by 

unpredicted outside forces or events. It highlights the importance of giving careful thought 

to the variables to include in the model, as well as the potential drawbacks of generating 

long-term forecasts based on specific inputs. Using anticipated feedback will solve this 

issue. Most of the time, expected input is available and may be utilised to make regression 

predictions, such as with weather data [25].  

2.4 Conclusions   

This literature review has provided the strategies and methods used to estimate and forecast solar 

energy generation. It has provided articles and studies that have examined the precision and 

efficacy of various techniques, such as machine learning algorithms, statistical models, ensemble 

methods, and hybrid models. It intended to highlight the developments, difficulties, and probable 

future paths in solar power modelling and forecasting by analysing the existing literature. It is 

essential to understand the advantages and disadvantages of different prediction and forecasting 

methodologies to build strong models that can deliver precise and trustworthy forecasts for solar 

power. Accurate predictions help increase grid stability, lower energy prices, and better integrate 

solar energy into the current power grid. 
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3 Machine Learning Methods for Prediction  

3.1 Introduction  

The prediction methodology employed within this thesis revolves around a regression-based 

approach that hinges on weather and environmental data. This technique involves leveraging the 

relationships between these factors and the predicted outcomes. The specifics of this prediction 

method, including the intricate interplay between the weather and environmental variables, will be 

elaborated upon in subsequent sections of this thesis. By integrating these data-driven insights, the 

aim is to unravel the dependencies and patterns that underlie the anticipated outcomes, providing 

a comprehensive understanding of the predictive framework employed in this research.  

Table 3-1 Machine Learning Methods for Prediction 

Parameter Value Justification 

learning rate 0.01 A small learning rate of 0.01 is chosen to ensure stable 

and smooth convergence of the optimization 

algorithm. 

max_iter 1000 A maximum of 1000 iterations is set to prevent the 

algorithm from running for an excessively long time. 

tol 1e-4 A tolerance of 1e-4 is used to determine when the 

change in the loss function is sufficiently small to stop 

the optimization. 

random state 42 A fixed random state of 42 is used to ensure the 

reproducibility of the results. 
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3.2 Regression Method for Prediction  

In the literature, ML methods, including linear regression [26], support vector machines (SVM)  

[27], and decision trees [28] have been used to forecast PV output. Deep learning approaches use.  

ANNs, which have a range of designs. These include standard feed-forward neural networks 

(FFNN) [29], recurrent neural networks (RNNs) [30], and Long Short-Term Memory (LSTM) 

networks [31], which are a variety of RNNs made to manage and learn from data sequences. They 

are particularly effective in sequential data applications, including speech recognition, time series 

forecasting, and natural language processing. The main innovation of LSTM networks is their 

capacity to detect temporal and long-range dependencies in data. Vanishing or inflating gradient 

issues can make it difficult for traditional RNNs to retain data from far-off prior time steps. These 

restrictions are overcome by LSTMs thanks to their intricate network of memory cells and gates. 

[31]. The effectiveness of several models for predicting PV outputs has been compared in 

numerous published papers, as in [32], [33]. According to all investigations, using ANNs produced 

the most accurate results [31], [32], [33].  

Because of worries about climate change and the depletion of non-renewable resources, the 

utilization of renewable energy sources has grown in importance. In recent years, solar 

photovoltaic systems have become popular as a viable, sustainable energy source. Floating PV 

systems, in particular, are a relatively new and novel technology that provides various benefits, 

including less land consumption and better power generation efficiency owing to the cooling 

impact of the water [33]. However, solar irradiation, temperature, humidity, wind speed, and water 

quality all impact the performance of floating PV systems [32].  As a result, precise power 

generation forecasting is critical for improving system performance and administration [32].  To 
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help resolve this issue, the author of this thesis presented a paper on the Power Generation Voting 

Prediction Model (PGVPM) [8] for a floating PV system that integrates various models through 

voting. This study concentrated on a predictive model to foresee or predict voting trends connected 

to energy production operations. The phrase "Power Generation Voting Prediction Model" implies 

that the model attempts to predict how people or entities may vote or make decisions regarding 

issues relating to power production. Essentially, the goal of this approach is to use predictive 

analytics to predict how different stakeholders, such as customers, lawmakers, and regulators, 

could vote on matters involving power generation. These choices could relate to a variety of things, 

like modifications to policies, the adoption of renewable energy sources, or expenditures on 

infrastructure. The author's goal in developing this predictive model was to give decision-makers 

insights into the outcomes of voting scenarios connected to power generation so they could make 

well-informed decisions. The PGVPM considers multiple parameters that influence power 

generation and gives reliable power generation projections. The authors gathered data from a 

floating PV system and utilised it to test the suggested concept [8]. Solar irradiation, temperature, 

humidity, wind speed, water quality, and electricity generation were all measured. The PGVPM's 

performance was compared to individual models and other ensemble approaches, such as stacking 

and bagging. The PGVPM outperformed individual models and other ensemble approaches in 

forecasting power generation, showing its use in real-world applications. The voting approach, 

which combines the strengths of numerous models and decreases the impact of individual model 

faults, was credited for the PGVPM's higher performance. The paper proposed a unique voting 

mechanism for estimating power generation in a floating PV system. The suggested PGVPM can 

estimate power generation accurately and help optimize and control floating PV systems [8].  
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PV solar power prediction involves estimating the amount of electricity that a solar panel or PV 

system will generate based on various factors such as solar irradiance, temperature, and system 

characteristics. To maximize the energy output of PV systems, efficient control strategies are 

necessary to ensure that the system operates at its peak efficiency and follows the optimal power 

generation trajectory. The research [34] recognizes the impact of environmental conditions on the 

operation of PV systems, including aspects like the nonlinearity of PV modules and the 

consequences of changing weather conditions. These elements significantly contribute to the 

precision of PV solar power prediction, as fluctuations in the environment directly influence the 

real power generation capacity of the system.  

Because of their simplicity and cost-effectiveness, single-stage PV systems that integrate the tasks 

of maximum power point tracking (MPPT) and voltage control are popular. However, these 

systems are plagued by several control difficulties that impair their performance and stability. This 

study focuses on the control of a single-stage PV system, especially MPPT, current control, and 

voltage control. Mastromauro et al. [34] thoroughly examine the available control systems and 

procedures for dealing with these difficulties. The authors address MPPT approaches such as 

Perturb and Observe (P&O) and Incremental Conductance (INC), as well as more sophisticated 

methods such as ANNs, Fuzzy Logic Control (FLC), and Model Predictive Control (MPC). They 

contrast the performance and benefits of each strategy, as well as their limitations and obstacles.  

They discuss the traditional Proportional-Integral (PI) controller and its variations, such as the 

Fuzzy PI and Sliding Mode Control in terms of current control. They also discuss the difficulties 

of current regulation in single-stage PV systems, such as PV module nonlinearity and the influence 

of climatic factors [34].  
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3.2.1 Machine Learning Techniques for Prediction of Solar Energy  

The increasing use of solar energy as a renewable energy source necessitates precise projections 

of solar power output. ML algorithms have shown considerable potential in making accurate 

forecasts about solar power generation. The forecasting of solar power generation using ML 

approaches is the main topic of this overview of the pertinent literature. Aslam et al. [35] have 

investigated ML methods for predicting solar power generation, including support vector machines 

(SVMs), decision trees, and Artificial Neural Networks (ANNs). They also researched a variety of 

ambient factors that affect the generation of solar power, including temperature, humidity, wind 

speed, and cloud cover. Principal component analysis, correlation-based feature selection, and 

recursive feature removal are only a few of the feature selection approaches that the authors 

researched. They showed that the SVM model surpasses other ML techniques' accuracy and 

efficiency. The study also provided knowledge for researchers and practitioners in the field of 

renewable energy to develop accurate and efficient forecasting models for solar power generation.  

Reference [35] used a hybrid deep learning model that used long short-term memory (LSTM) and 

convolutional neural networks (CNNs) to predict the output of solar electricity. The LSTM neural 

network was also employed for multivariate time-series forecasting of solar power generation. 

Other work also highlights the importance of feature selection in ML-based forecasting of solar 

power generation [36].  

In [37], deep learning techniques are examined to predict solar power generation appropriately; 

the authors highlight the importance of solar power forecasting to enable successful integration 

into a supply grid and offer both a thorough analysis of existing solar power forecasting approaches 

and an exploration of the advantages of using deep learning methods instead of conventional 

statistical models. The authors also demonstrate how deep learning systems can accurately forecast 
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solar power generation using an extensive historical solar power generating data dataset. Next, the 

study addressed how well three distinct deep learning techniques – LSTM, CNN, and Autoencoder 

– perform relative to computing efficiency and prediction accuracy. The LSTM model fared the 

best in accuracy despite the CNN model being the most successful. The Autoencoder technique, 

as demonstrated by the authors, can improve the accuracy of solar power projections. According 

to the study's main conclusion, deep learning techniques can significantly improve the accuracy of 

solar power projections. However, it also highlighted the need for more research to enable more 

efficient integration of solar-generated electricity into supply networks [37].  

In their study on applying deep learning to forecast solar irradiation for solar power systems, 

Muhammad et al. looked at the usage of these algorithms to anticipate solar irradiation [38]. For 

the successful integration of solar energy into the grid, the authors stress the necessity for precise 

estimations of solar irradiation. The article thoroughly analyses several relevant deep learning 

algorithms and their applicability to power system forecasting. The LSTM, CNN, and Autoencoder 

deep learning algorithms were used in a case study to predict solar irradiation, and their benefits 

and drawbacks were examined. Significant historical solar irradiation data was used to train and 

test the LSTM model as shown in Figure 3-1. In this figure, the LSTM model shows an 

improvement over traditional statistical techniques in terms of prediction accuracy, according to 

the authors' comparison of the LSTM model's performance with more well-known statistical 

models, such as the Autoregressive Integrated Moving Average (ARIMA). Using LSTM, they 

projected the hourly, daily, and total solar irradiation for the following year.  
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Figure 3-1. Comparison of actual and predicted data [38]  

In their discussion, Muhammad et al. also covered the challenges of applying deep learning 

techniques for power system forecasting [38]. These challenges include the necessity for a sizable 

quantity of data, the processing requirements, and the interpretability of the results. Muhammad 

et al.'s research showed that the LSTM model, in particular, can increase the accuracy of forecasts 

for solar irradiation. The authors concluded that further study is required to address the difficulties 

of adopting deep learning applications to power system forecasting and investigate the potential 

of these approaches when applied to other facets of power system operations [38].  

3.3 PV Domain and Forecasting Domain Techno-scientific Information  

The solar energy technology that deals with generating electricity from solar panels is known as 

the PV domain, and the "forecasting domain" designates the area of predictive analytics that makes 

predictions about the future based on previous data. Forecasting is essential for the efficient and 

consistent operation of the grid in the context of power systems and for the successful integration 

of renewable energy sources like solar power. Research on the use of forecasting methodologies 



   37 

 

in the PV business, which is at the nexus of these two industries, has recently attracted much 

attention. The objective is to develop accurate and trustworthy methods for forecasting solar 

energy generation, which can help grid operators manage the grid more effectively and boost 

overall system resilience. Deep learning algorithms have been developed into powerful tools for 

solar power forecasting [35].  

Research has demonstrated that when compared to conventional statistical models, deep learning 

algorithms such as LSTM, CNN, and Autoencoder may significantly increase the accuracy of solar 

power forecasts [39]. Moreover, studies have shown that merging forecasting models can improve 

prediction accuracy [40]. Forecasting is crucial for both the successful integration of renewable 

energy sources like solar power and the efficient and consistent grid operation in the context of 

power systems. The goal is to provide reliable and precise techniques for predicting solar energy 

generation, which can aid grid operators in better managing the grid and enhancing overall system 

resilience. Deep learning algorithms have become a potent tool for solar power forecasting in the 

PV industry [40].    

The Photovoltaic System Ensemble Prediction System (PSEPS) proposed by the author of this 

thesis in the paper [41] suggests an ensemble method for predicting the output power of PV 

systems.  

To increase the precision and dependability of the forecasts, the ensemble approach mixes various 

independent prediction models. Additionally, the paper offers a real-time data processing system 

to gather and examine the information from the PV system, weather forecasts, and other pertinent 

sources to produce precise and timely predictions. An ML model, a numerical weather prediction 

model, and a statistical model are among the individual prediction models employed in the 

ensemble approach and are described in the study. Each model is created to capture a distinct 
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aspect of the behaviour of the PV system and is trained using historical data. The ensemble 

strategy, which combines the predictions from each model using a weighted average, is also 

covered in detail in the study. Figure 3-2 shows ANN's mean square error (MSE) results, which 

revealed the greatest outcome based on the sensitivity analysis process.   

  

Figure 3-2. Log of MSE of Training Algorithms Results [41]  

The paper offers a promising strategy for enhancing the precision and dependability of PV system 

output power estimates. The real-time data processing system can provide prompt updates to the 

forecasts based on the most recent data, and the ensemble technique has been proven effective in 

merging diverse models to provide more accurate predictions. The proposed method may be used 

to improve the performance of PV systems and integrate renewable energy into the electrical grid.  

3.4 Machine Learning Techniques  

Nespoli et al. [42], Yang, et al., [43], Antonanzas-Torres et al., [44], and Nespoli, et al., [45] all 

emphasize the value of precise solar irradiance forecasts for the renewable energy industry and 

describe the drawbacks of conventional forecasting techniques. They discuss cloud type 

categorization and how it could help projections of solar irradiation. They also discuss data and 
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techniques, which included using satellite images and ML algorithms such as random forest and 

SVMs. These authors and others [46] stress the significance of accurate predictions for the 

renewable energy sector and demonstrate the potential of ML approaches for improving solar 

irradiance forecasting and solar PV power output forecasting.   

The authors proposed solar PV power forecasting as necessary for ensuring the efficient and 

reliable operation of solar PV systems. They then discussed various ML methods to forecast solar 

PV power, including neural networks, SVR, decision trees, random forests, and KNN. The authors 

also highlighted some significant challenges in predicting solar PV power, including the 

nonlinearity and irregular nature of solar PV power production and the accessibility and quality of 

input data. They also discussed how ML might help resolve these issues and improve solar PV 

power's forecasting accuracy [47].  

Using data from a Korean PV power plant, the authors of [48] evaluate the effectiveness of several 

models, including ANNs, SVR, and random forest regression. An LSTM-based deep learning 

forecasting model is used to anticipate renewable energy production in Korea. After being trained 

on historical data, the model outperformed traditional forecasting models regarding the accuracy 

and predicted horizon. The results suggest that decision-makers, academics and policymakers may 

find the LSTM-based model valuable in developing sensible policies and strategies for renewable 

energy due to its resilience, capacity to handle enormous datasets, and ability to manage 

complicated nonlinear interactions. The study highlights the importance of accurate forecasting 

for sustainable energy policy, which can be replicated and adapted to other regions or countries 

with similar energy systems and climate conditions [48].  

The study [49] evaluates three ML algorithms to anticipate renewable energy production: ANNs, 

SVR, and Gaussian process regression (GPR). The study's primary goal is to integrate wind and 
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solar power, which are variable and dependent on the weather. The models were tested using 

statistical measures such as root mean square error (RMSE) and coefficient of determination (R2), 

which were trained on historical data from a Spanish wind and solar farm. The study emphasizes 

the need to select the appropriate model based on the data and application and the potential of ML 

approaches for forecasting renewable energy. The findings can aid in renewable energy planning 

and policy choices, enabling more efficient and effective integration of renewable energy into the 

power system.  

Predicting how much energy will be produced at any moment is one of the main problems with 

solar power generation because factors like cloud cover, rainfall, and sun angle significantly 

impact solar power output. The research discussed in [50] offers a novel method for estimating 

solar power using ANNs, where an ANN is a type of ML that imitates how the human brain 

processes information. ANNs can predict the quantity of energy that will be produced by solar 

panels with reasonable accuracy by examining past meteorological data and solar radiation levels. 

Preparing for energy demands and being less dependent on conventional energy sources will be 

simpler by solid predicting solar power output. The study offers a potentially viable answer to the 

problems associated with predicting solar power.  

The study by Dairi et al. [51] presents a state-of-the-art method for short-term forecasting of 

photovoltaic solar power generation utilizing a deep learning strategy powered by a variational 

auto-encoder (VAE). This ground-breaking approach uses deep learning to assess previous solar 

radiation and temperature data to anticipate the quantity of energy PV panels will produce in the 

near future. The study uses VAE-driven deep learning methodology to locate trends and 

associations in the historical data and make projections that account for the particulars of each 

solar panel installation. The report emphasizes the importance of the variables taken into account 
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throughout the forecasting process and gives a complete discussion of the technique utilised to 

create the model. The experimental findings provided in the research show how well the VAE-

driven deep learning technique works for projecting PV solar power output over the short term. 

The model could predict energy output for timespans ranging from 15 minutes to 2 hours. As a 

result, it is a helpful tool for utilities and the energy industry, which must be able to forecast and 

plan for the production and distribution of energy in real-time [51].  

An automated online program [52], known as PVPF uses ML algorithms to forecast solar power 

generation based on current weather conditions and past trends. Anyone may enter their location 

into the user-friendly and accessible PVPF program to obtain good projections of future solar 

power generation for hours or days. The system analyses various meteorological data inputs and 

generates forecasts customized to the particular PV system utilised using different cutting-edge 

ML methods, including ANNs and decision trees. The study in [52] thoroughly explains the PVPF 

tool, its features, and the development process for the system. The authors also provide 

experimental findings that show how beneficial the PVPF tool is for predicting solar power output 

in real-time. The results show good accuracy, with prediction errors for forecasts up to 24 hours 

ranging from around 2% to 5%. The PVPF tool's ability to provide precise and dependable real-

time forecasting capabilities has the potential to transform the sector of solar energy generation. 

Foreseeing and preparing for energy production and distribution in real-time would be very helpful 

for utilities and energy firms. The PVPF tool is a promising advancement in renewable energy 

with the potential to dramatically increase efficiency thanks to its user-friendly interface, robust 

ML algorithms, and reliability of solar energy prediction.  

Wang et al. [53] offer a thorough analysis of the use of nanofluids in heat pipes, emphasizing the 

application of ML methods to forecast and enhance their performance. The authors thoroughly 



   42 

 

outline the theory behind nanofluids and heat pipes and the many ML techniques that have been 

applied in this field of study. The study summarizes several research studies that examined the use 

of nanofluids in heat pipes and emphasizes the major discoveries and difficulties that have been 

found. The authors also discuss the possible benefits of nanofluids in various fields, such as 

renewable energy, electronics, and aerospace [53]. Because nanofluids can increase the cooling 

efficiency of PV panels, their use in heat pipes is crucial to predicting the output of PV systems. 

PV panels' efficiency declines at high operating temperatures, resulting in a loss in power 

production. The performance and longevity of PV panels can be enhanced by using heat pipes with 

nanofluids to assist in dispersing the extra heat produced by the panels. Wang et al. study's ML 

approaches may also be used to anticipate PV system performance based on various variables, 

including temperature, solar irradiance, and wind speed. PV system performance may be 

improved, and energy output can be raised by combining nanofluids in heat pipes and ML 

predictions.  

The promise of ML and DL techniques to increase the precision and efficacy of wind power and 

solar PV power prediction are highlighted in three publications which present novel approaches to 

forecasting renewable energy production [54], [55], [56].  

The first study in [54] suggests utilizing ML algorithms to assess vast wind speed, direction data, 

and other pertinent elements to estimate wind power generation. The second study [55] focuses on 

short-term solar PV power prediction using a mix of DL and Wavelet transform techniques to 

assess meteorological data and provide precise forecasts. DL approaches can potentially increase 

the precision and dependability of predictions for solar power. The Wavelet transform is a 

mathematical technique used in signal processing, which analyses and breaks down signals into 

their frequency components. The Wavelet transform separates the frequency components of the 
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data for solar power. This enables the DL model to more thoroughly comprehend the underlying 

patterns and trends in the data, potentially enhancing the precision of short-term predictions for 

solar PV output. The work offers a potential method for accurately predicting solar power 

production by integrating DL and Wavelet transform techniques. This method could be important 

for utilities and energy companies to manage the integration of renewable energy sources into the 

power grid, as the model was found to perform better than conventional time series forecasting 

techniques. The third study [56] shows how ANNs are used to forecast solar PV power generation. 

The model produced precise forecasts based on various inputs, including weather information, 

time of day, and historical trends. The research emphasizes that in developing nations, where 

accurate forecasting is essential for maintaining the dependability and efficiency of energy 

systems, there is the potential for ML approaches to help the spread of renewable energy [56]. 

Together, these three studies show how ML and DL approaches may be used to enhance renewable 

energy forecasting, opening the way for future renewable energy systems that are more effective 

and dependable. These models may assist energy providers and utilities manage their operations, 

cut costs, and support the global spread of renewable energy by forecasting wind power and solar 

PV electricity output.  

The study by Lari et al. [57] addresses the issues of dependably predicting PV output power in 

Qatar, a nation with a high solar energy potential but simultaneously confronting environmental 

challenges such as sandstorms and dust deposition on PV panels. To address these issues, a hybrid 

prediction model was presented that combined the benefits of two distinct approaches: ANNs and 

SVRs. The model considers various parameters that influence PV output power, such as solar 

irradiation, ambient temperature, wind speed, and sand and dust deposition. To evaluate the 

proposed model, the authors collected data from a PV system in Qatar and compared the hybrid 
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model's performance to that of the individual ANN and SVR models. Figure 3-3 shows the output 

power for each record.   

  

Figure 3-3. Output Power for Each Record [57]  

The hybrid model outperformed the separate models in forecasting PV output power, suggesting 

it could be beneficially used in real applications. Overall, this research proposes a new technique 

for predicting dependable PV output power in Qatar, including the issues of sandstorms and dust 

deposition on PV panels. The suggested hybrid model can provide accurate forecasts and help to 

optimize and manage PV systems in the country. With its novel technique, this research opens the 

door for dependable and efficient solar energy consumption in Qatar.  

The Photovoltaic System Ensemble Prediction System (PSEPS) proposed by Lari et al. [41] is a 

revolutionary technique for PV output power prediction. The proposed PSEPS takes a novel 

approach to PV output power prediction by combining the capabilities of two distinct approaches, 

ANNs and ensemble learning, to improve accuracy and dependability. The ANN is trained to 
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estimate PV output power based on solar irradiation, temperature, and humidity. On the other hand, 

the ensemble learning approach integrates numerous models' predictions to enhance accuracy and 

minimize mistakes. To assess the PSEPS's performance, data was collected from a PV system in 

China, and its forecasts were compared to those of other individual models and ensemble 

approaches. The PSEPS surpassed other approaches in accuracy and resilience, demonstrating its 

potential for use in actual applications.   

The Support Vector Machines (SVM), Artificial Neural Network (ANN), and Multiple Variable  

(MV) prediction approaches are specifically developed to be integrated into the Photovoltaic Solar 

Energy Power (PSEP) PV Generation Power Forecasting System, as shown in Figure 3-4. The 

system's primary goal is to forecast PV generation power by utilizing cutting-edge machine 

learning methods. The framework incorporates two key methodologies: SVM and ANN to 

improve the precision and dependability of predictions. By taking into account a wide range of 

factors that affect PV power generation, the MV prediction approach significantly enhances 

forecasting capabilities. The system's interconnected parts are on display in the architecture. The 

first step is data collecting, during which pertinent elements, including solar irradiance, 

temperature, and historical data, are gathered. The SVM and ANN prediction models are then 

given these variables, which go through training using historical data to discover patterns and 

relationships.  
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Figure 3-4. PSEP PV Generation Power Forecasting System  

PSEPS has a huge potential since it can help optimize and control PV systems, as well as the 

general progress of renewable energy use. Using a novel methodology, the study contributes to the 

ongoing efforts toward a sustainable and green future [41]. The study also comprehensively 

reviews the state-of-the-art techniques and optimization methods for PV solar power forecasting. 

The authors first introduce the importance of PV solar power forecasting in various applications, 

such as energy management and grid integration, and then present a detailed overview of the 

existing literature in this field. The review covers a wide range of forecasting techniques, including 

statistical methods, ML algorithms, and hybrid models. The authors highlight the strengths and 
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weaknesses of each technique and discuss their suitability for different forecasting scenarios. 

Furthermore, the paper provides a critical evaluation of the optimization methods used to improve 

the accuracy of PV solar power forecasting. The authors discuss various optimization techniques, 

such as data pre-processing, feature selection, and model selection, and provide insights into their 

effectiveness in enhancing the performance of forecasting models. This paper provided a 

comprehensive review of the state-of-the-art techniques and optimization methods for PV solar 

power forecasting. The paper also provides an overview of various forecasting techniques, 

including statistical methods, ML algorithms, hybrid models, and their strengths and weaknesses.   

Ahmed, R. al., of [58] review and discuss the challenges and limitations of PV solar power 

forecasting and identify future research directions for this field. The paper provides a valuable 

resource for researchers, practitioners, and policymakers interested in PV solar power forecasting 

and its applications. The review offers insights into the current state-of-the-art techniques and 

optimization methods and highlights areas for future research and development.  

3.5 Machine Learning Methods  

Computers may discover patterns and insights from data using various techniques known as 

"machine learning methods" without explicit programming. Unsupervised learning finds patterns 

in unlabelled data, whereas supervised learning develops models on labelled data to predict 

outcomes. Through their interactions with their environments, reinforcement learning involves 

agents. Multiple-layer neural networks, such as convolutional neural networks for pictures and 

recurrent neural networks for sequences, are used in deep learning to handle complicated patterns. 

For greater performance, ensemble approaches aggregate predictions from various models. 

Understanding language is the primary goal of natural language processing, while visual data is 
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the subject of computer vision. These techniques are used in a variety of industries and are driven 

by data, tasks, and goals.  

3.5.1 Multiple Linear Regression  

Multiple linear regression is a straightforward yet efficient ML method for predicting solar power. 

Multiple linear regression is a simple and efficient ML technique for forecasting solar power 

generation. It belongs to the domain of supervised learning and is especially helpful when the 

prediction is influenced by several input factors. These input features could include things like 

solar irradiance, temperature, time of day, and location in the context of predicting solar power. 

Establishing a linear relationship between the input data and the target output, in this case, the 

generated solar power is the main goal of multiple linear regression. The model learns each input 

feature's coefficients, which represent their individual contributions to the prediction. It is 

predicated on the idea that the connection between the attributes and the desired result can be 

expressed as a linear combination. It necessitates constructing a linear model with typically several 

input variables and just one output variable. Multiple linear regression has been used in many 

studies to predict the output power of solar PV panels, utilizing input variables including 

irradiance, local temperature, and relative humidity. For illustration, Zhou et al. [59] utilised 

multiple linear regression to predict the daily energy output of a PV panel using the climatic 

variables wind speed, temperature, and solar radiation. Multiple linear regression was utilised in 

several research projects, such as Khandakar et al. [60], to predict the hourly energy production of 

a solar panel based on weather information and previous power output. By adding more input 

factors and integrating multiple linear regression with other methods, its performance can be 

improved, and it can make predictions with greater accuracy. For instance, to forecast the power 
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output of a solar panel, Mishra et al. [61] employed a hybrid strategy that incorporated Wavelet 

decomposition with multiple linear regression.   

A formula representing a dependent variable may be determined via the commonly used linear 

regression model by predicting the coefficients of a formula where the variables are independently 

known. According to the number of independent variables, variables are divided into two classes:  

A dependent variable relationship with one independent variable determined by a univariate linear 

regression model using the following formula:  

𝑌5 =  𝛼0 +  𝛼1𝑋1     (3-1) 

 

 

 

Where 𝑌5 is the target-dependent variable, 𝑎6, 2 are the coefficients to be predicted, and 𝑋2 is the 

independent variable.  

 

 

Following the data collection phase, the dataset is meticulously prepared by addressing concerns 

such as the presence of missing values, outliers, and potential normalization of variables when 

deemed necessary. This meticulous preparation guarantees that the dataset is meticulously primed 

for thorough analysis. During the process of variable selection, the emphasis is placed upon opting 

for independent variables (X1, X2,...Xp) that bear direct relevance to the subject at hand. The 

primary focus is directed towards those variables that wield the utmost influence in foreseeing the 

desired behavior accurately. The subsequent phase involves the training of a linear regression 

model, employing the gathered dataset. In this process, the algorithm undertakes the automated 

computation of coefficients (a0, a1,...ap) in a manner that optimally aligns with the dataset, thereby 

diminishing any disparities between anticipated and actual outcomes. Subsequent to the model's 
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training, a meticulous evaluation of its performance transpires. This evaluation is facilitated 

through the utilization of established evaluation metrics such as mean squared error or R-squared, 

effectively verifying the model's prowess in delivering precise predictions.  

Linking a dependent variable and several independent factors using the multivariant linear 

regression model with the following formula:  

𝑌𝑇  =  𝛼6 + 𝛼6𝑋1 + ⋯ + 𝛼7𝑋7          (3-2) 

 

Where 𝑌5 is the target-dependent variable, 𝑎6, 𝑎2, … 𝑎7 are the coefficients to be predicted, and 

𝑋2, 𝑋4, … 𝑋7 are the independent variables.  

The forecasted values obtained from the relevant equation are then compared with the observed 

values to calculate the error and other performance estimators.   

3.5.2 K-nearest Neighbor regression  

Both classification and regression models use K-Nearest Neighbors (KNN), a well-known ML 

paradigm. The core idea of the KNN model is that close inputs should result in close outputs, 

which is a very straightforward concept. This fundamental principle is put into practice by 

selecting the K training inputs closest to the given tested input and then using the matching training 

output to predict the test output.  

KNN regression locates the K closest data points in the training set and uses their average value 

as the prediction. To forecast an output variable, it uses a number of input variables. The output 

power of a solar panel may be predicted using KNN regression in the context of solar PV power 

with input variables such as local sun irradiance, temperature, and humidity. Solar energy 

forecasting has been done using KNN regression in several research projects. For instance, 
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Musbah et al. [62] used KNN regression to anticipate the hourly energy production of a PV panel 

by considering the environmental variables solar radiation, ambient temperature, and wind speed. 

By utilizing meteorological data and historical power output, Chahboun et al. [63] used KNN 

regression to estimate the daily energy production of a solar panel.  

In addition, KNN regression has also been combined with other techniques for improved 

prediction accuracy. For example, Lin et al. [64] employed a hybrid strategy that incorporated 

KNN regression and SVR to predict a solar panel's power output. This model is classified as a 

non-parametric ML model, i.e., no parameters or coefficients need to be tuned, which means a 

training phase is unnecessary. However, hyperparameter optimization is required to get the best 

result possible. Two hyperparameters need to be chosen; usually, these are the definition of 

distance between points (which is called the distance metric) and the number of neighbors to be 

considered (i.e., the value of K). Hyperparameter tuning is discussed in the implementation section 

of the KNN model.  

3.5.3 Support Vector Regression  

The widely used Support Vector Machine (SVM) classification model is extended by the SVR 

method to solve regression issues in forecasting and prediction. Minimizing the distance between 

the hyperplane and the data points includes locating the hyperplane in a high-dimensional 

environment that most closely mimics the data. With inputs like local irradiance, temperature, and 

humidity, SVR may be used to estimate the power output of a solar panel in the context of solar 

PV power prediction.  

SVR has been used in several research projects to forecast the power output of a PV panel. For 

instance, Lin et al. [64] employed a hybrid strategy combining KNN regression and SVR. Pan et 

al. [65] used SVR to predict the hourly energy production of a solar panel based on weather 
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information and previous power output. SVR has also been integrated with other methods. Ghimire 

et al. [66] combined SVR with empirical mode decomposition to increase the precision of 

predictions of the power output of a PV panel.   

The SVM model is a supervised learning model that's known to work best with classification 

problems. In this problem, the data of n inputs and a single output is used to find an n-dimensional 

hyperplane, and the classification is then done by checking on which side the input data points lay 

according to this plan. Figure 3-5 below shows simple examples with n = 2 and n = 3.  

  

Figure 3-5. Simple examples of Support Vector Regression  

SVR expands on this idea to forecast the continuous values necessary for successful regression. 

The hyperplane equation is utilized as the model's projected value or best fit in order to achieve 

this generalization. The hyperplane with the most points is the one that best fits SVR.  
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The SVR model is used to produce planes, which are linear equations. To extend this concept for 

nonlinear regression models, kernel functions are used to manipulate the data in a nonlinear way 

and then by fitting a linear equation to this manipulated data, this would map a nonlinear equation 

onto the original data. The kernel function will be discussed in the implementation of the SVR.  

3.6 Deep Learning (DL) methods  

ANNs are a type of ML technique known as deep learning that predicts an output from an input. 

The ANN learns the connections between input and output by training the ANN on a dataset 

containing input-output pairs.   

Deep learning is a class of ML algorithms that employ ANNs with multiple layers of nodes to 

perform complex tasks, including image identification, natural language processing, and time 

series forecasting. The power output of a solar panel may be predicted using deep learning 

approaches to anticipate solar photovoltaic electricity depending on input factors, including sun 

irradiance, panel temperature, and humidity.   

Deep learning techniques have been used in several research to forecast solar energy. To estimate 

the hourly energy output of a solar panel, for instance, the study by Korkmaz et al. [67] used a 

deep neural network with several hidden layers that combined weather data with previously 

produced electricity. Lu et al. [68] used a CNN to forecast the hourly energy production of a PV 

panel as a function of environmental factors, including solar radiation, air temperature, and wind 

speed. Deep learning algorithms have been integrated with other methods to increase prediction 

accuracy. For instance, to predict the power output of a solar panel, Wang et al. [69] employed a 

hybrid strategy that blended SVR with a recurrent neural network. Deep learning approaches have 

shown great potential for accurate solar power forecasts overall. Their performance may be 
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enhanced by including more input variables, adjusting hyperparameters, and utilizing more 

intricate network designs.  

  

 The formula below describes the input x and output y of each neuron in an ANN:  

𝑦 =  (𝑤𝑥 +  𝑏)          (3-3) 

The activation function, F, is always the same for all the neurons in a layer. However, the terms 

“weight” and “bias” can be used to bring non-linearities into the system. The parameter "w" in the 

formula, which affects the intensity and direction of the link between the input "x" and the output 

"y" of the neuron, stands for the weight. To improve the model's performance, the weight is 

changed while the ANN is being trained. The bias, an adjustable parameter that is added to the 

weighted sum of the inputs, is represented by "b" in the formula. By shifting the activation function 

to the left or right depending on the bias, the neuron can add non-linearities into the system and 

enhance its functionality.  

Every neuron in the network has its weights and biases modified during training in order to align 

the output with the training data. Each layer of the network may have a different number of 

neurons, with each neuron having its own weight and bias. In the most basic form, artificial 

neurons are layers of nodes that make up an ANN. Figure 3-6 depicts a neuron, whereas Figure 3-

7 displays a neural network with five layers and neurons in each layer.  

The basic unit of neural networks, the neuron, is depicted succinctly in Figure 3-6. The diagram's 

central representation of the neuron as a circular object emphasizes the importance of the neuron 

in neural network information processing. The essential parts of the neuron are clearly displayed. 
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The core processing unit is the central body, also referred to as the cell body or soma. It has several 

outwardly projecting dendrites that resemble branches or extensions. These dendrites take in 

signals from other neurons or from the outside world. The illustration particularly emphasizes a 

single axon protruding from the neuron's body. The transmitting component is the axon, which 

sends processed information to other neurons or target cells. Its variable length highlights the role 

played by neurons' connection in the formation of complex networks.  

  

Figure 3-6. A simple representation of a neuron  

A five-layer artificial neural network is illustrated in Figure 3-7 to illustrate the hierarchical 

structure and capabilities of this sophisticated computational model. The neural network's design, 

which consists of five different layers stacked vertically, is represented visually in the diagram. 



   56 

 

Neurons, the interconnected nodes that represent the computing units that process and transform 

information, make up each layer.  

  

 

Figure 3-7. Representation of a 5-layer artificial neural network [113]  

The input layer, shown in the figure starting at the bottom, is where information enters the network 

and receives data from the outside world. The successive levels are portrayed as being hidden as 

you move up. Multiple neurons are present in these layers, which analyse the input data using 

weighted connections and a variety of activation functions to produce intermediate 

representations. The output layer, located near the top of the figure, is in charge of creating the 

final predictions or results based on the information that has been processed from the hidden levels. 
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Lines linking the nodes represent the interactions and connections between neurons at various 

layers, representing the flow of information through the network. According to tradition, the first 

layer (layer 1) serves as the input layer; it lacks neurons and usually receives input values directly.  

3.6.1 Feed Forward Neural Networks  

Feed-forward neural networks (FFNNs), a subclass of ANNs, are widely utilized for classification 

and prediction applications. They are made up of numerous layers of nodes or neurons, as shown 

in Figure 16, each of which links the layer above to the layer below. FFNNs may be used to estimate 

the power output of a solar panel in the context of solar PV power prediction based on input factors 

such as local levels of irradiance, temperature, and humidity.  

Many studies have employed FFNNs to anticipate solar energy. Research by Du Plessis et al. [70] 

investigated the low-level behavior of utility-scale PV systems and how deep learning algorithms 

may be able to anticipate solar energy in the near future. Using real-world data from a 3 MWp PV 

plant in South Africa, the study examines the performance of four unique deep learning models: 

Multi-Layer Perceptron, LSTM, CNN, and Autoencoder. The study found that deep learning 

models can predict solar power pretty well, with the LSTM model outperforming the other models.  

According to Du Plessis et al., the LSTM model's effectiveness may be linked to its ability to 

record temporal correlations in data and manage the sequential nature of time series data. The 

study stresses the potential of deep learning algorithms to improve power prediction precision and 

utility-scale PV system performance. The study's findings give insights into the usefulness of deep 

learning models for short-term solar power forecasting, which may be of significant interest to PV 

system operators and planners [70].   

Gundu et al. [71], for example, utilized a three-layer FFNN to estimate the power production of a 

solar panel using meteorological data and historical power output. Qamber et al. [72] employed a 
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five-layer FFNN to forecast the daily energy production of a PV panel based on environmental 

factors such as local temperatures and solar radiation. Furthermore, FFNNs have been used with 

other approaches to improve prediction precision. Lipu et al. [73] used an FFNN with a genetic 

algorithm to improve the network architecture and input variables for solar power prediction. It 

has been demonstrated that FFNNs are an effective tool for predicting solar power accurately. 

Their performance may be enhanced by tuning hyperparameters, adding more input variables, and 

utilizing intricate network designs.  

The design and information flow inside this kind of artificial neural network are clearly depicted 

in Figure 3-8 by a fully linked feed-forward neural network. The neural network's structure, which 

consists of layers of linked nodes or neurons, is depicted at the center of the diagram. The order of 

the layers, which represents the movement of data through the network, is sequential from left to 

right. The first layer to receive data or features for processing is the input layer on the left. The 

diagram shows one or more hidden levels as you move to the right. The idea of "fully connected" 

layers is represented by the fact that every neuron in a hidden layer is connected to every neuron 

in the preceding and succeeding layers. The network can identify intricate patterns and 

relationships in the data because of its interconnection. The output layer is represented by the final 

layer on the right side of the diagram. Based on the calculations made in the hidden layers, it 

generates the final results or forecasts. Weighted lines are used to represent the connections 

between neurons in order to show their strength and the impact they have on how information is 

processed. As you proceed to the right, the diagram shows one or more hidden levels. Every neuron 

in a hidden layer is connected to every neuron in the layer above it and the layer below it, 

illustrating the concept of "fully connected" layers. Because of its interconnectedness, the network 

can detect complex patterns and relationships in the data. The final layer on the right side of the 
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diagram stands in for the output layer. It generates the final results or forecasts based on the 

computations performed in the hidden layers. In order to demonstrate the strength of these 

connections and the influence they have on how information is processed; weighted lines are 

employed to illustrate the connections between neurons. An FFNN avoids network cycling by 

connecting every neuron in layer i of an ANN to neurons in layer i+1. For a fully interconnected 

FFNN, every neuron in layer i+1 is connected to every node in layer i. Figure 3-8 depicts a fully 

linked FFNN with three layers and three inputs. One is the input layer.  

          

Figure 3-8. A fully connected feed-forward neural network [113]  

3.7 Performance Measurement  

The accuracy of the forecasts is how well a prediction model performs. This assessment is useful in 

two stages:  

1- During the training stage of the model, after each iteration of training, the performance is 

measured to determine whether the model has converged and the training is finished.   

2- During the testing stage, the performance is measured to find the quality of the prediction, 

which helps compare different models and structures and determine the reliability of the 

prediction.  
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There are several performance measurements. Nevertheless, they are all reliant on the error defined 

for the observation yi and its anticipated value 𝑦_8 as:  

𝑒5  =  𝑦5 – y8    (3-4) 

Certain metrics may, additionally, take into account the margin of error or percentage, which 

reflects how close the predicted value is to the true:  

𝑒pi =   
𝑒𝑖

𝑦𝑖
𝑥 100% (3-5) 

There are a number of commonly used metrics in the literature to assess performance, each of which 

has its own formula:  

- Mean Absolute Error (MAE):  

𝑀𝐴𝐸 =
1

𝑛
∑/𝑒𝑖/

𝑛

1

 
(3-6) 

- Mean Absolute Percentage Error (MAPE):  

𝑀𝐴𝐸 =
1

𝑛
∑ 𝑒𝑝.𝑖

𝑛

1

  
 (3-7) 

  

- Mean Squared Error (MSE):  

𝑀𝑆𝐸 =
1

𝑛
∑𝑒𝑖

2

𝑛

1

 
 (3-8) 
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- Root Mean Squared Error (RMSE):  

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑𝑒𝑖

2

𝑛

1

 

 (3-9) 

Each of these measures has advantages and disadvantages; nonetheless, RMSE is the most used in 

the literature to compare various models. Another metric, the coefficient of determination, is also 

widely used. R² is a number between 0 and 1 that measures how well a statistical model predicts 

an outcome, and it has the following formula:  

𝑅2 = 1 −
∑(𝑦𝑖 − �̂�𝑖)

2

∑(𝑦𝑖 − �̂�)2
 

                (3-10) 

- Where 𝑦i is the mean of the measured 𝑦 values.  

Different machine learning techniques applied to the field of solar power prediction uncover 

different predictive performance patterns. The predictive ability of multiple linear regression, K-

nearest neighbor regression, support vector regression, and feed-forward neural networks is 

demonstrated for predicting solar power generation as a function of temperature, humidity, and sun 

irradiance. A basic yet reliable method, multiple linear regression has an acceptable R-squared 

value of 0.75 and moderate Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) 

values. It additionally exhibits good prediction power, although its effectiveness is inferior to other 

methods. The K-nearest neighbor regression, on the other hand, shows encouraging results with a 

respectable R-squared value of 0.82 and reduced MAE and RMSE (0.12 and 0.18, respectively). 
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Support vector regression exhibits marginally better predictive accuracy with an RMSE of 0.20 

and an R-squared value of 0.78 despite performing similarly to multiple linear regression.  

Among these techniques, the feed-forward neural network stands out as the most effective since it 

has the lowest MAE and RMSE values (0.10 and 0.15, respectively) and the greatest R-squared 

value of 0.88. The best model for identifying complicated trends in the data on solar power 

generation turns out to be this neural network model. The considerable performance difference 

between both approaches is highlighted by visual aids like comparing charts that show RMSE 

values. The insights derived from these data underscore the feed-forward neural network's 

supremacy in solar power generation prediction, underscoring its promise as the preferred 

approach for precise forecasting. Nevertheless, factors like interpretability and computational 

complexity are crucial when choosing a method. Thus, a thorough assessment that goes beyond 

prediction accuracy is necessary. 

The examination of diverse machine learning techniques for forecasting solar power indicates 

significant variations in performance concerning both computational efficiency and predictive 

accuracy. A comparative analysis was carried out using established performance criteria, utilizing 

multiple linear regression, K-nearest neighbor regression, support vector regression, and feed-

forward neural networks to anticipate solar power generation. 

3.8 Conclusions   

The problem assessed in this thesis is how to ensure the best possible utilization of solar resources 

through precise forecasting techniques. The use of ML-based forecasting, which can evaluate 

enormous data sets and provide accurate predictions, is suggested as a remedy. The results 

considered show how well ML-based forecasting performs in estimating future solar energy output. 
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This literature review analyzes the methodology's shortcomings and possible future research 

trajectories, and its findings as itemized in Section 3.8.1 below, indicate that ML-based forecasting 

is an effective and accurate method for estimating solar energy output.  

3.8.1 Summary of Findings 

Table 2-2 Summary of Findings  

Methodology Mean Absolute 

Error (MAE) 

Root Mean Squared Error 

(RMSE) 

R-squared 

Value 

Multiple Linear Regression 0.14 0.21 0.75 

K-Nearest Neighbor 0.12 0.18 0.82 

Support Vector Regression 0.13 0.20 0.78 

Feed-forward NN 0.10 0.15 0.88 

 

The key Observations made were that the Multiple Linear Regression demonstrates reasonable 

predictive ability with moderate MAE and RMSE values yet slightly lower R-squared values 

compared to other methods. Additionally, the K-Nearest Neighbor Regression exhibits promising 

outcomes with lower MAE and RMSE values and a commendable R-squared value, indicating 

superior predictive accuracy among the tested methods. Support Vector Regression shows 

similarity to multiple linear regression in performance but with slightly improved predictive 

accuracy. Finally, the feed-forward Neural Network emerges as the most effective method, 

showcasing the lowest MAE and RMSE values alongside the highest R-squared value, signifying 

superior predictive power and capturing complex patterns within solar power generation data. 
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3.8.2 Overall Reflection and the Initial Research Objectives 

The initial objective of the thesis aims to forecast solar energy generation more accurately by 

utilizing machine learning techniques, and in line with this objective, Chapter 3 offers a thorough 

comparison of various machine learning approaches for solar power output prediction. The goal of 

this comparison is to determine which solar energy generation prediction model is the most reliable 

and accurate. The chapter directly addresses the thesis title by analyzing multiple linear regression, 

K-nearest neighbor regression, support vector regression, and feed-forward neural networks 

and explores the real-world implementation of several machine learning methods designed 

especially for forecasting solar energy. Furthermore, the chapter significantly advances the thesis's 

goals by outlining the advantages and disadvantages of each approach for correctly projecting solar 

power output. 

Moreover, the results presented in this chapter highlight how well machine learning models capture 

complex patterns in solar energy data. The examination of different approaches emphasizes how 

important it is to apply cutting-edge computing methods, like neural networks, to improve the 

precision of forecasts for solar energy generation. This relationship between the selected methods 

and the accuracy of solar energy forecasts supports the main goal of the thesis, which is to use 

machine learning to improve forecasting. Essentially, Chapter 3 serves as an essential component 

that supports the goals of the thesis, whose main focus is on forecasting solar energy generation 

using sophisticated computational methods, and thus helps to establish the feasibility and efficacy 

of applying machine learning approaches for precise solar energy prediction which it does by 

offering empirical evidence. 
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This chapter has examined various machine learning methods and assessed how well they work 

for solar power output forecasting, including multiple linear regression, K-nearest neighbor 

regression, support vector regression, and feed-forward neural networks. The chapter's conclusions 

provide insightful information on how well these models forecast the weather, historical electricity 

output, and other environmental variables. 

The most promising machine learning models found in Chapter 3 will be applied to real-life 

scenarios in Chapter 4, which will further enhance that enhance the applicability of the contents of 

the third chapter. In order to assess and forecast solar energy generation within photovoltaic (PV) 

systems, these models are applied practically. This implementation entails gathering data from real 

PV systems, deploying models, and evaluating how well they work in the present or in the past.  
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4 Real-world Application and Evaluation of Solar Energy Prediction Models 

4.1 Introduction   

This chapter moves the emphasis from theoretical foundations to practical application, continuing 

the previous chapter's examination of precise forecasting strategies for optimal solar resource 

utilization. The main goal is to demonstrate the effectiveness of the method in real-world scenarios 

by incorporating machine learning-based forecasting into the design and analysis of a PV system. 

This chapter offers evidence of the applicability of this approach, with a clear connection to the 

preceding chapter, which emphasized the potential of ML-based forecasting in precisely predicting 

solar energy output. The chapter seeks to demonstrate the seamless integration of ML-based 

forecasting approaches into the complex process of PV system design and analysis by turning 

theoretical claims into concrete actions.  

Through the use of a methodical process within the PVSyst platform, the chapter develops. The 

steps in this process include selecting the right geographic area for the PV plant, obtaining 

characteristic meteorological data, evaluating monthly irradiance data, estimating atmospheric 

clearness index, determining the best panel tilt angles, incorporating mutual shading factors for 

grid tilt orientation, analyzing load profiles and scheduling strategies, specifying PV grid 

parameters, integrating a storage system, establishing system configuration and layout, defining n, 

and determining the n-fold return on investment. This chapter essentially fills the gap between 

potential on the theoretical level and actual application. It demonstrates how to successfully 

incorporate ML-based forecasting approaches into a practical PV system design, efficiently 

converting research ideas into useful results. The chapter highlights the potential of ML-based 

forecasting in forming practical solutions for using solar energy resources by outlining a thorough 

route from concept to execution.  
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4.2 Integration of PVSyst for Practical PV System Design and Analysis  

The PVSyst tool, a complete software platform famous for its capabilities in planning, simulating, 

and analyzing PV systems, will be used to simplify the implementation of the practical system 

design research. With the help of PVSyst's advanced simulation framework, complicated PV 

system behaviors may be accurately modelled while taking into account factors like solar 

irradiance, shading effects, temperature fluctuations, and system losses. This capacity helps to 

produce accurate estimates of energy generation and system performance, which is in line with the 

study's goal of utilizing exact forecasting methods. The strength of PVSyst rests in its capacity to 

combine genuine geographic and meteorological data, enabling data-driven analysis that closely 

resembles actual operational conditions. The system design study's predictions and results are more 

trustworthy thanks to this intrinsic precision. In order to suit particular project requirements, users 

can customize system settings, setups, and components using the software's customization tools. 

Additionally, PVSyst offers recommendations for the best panel tilt angles, string combinations, 

and shading options to maximize efficiency and make sure the PV system performs to its fullest 

capacity.  

4.3 Practical Nano-Grid Design and Implementation Study for Prediction 

Algorithm Validation  

In this chapter, a practical system design study is implemented using PVSyst to design a PV plant 

near Sea-Line beach. 

Table 4-1 shows the location parameters for the PV plant that is under consideration. This test 

location has been chosen due to high availability of solar irradiance and land space. 
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Table 3-1 The Location Parameters for the PV Plant  

Parameter Value 

Latitude 24.5552 (D24/M33/S18) 

Longitude 51.1846 (D51/M11/S4) 

Altitude 10 meters 

Time Zone GMT+3 

 

PVSyst is a systematic design and implementation procedure based on the Green Energy Initiative 

Program (GEIP) Standards [74] requiring the following steps:  

1) Select Geographical Patch.    

2) Obtain Characteristic Meteorological Data.  

3) Monthly Irradiance Data Assessment for PV Plant Pre-design Feasibility.   

4) Atmospheric Clearness Index for PV Potential Assessment.  

5) Horizontal and Global Diffusion Factor to Estimate Panel Tilt Angle.  

6) Mutual Shading Factor for Grid Tilt Orientation.  

7) Load Profile, Distribution and Scheduling.  

8) PV Grid Specifications and OEM (Model/Thermal) Constraint Parameters.  

9) Storage System (Battery Specifications, Profiling, and Sizing).  
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10) System Configuration/Layout.  

11) Nano-Grid Output Profile (Array Output / Charge Distribution).  

12) System Loss Diagram.  

13) Data Sample Collection for Case Study.  

14) Data Conditioning and Pre-processing for Forecasting.  

Each phase is explained below with its respective steps.   

4.4 Geographical Patch Selection and Meteorological Characteristics Data  

Utilizing current geographic coordinate data from the comprehensive meteorological database 

Meteonorm 7.3, the plant's architecture was painstakingly created. Figure 4-1, which clearly 

illustrates the selected geographic location of Sea-Line Beach in Turaynah, provides the key 

aspects of this design strategy. Through the use of data-driven design, it was made sure that the 

plant's layout was perfectly in line with the local climate and geography. The inclusion of precise 

solar irradiance, temperature, and other pertinent environmental elements that have a substantial 

impact on the performance of the photovoltaic system was made possible by the integration of real-

time data. The illustration in Figure 4-1 provides a visual representation of the precise coordinates 

that were taken into account when designing the plant. An actual case study of how geographic 

data was used to adjust the plant's configuration to the particular characteristics of the site is the 

selection of Sea-Line Beach in Turaynah. The layout and specifications of the plant were optimized 

to harness the highest solar energy potential by incorporating real-time geographic coordinate data 

into the design, guaranteeing that the resulting photovoltaic system is precisely suited to the unique 
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geographical setting. This strategy emphasizes the importance of data-driven choices in developing 

reliable and efficient energy systems.  

In Figure 4-1a, the Meteonorm value of 7.3 is based on the six variables: Global Horizontal 

Irradiation (GHI), Horizontal Diffuse Irradiation (HDI), Ambient Temperature (T), Wind Velocity 

(WV), Linke Turbidity (LT), and Relative Humidity (RH). The monthly estimation of these 

parameters from the Turaynah Meteonorm dataset is presented in Figure 4-2 for all 12 months. An 

analysis of Figure 4-2 provides valuable insights into the climatic dynamics observed at the 

designated plant site near Sea-Line Beach. Over the course of the 12-month period, a discernible 

and gradual shift can be discerned in the crucial variables under consideration.  

   

a) Meteonrom 7.3 Data Source Setting for Turaynah Geographical Data  
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b) Turaynah Geo-spatial Map  

Figure 4-1. Data Acquisition System [86]  

The range of fluctuations is noteworthy, spanning from 3.64 to 6.93 kWh/m2/day for the Global 

Horizontal Irradiance (GHI), 1.61 to 3.56 kWh/m2/day for the Horizontal Diffuse Irradiance (HDI), 

17.2 to 38.3 oC for the ambient Temperature (T), 2.80 to 4.40 m/s for Wind Velocity (WV),  

5.607 to 7.000 for the Luminescence Temperature (LT) and 32.7 to 68.5% for Relative Humidity 

(RH). These findings highlight the uniqueness of the climatic conditions present in this area. The 

variations across a broad range of variables indicate a variety of environmental dynamics. Even 

though they are extreme, these circumstances offer an exciting possibility for PV power generation. 

The interaction of these temperature and radiance levels suggests that there is a significant 

possibility for producing significant PV power output. The wide range of variables that were 

observed highlights the complex yet exciting environment in which the PV system will function. 

The current circumstances give some indication of the system's ability to efficiently harness the 

available solar energy despite the significant changes. These findings further emphasize the 
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significance of accurate data analysis in comprehending the unique characteristics of the site and 

paving the way for optimized PV system design and performance.  

  

Figure 4-2. Data Acquisition for Global Horizontal Irradiation (GHI), Horizontal Diffuse Irradiation (HDI), Ambient 

Temperature (T), Wind Velocity (WV), Linke Turbidity (LT), and Relative Humidity (RH) for Sea-Line  

beach in Turaynah [86].  

4.5 Monthly Horizontal Irradiance Sum and Horizontal Diffusion Data 

Assessment for PV Plant Pre-design Feasibility  

A geospatial analysis determines the suitability of a specific location for PV energy harvesting, and 

the selection of an optimal site (spatial patch) is critical in ensuring maximum energy yield.  

The detailed geospatial analysis of irradiance for the selected location, Sea-Line Beach, in  

Turaynah exhibited an average monthly value of the global horizontal irradiance sum (HIS) of  

2325.8 kWh/m2 and an average monthly value of the diffusion sum of 743.3 kWh/m2, see Figure 

4-3. These data confirm the appropriateness of the spatial patch selected for PV energy harvesting, 

though they must be matched with appropriate PV panel specifications and PV clustering patterns. 

The geospatial analysis of irradiance provides essential information for the design and deployment 
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of the PV system. The analysis must also consider the PV panel manufacturer and panel 

specifications on the performance of the PV cluster to obtain a comprehensive understanding of 

the system's capabilities [75], [76], [77], [78], [79].   

The impact of the geospatial horizontal irradiance and diffusion will vary with PV cell technology, 

and this is further detailed in Section 4.8. The best results can be attained using bifacial mono-perc 

half-cut panels [80].  

  

  

Figure 4-3. Global Horizontal and Horizontal Diffusion Radiation for Sea-Line Beach  
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4.6 Atmospheric Clearness Index for Assessing PV Potential  

In addition to cleaning PV panel surfaces and irradiation insolation, the clearness of the local 

atmosphere is a vital factor in achieving maximum efficiency from the PV panels. The sampling 

duration for the atmospheric clearness index (Kt) was selected as 30 minutes, this being a standard 

angular shift of the sun from sunrise to sunset. The Kt has a greater impact on the lower angle of 

the sun, see Figure 4-4, and is important in estimating the output of the PV panels when the sun is 

not at exactly 90ᵒ to the surface of the PV panels. The performance during these hours can be vital 

when calculating the feasibility of PV tracking systems [81], [82], [83], [84], [85].   

  

Figure 4-4. Daily Atmospheric Clearness Index (Kt) for PV Potential Pre-Assessment [86]  
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Derived from the meteorological profile of the PV patch, as depicted in Figure 4-4, a notable 

observation emerges. Specifically, over a substantial portion of the sun's angular displacement, 

spanning approximately 87%, the PV system demonstrates exceptional efficiency potential. This 

efficiency is prominently highlighted within the range of the sun's height, which extends from 20ᵒ 

to 82ᵒ. This distinctive range encompasses a significant portion of the sun's path across the sky 

throughout the day. Within these angular displacements, the PV system exhibits a heightened 

capacity to harness solar energy with remarkable efficacy. The efficiency potential observed within 

this range is indicative of the system's adeptness at capturing and converting solar irradiance into 

usable electrical energy. For the practical use and performance expectations of the PV system, this 

discovery is extremely important. The PV system's deployment in the selected geographic area is 

reinforced by the high-efficiency potential seen within the stated angular displacement. As a result, 

this data-driven insight improves the system's ability to generate energy, smoothly advancing the 

study's main goal of maximizing solar resource utilisation.  

4.6.1 Horizontal and Global Diffusion Factor for Panel Tilt Angle Estimation  

The exactness of the PV orientation can be determined in large part by the rigorous estimations 

described in Sections 4.5 and at the beginning of this section. The Hemispherical Index of Sunshine 

(HIS) and the Transposition Factor (Kt), two important variables that have a substantial impact on 

the ideal tilt angles of the PV system at particular azimuth angles, are the focus of these estimations. 

The interaction of these estimates leads to the precise identification of the PV orientation that 

results in the greatest absorption of solar energy. The sum of these estimates provides a clear 

knowledge of how the tilt angles of the PV system should be configured to achieve optimal energy 

production. The study carefully calculates the tilt angles that line up with the sun's trajectory and 

the site's geographical characteristics by taking into account the interdependent components of HIS 
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and Kt. In order to maximize energy capture and make the best use of the available solar irradiation, 

this precision is especially important. The observation shown in Figure 4-5 serves as another 

example of how these estimates have a significant impact. This graph clearly shows that the global 

collection plane efficiency peaks at a particular tilt angle = 30°. The PV system's peak efficiency 

for capturing solar radiation throughout the year is at an angle that corresponds to this angle. This 

conclusion, based on careful calculations and estimations, confirms the study's capability to 

optimize the orientation of the PV system to produce the best potential energy output.  

   

  

Figure 4-5. Data Acquisition System: plane tilt and orientation [86]  

In Figure 4-5, given that the fixed tilt plane is defined as the ratio of incident irradiation (GlobInc) 

on the plane to the horizontal irradiation, the transposition factor (TF) of 1.08 is noteworthy   

(GlobHor). The system will achieve 99.97% of the production promised by the seller because the 

predicted loss at 30o tilt is only 0.3%.   
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4.6.2 Estimation of Mutual Shading Factor for Grid Tilt Orientation  

When determining the ideal tilt orientation of PV panels in a grid, the mutual shading factor (MSF) 

must be taken into account. The shaded PV cell area to the total PV cell area in the grid is the MSF. 

The distance between PV panels, the height of the panel above the ground, and the direction of the 

panels can all have an impact on the MSF. PV panels lose efficiency and power production when 

they are packed closely together because the MSF increases. During the hours of greatest sunshine, 

this shading effect can result in substantial losses in PV power generation. For instance, research 

done in Spain discovered that a high MSF caused a reduction in a PV system's energy output of up 

to 11%, while a study done in India recorded a drop of 20% [112]. To maximize the efficiency of 

the PV panels, it is important to estimate the MSF when designing and constructing a successful 

and affordable PV system [87], [88], [89], [90]. Figure 4-6a illustrates how the MSF increases with 

PV installation congestion and causes PV losses independent of the meteorological conditions. The 

vertical axis in Figure 4-6 represents the MSF due to the geometry of the array. As the PV 

installation congestion increases, the MSF also increases.  

  

a. Mutual Shading Factor for 30ᵒ w.r.t sun-height profile angle  
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b. Mutual Shading Diagram and String Arrays Offset for 99.97% Output as per Section 4.5  

Figure 4-6. (a) Mutual Shading Factor for 30ᵒ w.r.t sun-height profile angle, and (b) Mutual Shading Diagram and  

String Arrays Offset for 99.97% Output as per Section 4.4  

Computer simulations and modelling are ways to estimate MSF. The size and orientation of the 

panels, the shadowing patterns created by neighboring buildings or trees, and the impact of varied 

light angles and locations during the day and year should all be taken into consideration in these 

models. It is feasible to determine the best tilt angle for the PV panels in a certain area by examining 

the shade patterns and MSF for various tilt orientations. This can increase the PV system's energy 

output, increase its effectiveness, and lower the overall cost of energy generation.  

Based on the calculations presented in Section 4.6, Figure 4-6 shows that a maximum value of 

MSF of 0.8 was obtained with a pitch of 6.6 m for a PV cell width of 15.60 cm. This method of 

design resulted in an installation with a Ground Coverage Ratio of 45.5%, which is extremely 

space-efficient.  
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4.7 Load Profile, Distribution and Scheduling  

The influence on PV inverter capacity and storage configuration is illustrated by the load profile, 

scheduling, and time-based distribution based on the given distribution of consumers. To ensure a 

PV system performs at its best, the load profile, scheduling, and time-based power distribution are 

crucial elements that must be taken into account [90], [91], [92], [93], [94].   

Here, "the compound of references above" refers to a fictitious collection of residential structures, 

which may comprise homes, flats, or other sorts of abodes. The compound's pattern of power usage 

over time is referred to as the load profile. For instance, the load profile may reveal that throughout 

the day and night, when fewer people are awake and/or out at work, respectively, power use is 

lower. The timing of certain tasks that need power within the building, such as operating appliances 

like washing machines or recharging electric cars, is referred to as scheduling. The total load on 

the PV system can be decreased by timing these tasks for periods when there is less demand for 

power. The distribution of the PV system's electricity throughout the course of the day according 

to time is known as time-based power distribution. In order to use the extra power produced during 

periods of low demand, it may be necessary to store solar energy in batteries or other storage 

devices. The PV system may be able to supply the compound's electrical demands throughout the 

entire day by reducing dependency on external sources of power and by optimizing the time-based 

power distribution. Overall, to ensure the best operation of a PV system inside a given compound, 

taking into account the load profile, scheduling, and time-based power distribution is vital.  

The target location's energy consumption pattern is determined by the load profile, so the 

scheduling of the load profile will be extremely important in the design of a PV system. The type 

and quantity of appliances used, as well as the number of inhabitants and their lifestyles, will all 
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affect the load profile. It is crucial to study the load profile and plan the energy distribution 

accordingly in order to create an ideal PV system. The capacity of the PV inverter and the storage 

arrangement may be established by examining the load profile and scheduling of the energy 

distribution. The storage system should be created to store the extra energy produced during off-

peak hours, and the PV inverter capacity should be adequate to manage the peak load. This makes 

it easier to provide a consistent and dependable power supply for the intended area.   

Figure 4-7a, a detailed daily consumer load profile, scheduling and distribution for January (part 

of the dataset). Early mornings and late evenings exhibit peaks of up to 1150 kW and 1370 kW, 

respectively. The month of January is part of the dataset, not the entire dataset, which is also shown 

in Figure 4-7b.   
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a. Housing Compound Consumer Set Rules Load Profile, Scheduling and Daily Distribution  

  

b. Housing Compound Consumer Set Rules Load Profile, Scheduling and Distribution for January  

Figure 4-7. (a) Housing Compound Consumer Set Rules Load Profile, Scheduling and Daily Distribution, and (b)  

Housing Compound Consumer Set Rules Load Profile, Scheduling and Distribution for January  
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The next sections are based totally on the requirements set out in this section, particularly Figure 

4-7.  

4.8 PV Grid Specifications and OEM (Model/Thermal) Constraint Parameters  

Based on the irradiance levels and other parameters for this site, the 265W-60-Cell PV panel was 

selected, based on the detailed specifications presented in Figure 4-8.  

  

Figure 4-8. Specifications of 265W-60-Cell PV Panels  

The detailed impedance model estimations are presented in Figure 4-9 as module output profile 

and thermal profile at given bounded value conditions. In our case, we are using a Mono-PerC 

Bificial Half-Cut, 265 W 60 cell module [95].  

The estimations presented in Figure 4-6 and Figure 4-7 are based on the Meteonorm, Impedance 

Model for a PV Panel and the semiconductor theory associated with PV cell technology.   
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 a.  265W-60Cell Module Output Profile (W/V)  b.  265W-60Cell Module Thermal Profile (W/V)  

  

c. PV Panel Impedance Model and I/V Curve at 25ᵒC  

  

d. Temperature Coefficient Setting based on the Meteonorm 7 Geospatial Site Specifications  

Figure 4-9. PV Specifications and Impedance Model Details for Meteonorm 7 Geodata  

  



   84 

 

4.9 Storage System (Battery Specifications, Profiling, and Sizing)  

The estimations for the battery system are painstakingly built atop the basic pillars of the Load 

Profile, Distribution, and Scheduling research presented in this section. This thorough 

investigation, which is illustrated in full, provides a thorough perspective of the behavior and 

performance dynamics of the battery system and sets the necessary foundation for the forthcoming 

insights revealed in Figure 4-10 and Figure 4-11. The Load Profile explores the complex patterns 

of energy use, illuminating the temporal fluctuations in power demand across time. The battery 

system's functionalities are assessed against the backdrop of this thorough investigation. In 

addition, Distribution analysis offers a more thorough insight into how energy requirements are 

spread throughout the specified time periods. It explores the subtleties of energy consumption 

patterns, offering priceless insights into load changes and trends. The Scheduling component also 

adds a strategic dimension to energy use by defining when and how energy will be allocated to 

maximize effectiveness. The scheduling analysis optimally distributes energy resources to 

maximize performance by taking into account peak load times, low-demand periods, and other 

operational concerns. The succeeding battery system estimations shown in Figure 4-10 and Figure 

4-11 are supported by the knowledge gained from the Load Profile, Distribution, and Scheduling 

investigations. These diagrams explain how the battery system behaves in relation to the load and 

energy distribution patterns. These factors work together to show how well the system can control 

energy swings, optimize charge and discharge cycles, and fit into the overall energy management 

plan.  
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Figure 4-10. Battery String Topology and Configuration   

The elements in Figure 4-10 work in concert to provide vital information and insights 

for choosing the configuration of the battery system. One can determine the dynamics 

of energy use, pinpoint crucial times, and optimally distribute energy reserves by 

examining the load profile, distribution patterns, and scheduling techniques. As a result, 

this thorough understanding directs the choice of battery string topology, ensuring that 

it is in line with load requirements, distribution subtleties, and energy scheduling goals. 

As a result, these components serve as key pillars in the complex process of coming up 

with an effective and efficient battery system arrangement.  
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Figure 4-11. Battery Model for Electro-Chemical Thermo-dynamics (ECTD) Profile   

In Figure 4-11, A specialized framework known as the Battery Model for Electro-Chemical 

Thermo-dynamics (ECTD) Profile is intended to fully capture and simulate the complex 

electrochemical processes and thermodynamic behaviors that occur within a battery system. The 

interplay of chemical processes, temperature fluctuations, and energy transfer dynamics is taken 

into account as this model explores the underlying principles driving the energy storage and release 

mechanisms. The battery model for the ECTD Profile makes use of sophisticated computational 

methods and mathematical formulas to replicate the electrochemical processes taking place inside 

battery cells. The performance properties of the battery, including capacity, voltage profiles, and 

efficiency, are predicted by taking into account elements like the electrode materials, electrolyte 

composition, and temperature conditions. The model investigates how temperature variations 

affect the battery's behavior, effectiveness, and longevity by taking thermodynamic issues into 
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account. This is essential because variations in temperature have a big impact on reaction rates, ion 

mobility, and overall energy transfer effectiveness.  

For the battery string modelling and electro-chemical thermodynamic profile, the power delivery 

for different charging magnitudes that address the peak hours constraint in Sections 4.6 and 4.7 

(Figure 4-6 and Figure 4-7) using a 51.8 V voltage channel for a string of 250 Ah batteries. The 

battery string delivered 53.4 kWh using a battery bank of 1.29 MAh for the given site with a charge 

density of 131 Wh/kg and total stored energy of 67.8 MWh, see Figure 4-12 and Figure 4-13.   

  

Figure 4-12. Power Delivery Factor (V/SoC) for 51.8 V String of 250 Ah Li-Ion Batteries   

The Power Delivery Factor (V/SoC) for a 51.8 V string of 250 Ah Li-Ion batteries refers to the 

relationship between the voltage (V) and State of Charge (SoC) of the battery system. This factor 

quantifies how the battery voltage changes as the State of Charge varies. In this context, a 51.8 V 

string implies that multiple individual Li-Ion batteries, collectively arranged in a string, have a 
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combined voltage of 51.8 V. The State of Charge indicates the amount of energy stored in the 

batteries as a percentage of their maximum capacity.  

  

  

Figure 4-13. Data Acquisition System   

The Power Delivery Factor (V/SoC) essentially indicates how the battery voltage changes as the 

battery is charged or discharged. It reflects the battery's voltage response to changes in its energy 

content. A higher V/SoC value implies that the battery's voltage varies significantly with changes 

in the State of Charge, while a lower value suggests a more stable voltage across different charge 

levels. Understanding the Power Delivery Factor is important for battery system design, 

management, and monitoring. It helps in predicting the battery's behavior under different load 

conditions and aids in optimizing the efficiency and performance of the battery system.  

4.10 System Configuration/Layout  

Figure 4-14 shows the configuration of the full PV system, the relay logic diagram (RLD) and a 

single line diagram of the power system. RLDs, which use common symbols to depict the 

connections between devices and their functions, are graphical representations of electrical logic 
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control systems. They are used to demonstrate the order in which a control system operates and to 

aid engineers and technicians in comprehending the logic of the system. Single-line diagrams are 

graphical representations of a power system that highlight the linkages between its many parts.  

These generally depict the key power system elements, such as generators, transformers, 

switchgear, and safety equipment, together with their connections.  

PV system layouts show the physical configuration of the system's numerous elements, including 

solar panels, inverters, batteries, and other electrical components. The architecture of a PV system 

is crucial in establishing the system's efficiency, safety, and adherence to regional building and 

electrical codes.  

  

 a.  RLD of Developed PV Plant b. Single Line Diagram of Developed PV System   

  

 c.  3D Site Layout of the PV System  

Figure 4-14. Complete PV System RLD and Layout for Commissioning  
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4.11 Nano-Grid Output Profile (Array Output / Charge Distribution)  

This section presents the complete level data acquisition system and validation of the developed 

algorithms as summarized in Figure 4-15 to Figure 4-18.  

  

Figure 4-15. Data Acquisition System: (a) Daily Input/Output, (b) Performance Ratio and Solar Fractions, (c) Array  

Special Power Distribution, and (d) Array Temperature as a Function of Effective Irradiance  

A plethora of insights gleaned from the complex computations and analyses produced earlier in 

this chapter are captured in Figure 4-15, which stands as a precise and thorough visualization. The 

input-output (I/O) diagram, PV system performance measurements, array spatial power 

distribution, and thermal efficiency concerns are just a few of the key components incorporated 

into this comprehensive presentation. This comprehensive viewpoint offers a clear comprehension 

of the complex dynamics dictating the PV system's behavior, effectiveness, and operational 

efficiency. The insights provided by Figure 4-15 are further enhanced by the addition of PV 
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performance indicators, designated as Performance Ratio (PR) and Shading Factor (SF). Intricately 

measuring the system's capacity to produce energy in relation to its potential, these measures take 

shading and system losses into account. This graphic representation of PV performance shows how 

effectively the system converts solar irradiation into usable electrical energy.  

The details shown in Figure 4-16 to Figure 4-18 significantly enhance the overall impact of the 

pieces seen in Figure 4-15.  

  

Figure 4-16. Estimated Annual Array Power Distribution of Developed PV System   
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Figure 4-17. Estimated Annual Storage System Efficiency  

  

Figure 4-18. Daily Array Output Energy  

These details provide a finer knowledge of how many parameters interact to create the behavior of 

the PV system by delving deeper into the performance intricacies of the system. In conclusion, 

Figure 4-15 represents the thorough analytical trip performed in this chapter. Its visualization 
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encompasses the various facets of the behavior of the PV system, including energy flow, 

performance indicators, spatial distribution, and concerns for thermal efficiency. This thorough 

presentation attests to the methodical methodology and perceptive insights discovered throughout 

this study.  

The term "Estimated Annual Array Power Distribution of Developed PV System" refers to the 

distribution of power produced over the course of a year by a PV solar array. This distribution may 

be affected by elements including the climate, the sun's angle, the amount of shade, and the panel's 

efficiency. The examination of energy generation patterns is prevalent in solar energy systems. The 

term "Estimated Annual Storage System Efficiency" refers to the effectiveness with which a system 

of energy storage (such as batteries) stores and releases energy over the course of a year.  

Temperature, battery deterioration, charge and discharge losses, and others may have an impact on 

its efficiency. Understanding the total performance of a renewable energy configuration requires 

calculating and evaluating the efficiency of the storage system.  

4.12 System Loss Diagram  

No system is perfect, and while applying the prediction algorithms, one has to consider losses to 

have a realistic prediction when validating at the system level. Figure 4-19 presents the annual loss 

diagram that is incorporated in the developed ML model for the prediction of power and energy 

from the given system.   

It is necessary to account for losses due to, for example, variations in environmental conditions 

such as weather patterns and solar irradiation, as well as operational aspects like system 

effectiveness and maintenance considerations. The system's energy production may be predicted 

more precisely and realistically by including these considerations in the ML model output. Hence, 
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an in-depth knowledge of these elements must be incorporated into the prediction algorithms in 

order to make sure that forecasts are as accurate as possible. A yearly loss diagram shown in Figure 

4-19 has been put into the ML model prediction of the system's power and energy output. This loss 

diagram offers a thorough explanation of the possible losses the system may incur over the course 

of a year. For the purpose of forecasting power and energy from the specified system, the yearly 

loss diagram has been added to the constructed ML model. The loss diagram takes into account a 

number of variables that may have an impact on the system's ability to produce energy, including 

the weather, solar radiation, system efficiency, and maintenance issues. The kind and quality of the 

components used, the system's design and installation, the local weather patterns and sun 

irradiation, as well as the system's maintenance and operation all affect how efficient a renewable 

energy system is.   

    

Figure 4-19. Detailed Annual Loss Diagram  
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4.13 Site Instrumentation and IoT-based Sensor Node for Data  

A monitoring box was designed and developed and connected to the PV site system for remote 

monitoring for dual verification in addition to the Inverter App [96] used for precisely measuring 

the site variables for accurate prediction as presented in Figure 4-20.  

  

  

Figure 4-20. Data Acquisition System  

The monitoring system has a number of transducers that are installed in relevant parts of the system 

to measure PV voltage, current, panel or environmental temperature, irradiance, wind speed and 
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humidity. The monitoring box, by measuring these parameters can offer a thorough picture of the 

PV system's performance, which may be used to detect problems and increase system  

effectiveness. The positioning of the transducers is critical since the monitoring box must be able 

to produce accurate and reliable data. Throughout the system, transducers are positioned at key 

points, such as the input and output of the inverter, on certain solar panels, and other essential 

places. In order to provide reports on system performance, the data gathered by the monitoring box 

is sent to a remote monitoring system for analysis. Technicians may utilize this data to pinpoint 

problems and modify the system as necessary, enhancing overall performance and efficiency. The 

monitoring box is a crucial part of the PV site system because it enables thorough monitoring and 

analysis of system performance, both of which are vital for increasing efficiency and guaranteeing 

that the system is operating at its best.  

All the results presented were produced using the following PC and software configuration:   

Table 4-2 PC and Software Configuration 

CPU  Intel Core i7-11600H 2.4GHz  

RAM  16 GB  

SOFTWARE   Google Colab  
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4.14 Purpose of Using Arduino 

4.14.1 Prototyping 

Arduino boards are an essential tool for electronics professionals who want to prototype quickly. 

They allow developers to test and fine-tune ideas before moving on with full-scale implementation. 

These boards provide an easy-to-use platform that makes it quicker to assemble and test electronic 

devices, and because of their adaptability and simplicity of usage, developers may quickly validate 

and iterate concepts before moving on to more sophisticated and thorough phases of development 

by experimenting with different configurations, sensor integrations, and code implementations 

[115]. The creativity and design process in electronics is greatly accelerated by this quick 

prototyping capacity. 

4.14.2 Automation 

Arduino boards are essential to automation because they allow a wide range of actuators, such as 

lights, motors, sensors, and more, to be controlled in response to real-time inputs or preset 

conditions [116]. Their capabilities cover a wide range of automation applications, from industrial 

installations controlling machinery and sensors to home automation systems controlling lighting 

and temperature. These boards use preprogrammed logic to analyse input signals or particular 

circumstances, which causes linked devices or systems to respond appropriately. Because of its 

programmability and ability to interface with a broad range of components, Arduino boards are an 

essential tool for developing automated solutions for a variety of applications and daily situations. 
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4.14.3 Data Collection 

By virtue of its capacity to communicate with a wide range of sensors, Arduino makes it possible to 

collect data on a wide range of characteristics, including temperature, humidity, motion, and more 

[117]. This gathered data turns into a useful resource, providing information for analysis, judgement 

calls, and subsequent actions. Users are able to access and utilize recorded or real-time data by 

Arduino's capacity to connect and collect data from a variety of sensors, whether in research settings, 

IoT applications, or environmental monitoring [118]. Enlightened decisions, process optimization, and 

the development of more intelligent, responsive systems are all made possible by this data-driven 

methodology. 

4.15 Sampling Requirements and Signal Conditioning 

4.15.1 Sampling Requirements 

Analog-to-digital converter (ADC) of Arduino is built-in and typically has a 10-bit resolution, which 

allows analogue signals to be converted into digital values [119]. External ADCs can be integrated to 

improve resolution for applications that require a higher level of precision [127]. Critical to signal 

acquisition, the sampling rate changes according to application requirements [130]. Most importantly, 

greater sampling rates are required to accurately capture and represent the signal in its dynamic state 

due to the quick changes in signals [131]. Finding the ideal sample frequency requires striking a 

balance as too high rates could result in unnecessary data volume, while too low rates run the risk of 

missing important signal variations [128]. In order to guarantee accurate data capture and optimize 

processing and storage resources in accordance with application requirements, sampling requirements 

must be calibrated. 
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4.15.2 Signal Conditioning 

Signal conditioning is essential for maximizing the communication between the Arduino and external 

sensors since it protects the microcontroller from possible electrical risks and guarantees accurate and 

consistent readings. In order to accurately convert analogue data to digital data, Arduino needs to know 

how to manipulate the input signal [120].In signal conditioning, compatibility with various voltage 

levels is crucial. Since many sensors have different operating voltage ranges, attaching them directly 

to the pins of the Arduino may result in overvoltage or under voltage conditions that could harm the 

microcontroller. By helping to align these voltage levels, usually with the use of voltage dividers or 

level shifters, signal conditioning ensures that the Arduino gets signals that are within its permitted 

voltage range, safeguarding its integrity. 

Another crucial element is noise suppression, where sensor signals can be distorted by outside 

influences like electromagnetic interference or background noise, which can lead to readings that are 

not correct. Filtering is one of the signal conditioning techniques that helps reduce or eliminate this 

interference [115]. By reducing undesirable frequencies, low-pass, high-pass, or band-pass filters 

improve measurement accuracy by lowering noise. Amplification or attenuation of the signal amplitude 

can also be a part of signal conditioning. This procedure makes sure that the dynamic range of the 

Arduino's ADC and the analogue signal range match. Amplification increases sensitivity and resolution 

by bringing weak signals into the ideal range of the ADC. On the other hand, attenuation keeps the 

ADC from being saturated by extremely high input voltages, preventing distortion and preserving 

accuracy. When working in high-voltage or possibly noisy environments, isolation is essential. To 

protect the Arduino from noise or voltage spikes that could damage the microcontroller, it is necessary 

to isolate it from external circuits using parts like optocouplers or galvanic isolation [122]. Additionally, 

when interacting with high-power or potentially dangerous systems, this isolation improves safety. To 
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put it simply, signal conditioning serves as a link between various sensors and the Arduino, 

guaranteeing accuracy, reliability, and safety. Signal conditioning maximizes the quality and 

dependability of data gathered by the Arduino, improving the system's overall performance by 

addressing problems with voltage levels, noise, amplitude, and isolation. 

4.15.3 Expansion and Justification 

Accurate and trustworthy data collection requires signal conditioning, which makes sure that the 

Arduino correctly records these values within its ADC range in solar energy projects utilizing 

sensors to monitor voltage or current generated by photovoltaic panels, reducing electrical harm 

and improving precision [123]. Furthermore, some sensors may need to be conditioned in order 

to match signal levels or remove noise. For example, amplification may be required for 

temperature sensors with tiny voltage outputs in order to achieve accurate measurement. Precise 

sensor readings in the context of solar energy systems allow for more accurate prediction models, 

which enhances the forecasting of energy generation overall. Consequently, signal conditioning 

must be included in the sensor interface process in order to provide accurate and dependable data 

gathering, which is necessary for machine learning-based forecasting models to work. 

4.16 Conclusions   

The chapter demonstrated the seamless integration of ML-based forecasting approaches into the 

complex process of PV system design and analysis by turning theoretical claims into concrete 

actions. It essentially filled the gap between the theoretical level and actual application and 

demonstrated how to successfully incorporate ML-based forecasting approaches into a practical 

PV system design, efficiently converting research ideas into useful results. The chapter highlighted 



   101 

 

the potential of ML-based forecasting in forming practical solutions for using solar energy 

resources by outlining a thorough route from concept to execution.  
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5 Discussion of Technical Findings   

Prior to delving into the discussion of the results, a comprehensive overview of the machine 

learning methods employed for prediction in this study will be provided. Each method brings 

distinct characteristics to the predictive analysis, allowing us to explore and interpret the behaviour 

patterns of the system effectively.  

5.1 Machine Learning Methods  

5.1.1 K-Nearest Neighbours (KNN)  

K-Nearest Neighbours is a classification algorithm that operates based on the concept of similarity. 

It predicts the class of a data point by considering the classes of its "K" nearest neighbours in the 

training dataset. KNN is particularly suitable for capturing local patterns and is robust against noisy 

data. It does not assume underlying data distributions and can handle both binary and multiclass 

classification tasks. In this study, KNN was utilized to classify behaviour types based on the 

proximity of data points in the feature space.  

5.1.2 Support Vector Machine (SVM)  

A support Vector Machine is a powerful classification algorithm that identifies optimal decision 

boundaries between classes. By mapping the data into a higher-dimensional space, SVM aims to 

find the hyperplane that best separates different classes while maximizing the margin between 

them. SVM is effective for both linear and non-linear classification tasks and is particularly useful 

when dealing with complex data relationships. In our analysis, SVM was employed to classify 

behaviour types based on their feature representations.  

5.1.3 Artificial Neural Networks (ANN)  

Artificial Neural Networks are computational models inspired by the structure of the human brain. 

ANNs consist of interconnected nodes, or "neurons," organized into layers. Information flows 
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through these layers, with each neuron processing inputs and passing its output to the next layer. 

ANN, a subset of deep learning, involves architectures with multiple hidden layers, enabling the 

model to capture intricate patterns in the data. ANNs excel in tasks that require complex feature 

extraction and representation learning. In our study, we harnessed ANN's capabilities to predict 

behaviour patterns based on the provided features.  

The systems under consideration are explained in this chapter. Both the environmental elements 

used as inputs to the regression model and the data gathered and used to train and evaluate the 

models. Results from modelling with multiple linear regression and ANNs are shown and 

compared [97]. The computer and software combinations shown previously in Table 2 were used 

to create all of the findings that are displayed.    

By introducing these machine learning methods and their respective characteristics, we establish a 

foundation for comprehending the subsequent discussion of results. The following discourse will 

delve into the outcomes yielded by each method, shedding light on their individual strengths and 

contributions in unravelling the system's behaviour complexities.  

5.2 Data Description  

In order to evaluate Qatar's PV power output during the almost two-year period between November 

2014 and October 2016, data were gathered by Khandakar et al. [98]. The measured values of six 

environmental factors and the output power of the PV system were gathered and stored by a 

monitoring system. The regression model was then used to forecast the power output using these 

characteristics, which were afterwards monitored on a regular basis using calibrated sensors. The 

following environmental factors were chosen because they had the most impact on the electricity 

production of the PV panels:  
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• Irradiance: The solar irradiance incident on the PV panel's surface is measured in kW/m2. The 

sun's brightness changes throughout the day, peaking at roughly 1 kW/m2, and is very location-

sensitive. It is the most crucial element impacting the output power of PV panels. A SP110 solar 

irradiance sensor is used to calculate the incident irradiance in W/m2.  

• PV surface temperature: The surface of the PV panel is heated by solar radiation, which affects 

the panel's performance. To track this variable, in Celsius, a PT 100 temperature sensor was 

fastened behind (below) the PV panel. The sensors are located on the back of the PV module 

because this limits heat transmission prevents surface cooling, and produces the most accurate 

readings of the solar module's actual temperature while also protecting the sensors.  

• Air temperature: The performance of electrical devices and components is greatly influenced by 

the ambient temperature. The ambient air temperature was measured in Celsius using an LM35DT 

analogue temperature sensor.   

• Relative humidity: The lifespan and efficiency of PV panels are impacted by the amount of water 

vapor in the air. It lessens the amount of actual sunlight that hits the panel surface and is thought 

to be a factor that might affect the PV output power. The relative humidity of the ambient air around 

the panels is measured in % using a calibrated HSM-20G sensor.  

• Dust accumulation: By preventing sunlight from shining directly on the solar panel surface, dust 

on the PV panel surface tends to reduce the output power of the panel. A Sharp photoelectric dust 

sensor, model number GP2Y1010AU0F, measured dust density on the face of the panel in 

milligrams/m3.   

• Wind speed: The wind speed has an indirect impact on PV panel performance since it can change 

some of the parameters mentioned above, such as dust, humidity, and ambient temperature. An 
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anemometer (also known as a vane anemometer, thermal anemometer, thermal anemometer with 

velocity/temperature profiling, or cup anemometer) measures wind speed in kilometers per hour.  

The regression model produces the simulated PV output power, and voltage and current transducers 

are used to measure the PV panel's output voltage and current to record the power output. 

Afterwards, P-V curves are shown on LabView for further data processing.  

      

Table 5-1 Range of On-site Environmental Parameters Between November 2014 and October 2016 Used for 

Predicting Power  

Environmental Parameter Maximum Minimum Unit 

Temperature  61.00  14.63 degree Celsius 

Relative Humidity  90.76  27.82 % 

PV Surface Temperature  74.40  9.30 degree Celsius 

Solar Irradiance  1033.5  38.01 w/m2 

Dust Accumulation  1.1142  0.0553 mg/m3 (or mg/m2) 

Wind Speed  34.24  0.5893 km/h 

Power  114.2  0.0368 w 
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5.3 Data Acquisition  

A data-accessing system using calibrated sensors and an inexpensive Arduino microcontroller 

housed in a monitoring box on a roof was a practical and affordable option. Data was sent from 

the controller to a workstation using wireless Xbee adapters. The LabView interface was used for 

additional data processing. Also, data was uploaded onto the cloud using the open Internet of 

Things (IoT) data platform ThingTalk to improve data accessibility. The block diagram shown 

previously in Figure 4-20 provides a summary of the data collection system. Assuring the box’s 

stability and safety, shielding it from elements like rain and wind, and having access to a 

dependable power supply are all special concerns. To ensure the quality and dependability of the 

data acquired by the system, these aspects would need to be taken into consideration. Data transfer 

using wireless Xbee adapters made it possible to perform remote monitoring without having to 

physically reach the monitoring box. The block diagram illustrated in Figure 5-1 provides a 

comprehensive overview of the system’s functional flow, encompassing the stages of training, 

validation, and operational use. This structured process ensures a well-rounded and systematic 

approach to harnessing the capabilities of the system.  
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Figure 5-1. Machine Learning Pipeline  

 

 

Table 5-2 Characteristics of the PV Panels Used  

Module   Poly-crystalline silicon   

 

Maximum Power   80 W  

Area  0.6426 m2  

Open Circuit Voltage  21 V  

Short Circuit Current  5.24 A  
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Uncertainty in how the environmental parameters impact the electrical system can make it difficult 

to design and operate the electrical grid. Some of the elements that cause solar power production 

to fluctuate include solar irradiance, ambient temperature, cloud cover, and surface temperature of 

the panels. The purpose of this study is to identify the most important factors affecting PV energy 

production, to identify relationships among the various parameters, and to produce more precise 

forecasts of energy output from PV panels based on these features. The data used is local data 

supplied by the Qatar Meteorological Centre and other government sources and have been pre-

processed by the competent authorities before being obtained and exported to CSV datasets that 

contain the history of a PV module.   

The third and the forth chapters various machine learning methods were described and applied in 

real life cases consecutively. The ideas have formed the basis upon which the entire concepts of 

solar power output forecasting through various regression methods are manifested and applied in 

the field. The concepts have also helped in this chapter in looking at irradiance, PV surface 

temperature, air temperature, relative humidity, dust accumulation and wind speed.  
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5.4 Dataset  

Table 5-3 Dataset Supplied by Qatar University, Qatar  

 Temperature Relative 

humidity 

PV 

temperature 

Irradiance Dust Wind 

speed 

Power 

0 22.57 62.39 70.89 714.92 0.24 6.25 84.44 

1 20.84 73.81 69.63 660.80 0.20 5.45 81.69 

2 26.62 57.83 70.07 383.07 0.71 3.33 41.93 

3 20.21 81.82 62.66 616.22 0.45 3.45 70.66 

4 24.81 71.60 70.31 669.89 0.67 4.16 74.62 

490 35.31 31.95 56.54 592.08 0.86 10.36 35.44 

491 33.85 35.14 60.62 560.20 0.85 6.61 33.84 

492 31.77 52.80 58.58 508.80 0.84 6.75 31.21 

493 34.19 43.25 60.29 545.19 0.86 5.65 32.29 

494 34.98 40.26 60.57 672.64 0.86 9.31 40.91 

 

One of the most popular open-source, functional programming languages, Python, is utilized 

extensively for data analysis [99]. Developers may use Google Colab, a free cloud service, to 

execute Python scripts and perform data analysis. A variety of libraries, such as Pandas, that are 

available in Python for data analysis could be utilized. Pandas is a well-known Python data analysis 

toolkit that offers a simple and adaptable data structure for data analysis. Data from a variety of 

sources, including CSV files, Excel, SQL, and many more formats, may be loaded and analyzed 

using Pandas.  
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To perform data analysis, developers first need to load the data into Panda’s data frames. Pandas 

provide various functions to load data from different sources, such as read_csv() for loading CSV 

files, read_excel() for loading Excel files, and read_sql() for loading data from SQL databases.  

Once the data is loaded, Pandas provides various functions to clean and analyse the data, such as 

dropna() for removing missing values, groupby() for grouping data, and many other functions. 

With the help of tools like Google Colab and libraries like Pandas, data analysis has become easier 

and more accessible than ever before. Developers can use these tools to quickly analyse data and 

extract meaningful insights, which can then be used for making informed decisions in various 

domains, including finance, healthcare, marketing, and many others [100], [101], [102], [103].   

5.5 Results of Multiple Linear Regression Analysis  

This section describes research that looks at the effectiveness of a model that uses multiple linear 

regression to forecast the output power of solar panels. Two metrics, R-squared (R2) and root-

mean-square error (RMSE), are used to assess the model's accuracy. The findings demonstrate that, 

with the majority of occurrences concentrated around the zero-error line, the projected output 

power is close to the actual output power. The study also shows that irradiance is the primary factor 

determining the energy produced and that the irradiance is positively correlated with the amount 

of energy produced by the PV panels. Overall, this study offers helpful information on the variables 

affecting PV panel performance and the precision of the multiple linear regression model that was 

used to estimate its output power.  

Figure 5-2 shows an error histogram of 10 bins for the model multiple linear regression where the 

number of instances in each bin is shown on the vertical (ordinate) axis. The figure shows the zero-

error line, and it can be seen that the instances are centered around it.   
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.   

Figure 5-2. Error Histogram of the Multiple Linear Predictions  

The predicted output power obtained using multiple linear regression, and the actual genuine power 

are contrasted in Figure 5-3. The anticipated result has a Test average RMSE of 1.57, while the 

training average RMSE is 2.04. The training average R2 is 1.0.   
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Figure 5-3. Multiple Linear Regression Predictions Vs Measured Values  

Multiple linear regression is a statistical technique used to predict the value of a response variable 

based on multiple predictor variables. In this case, the model was used to predict the output power 

using a set of given variables. The results show that the model was able to produce accurate 

predictions, as indicated by the low test average RMSE value of 1.57. The lower the RMSE value, 

the more accurate the model is in predicting the output power.   

The training average RMSE value of 2.04 suggests that the model is less accurate in predicting the 

output power during training. This may be due to overfitting, which is when a model becomes too 

complex and fits the training data too closely, resulting in reduced accuracy when applied to new 

data. However, the training average R2 value of 1.0 indicates that the model fully explains the 

variability in the data, suggesting that overfitting may not be a concern in this case.  

Overall, the multiple linear regression model appears to be a reliable and robust approach for 

predicting the output power based on the given variables. The results suggest that the model has 
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the potential to be used for practical applications in the field of solar power prediction. However, 

further evaluation and validation may be necessary to determine the generalizability and reliability 

of the model across different datasets and contexts.  

Irradiance and the energy generated by the PV panels are directly and positively correlated, as 

shown in Figure 5-4. It can be seen that irradiance is the most influential factor in the energy 

produced. This makes sense because the amount of sunlight that falls on the panels is the primary 

source of energy that drives the electricity generation process; the relationship between energy and 

irradiance is direct, meaning that the higher the irradiance, the greater the energy produced. Other 

factors, such as temperature, shading, and panel orientation, can also affect the energy output of 

PV panels, but irradiance is the most critical factor. Figure 5-5 emphasizes the importance of 

irradiance as the primary driver of energy generation in PV systems and suggests that maximizing 

the amount of sunlight that falls on the panels is crucial for optimizing their energy output.   

  

Figure 5-4. PV Power Output Watts Vs Irradiance W/m2   

The link between wind speed and energy generation is weakly inverse, that the stronger the wind 

speed, the lower the solar energy generated). Wind speed in Qatar is typically higher in winter and 
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autumn seasons, and the air is colder than in summer. From Figure 5-5, it appears that the wind 

speed was below 20 m/s for the overwhelming majority of the time, and in this range, the R2 value 

indicated that under these conditions, any significant variation in power output depended on other 

conditions. On the few occasions when wind speed was more than 25 m/s, typically in winter 

conditions with a lower air temperature, the power output was relatively low, suggesting that with 

the natural increase of wind speed, energy output decreases slightly, hence the weak inverse 

relation. Note that when the speed was less than 20 m/s, the irradiance ranged between 350 and 

800 W/m2.   

  

Figure 5-5. The relationship of wind speed m/s to power Watts   

The best fit straight line for the plot of electrical power output vs. level of dust, see Figure 5-6, 

shows a small negative link between dust and solar power. When dust is less than 0.7 mg/m3, power 

may reach up to 80 W; however, when dust increases more than 75 mg/m3, power will tend to be 

closer to 50 W. Dust on the face of a PV panel would be expected to reduce irradiation level, but 

the small value of R2 could be explained by the range of values used to represent the presence of 

dust.   
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Figure 5-6. Relationship between Electrical Power Output Watts and Presence of Dust mg/m3  

Figure 5-7 is a plot of solar output power as a function of relative humidity. However, in general, 

relative humidity is not considered a critical factor in PV electrical power generation.   

  

  

Figure 5-7. Relationship between Electrical Power Output Watts and Relative Humidity RH%  

Nevertheless, if the value of relative humidity is high enough, there could be the formation of water 

droplets on the surface of the panels, and that might lower the quantity of sunlight that reaches the 
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panel, hence reducing energy production. In summary, while relative humidity may have some 

impact on the energy output of PV panels, it does not have a significant effect unless dew formation 

takes place, i.e., the surrounding air drops to a temperature below its dew point, and this is not a 

frequent occurrence in Qatar once the sun has risen. However, any dew formation overnight can 

be reduced, or even eliminated, by routinely maintaining and cleaning the panels. The primary 

drivers of energy generation in PV systems are the intensity of sunlight and the efficiency of the 

panels.  

Figure 5-8 is a plot of output power as a function of ambient temperature. As the temperature 

increases, the efficiency of the semiconductor material decreases, which can reduce the amount of 

energy that the panel can generate. The temperature coefficient of the panel represents the rate at 

which the electrical output decreases as the temperature rises.   

  

Figure 5-8. Relationship between Electrical Power Output Watts and Ambient Temperature oC   

Regarding the negative correlation between ambient temperature and power generated, this could 

be important, particularly in very hot environments. However, the reduction in energy output due 

to an increase in ambient temperature is not likely to be significant under normal operating 
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conditions. In cooler environments, such as during winter winds, the reduced temperature can 

actually increase the efficiency of the panel, resulting in higher energy output. In summary, ambient 

temperature is an important factor in PV electrical power generation. A best-fit straight line can be 

used to illustrate the relationship between temperature and electrical power, with the R2 value and 

correlation coefficient providing a measure of the goodness of fit and strength of correlation, 

respectively. While there may be a small negative correlation between temperature and power 

generated in some situations, the effect is generally not significant under normal operating 

conditions.   

Figure 5-9 is a plot of output power as a function of the temperature of the solar panel. There is a 

small negative link between panel temperature and electrical power. However, the small value of 

R2 could be explained by the range of values used to represent the panel temperature. Possibly, 

even the highest panel temperature considered was not sufficient to have a significantly detrimental 

effect on electrical output.   

  

Figure 5-9. Relationship between Electrical Power Output and PVTemperature  
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The distribution of R2 and correlation coefficients between features and their effect on energy is 

small except for irradiance and ambient temperature, but the factor most directly affecting energy 

is irradiance.   

There is a small negative link between the temperature of the solar panel and the electrical power 

generated. This is due to the temperature coefficient, which represents the decrease in efficiency 

of the semiconductor material as the temperature increases. However, it is noted that the small 

value of R2, which represents the goodness of fit of the line, could be due to the limited range of 

values used to represent panel temperature in the analysis. It is possible that even the highest panel 

temperature considered was not sufficient to have a significant detrimental effect on electrical 

output.   

The values of R2 and correlation coefficients demonstrate that the effects of the given parameters 

on solar energy are small, except for irradiance. This confirms that irradiance is the factor most 

directly affecting energy generated by the PV panel. Other factors, such as shading, panel 

orientation, and wind, may have some impact on the energy output of PV panels, but their effect is 

relatively small compared to the influence of irradiance, though temperature does have an effect.   

In Figure 5-10, the relationships between the features and their influence on each other are shown. 

Save for the relation between irradiance and power, the values of R2 indicate that the different 

parameters have little or no direct effect on each other. For training, validation, and test data sets, 

the model has a small and unbiased discrepancy between the actual, observed and predicted values.  

We examine the performance of an ML model and quantify the performance of the models using 

RMSE.   
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Figure 5-10. Predicted Results  

The results of the study have significant ramifications for solar energy system design and operation. 

The performance and efficiency of solar energy systems may be optimized by maximizing the 

available irradiance by system designers and operators who are aware of the direct correlation 

between irradiance and energy generation. This may be accomplished by taking steps such as 

choosing the best sites for solar panels, monitoring the path of the sun to position panels for 
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optimum irradiance, and routinely cleaning and maintaining solar panels to keep them clear of 

impediments. The results of the study can also be used to construct forecasting and prediction 

models for solar energy production that are more precise. It should be able to enhance the precision 

and dependability of forecasts by including irradiance data in these models, which would 

eventually aid in improving the effectiveness and performance of solar energy systems.  

The study's validation of the causal link between irradiance and energy production offers insightful 

information about how solar energy systems operate. Researchers and industry experts may use 

this knowledge to design more effective and efficient solar energy systems, ultimately aiding in 

the transition to a future with more renewable and sustainable energy sources.   

Table 5 lists the ambient temperature, relative humidity, PV temperature, irradiance, dust, and wind 

speed as the six environmental parameters that most affect the output power generated by solar 

energy. The top row of the table lists the total number of observations in each case. Each variable's 

mean value is shown in the second row. The third row displays each variable's standard deviation, 

which is a measure of how the data varies around the mean. The fourth row of the table displays 

the minimum value for each variable. The next three rows display the 25th, 50th (median), and  

75th percentile values for each variable. The final row shows the maximum value of each variable. 

The information is presented for a better understanding of the distribution and range of the different 

variables, as well as to identify any potential outliers or unusual observations. This information is 

essential in developing accurate forecasting and prediction models for solar energy generation.  
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Table 5-4 Statistical Analysis of the Six Environmental  Parameters Affecting PV Output Power  

 Ambient  

Temperature  

(oC)  

Relative  

Humidity  

(%)  

PV  

Temperature  

(oC)  

Irradiance  

(W/m2)  

Dust 

(mg/m3)  

Wind  

Speed  

(m/s)  

Power  

(W)  

No. of 

Observations  

495.00  495.00  495.00  495.00  495.00  495.00  495.00  

MEAN  30.49  48.29  46.25  492.6  0.5433  6.958  51.35  

STD  7.30  14.63  13.47  159.46  0.2347  4.31  19.72  

MIN  14.63  27.73  9.30  0.000  0.0553  0.5893  0.0069  

25%  23.98  35.70  34.05  430.4  0.3885  3.84  37.04  

50%  31.65  45.21  47.26  504.9  0.5096  5.80  50.73  

75%  37.12  57.34  56.40  592.6  0.7316  8.87  66.87  

MAX  43.84  90.76  74.39  1033.5  1.111  34.25  114.2  

  

The six environmental factors (ambient temperature, relative humidity, PV temperature, irradiance, 

dust, and wind speed) given in Table 5 are all included in each of the models used below. This 

makes sure that the effects of each variable are appropriately taken into consideration and that the 

final model is as precise as feasible. The resultant model would not accurately depict the 

complicated interactions between the many environmental elements and their effects on solar 

energy output if any of these variables were omitted. Therefore, when creating predictive models 

for solar energy generation, it is essential to include all pertinent variables.  
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5.6 Results of the K-nearest Neighbours Model  

The number of neighbors, K, and the distance metric are the two hyper parameters for the KNN 

model that need to be modified and chosen, as previously described:  

• K, the number of neighbors to be considered has a great effect on the results of the 

regression. Choosing a low K value means that the prediction depends only on the nearest 

point from the training set, which is very risky and leads to high values of variance in the 

output, which emulates the case of overfitting in parametric ML models. However, 

choosing a high K value results in flat-biased predictions, which emulate the case of under 

fitting. Values of K between 1 and 100 were tested to find the most suitable value.  

• The distance metric is the mathematical representation of the distance between two points, 

which is used to compare the closeness of the training input to the test input. Three main 

distance equations are used for the KNN model:  

o The Manhattan distance. Using this metric, the distance between two 𝑛-dimensional points 

𝑥 and 𝑦 that correspond to two inputs of 𝑛 features is defined as D 

𝐷(𝑥, 𝑦) =∑|𝑥𝑖 − 𝑦𝑖|

𝑛

1

 
      (5-1) 

o The Euclidean distance. The conventional definition of distance is 

𝐷(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2
𝑛

1

 

         (5-2) 
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o The Minkowski distance. A generalized form of the previous two definitions. The 

Minkowski  distance  of  order  𝑝  is  defined  as  

𝐷(𝑥, 𝑦) = √∑|𝑥𝑖 − 𝑦𝑖|𝑝
𝑛

1

𝑝

 

         (5-3) 

It is worth noting that the Minkowski distance with order 1 is the Manhattan distance, and with order 

2 is the Euclidean distance.   

The tested metrics were the Manhattan, Euclidean and Minkowski distances with orders from 3 to 

10. In addition to the former two hyper parameters, another factor which can be selected is the 

degree of effect each of the K neighbors has on the prediction of the output. If the output of all K 

neighbors has the same effect, it is called a uniform KNN. However, if the effect is based on the 

distance between the training point and the test point, then a weighted KNN is used. Both uniform 

and weighted models were tested. The weights of each of the K training inputs are defined as the 

inverse of the distance between this input and the test input 

𝑤𝑗 =
1

𝐷(𝑥𝑗.𝑥𝑡𝑒𝑠𝑡)
; 1 ≤ 𝑗 ≤ 𝑘 

                                          (5-4) 

- and the final output is defined as 

�̂� =
∑ 𝑊𝐽𝑌𝐽
𝐾
𝐽=1

∑ 𝑊𝐽
𝐾
𝐽=1

 
 (5-5) 

- Where Yj is the training output of each of the K neighbors.  
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In this test, 2000 models were examined, including both uniform and weighted models, with K 

ranging from 1 to 100 and the degree of the distance metric ranging from 1 to 10. A cross-validation 

approach was used to test each model five times with five-fold, and the mean results were collected 

for each model for each test. Results of mean square error (MSE) and (R2). Due to the large number 

of evaluated models, only the best K value for each combination of distance metric and model type 

is displayed.  

Upon evaluating the outcomes of the study, it was discerned that among the various models tested, 

the weighted model exhibited the highest level of effectiveness. Specifically, when utilizing a value 

of K equal to 9 and employing the Manhattan distance as the measurement metric, this particular 

configuration yielded the most favourable results. In essence, this model's predictive performance 

outshined others, suggesting that its parameter settings, particularly the chosen value of K and the 

distance metric, were particularly well-suited for capturing the underlying patterns within the 

dataset and making accurate predictions. The resulting MSE is 89.6, with an average coefficient of 

determination of 0.898 over five cross-validations. Because the performance of the third fold was 

most similar to the mean of the five folds, it was selected for validation and to display the prediction 

performance of the best model.  

5.7 Results of the Support Vector Regression Model  

There are several hyper parameters for the SVR model, which, when working with linear regression 

and sklearn, are:  

• The kernel function: this function is applied to the input data as a pre-processing stage to 

make the support vector algorithm nonlinear. By adding this pre-processing stage, linear 

regression on the processed data would result in nonlinear regression on the original data.  
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This is termed the kernel trick. This kernel function replaces the dot product in the original 

mathematical support vector model. Three kernel functions were tested:  

o The linear kernel  function: this is the normal dot product  

𝑘(𝑥𝑖 , 𝑥𝑗) = 𝑥𝑖 , 𝑥𝑗         (5-6) 

 

o The Gaussian kernel function:  

𝑘(𝑥𝑖 , 𝑥𝑗) = 𝑒
‖
𝑥𝑖,𝑥𝑗
2𝜎 ‖

 
   (5-7) 

 

o The Gaussian RBF kernel function: 

𝑘(𝑥𝑖 , 𝑥𝑗) = 𝑒
−𝜆‖𝑥𝑖,𝑥𝑗‖

2

           (5-8) 

 

o The Polynomial kernel function: 

 𝑘(𝑥𝑖,𝑥𝑗) = (1 + 𝑥𝑖 , 𝑥𝑗)
𝑑               (5-9) 

- Where 𝑑 is the degree of the polynomial. For 𝑑 = 2, the kernel is the quadratic kernel 

function, and for 𝑑 = 3, it is the cubic kernel function.   

The linear, Gaussian, Gaussian RBF, quadratic and cubic kernel functions were tested in 

order to achieve the best regression performance.  
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• The solver: the solver determines the algorithm that would be used to train and tune the 

support vector regression model. Three solvers were tested to ensure the best performance:  

o The Iterative Single Data Algorithm (ISDA) solver. o The Sequential Minimal 

Optimization (SMO) solver. o The L1 soft-margin minimization by quadratic 

programming (L1QP) solver.  

Using the previous two parameters of the model, fifteen combinations were tested and compared 

to choose the best SVR performance.  

Each model was tested using a k-fold cross-validation with the five-fold method. This entailed 

creating five randomly selected train-test subgroups that were divided 80-20. The results of each 

model's training and testing for each of these five combinations were then summed to determine 

the model's ultimate performance.  

The mean square error and the coefficient of determination were employed as performance 

indicators to compare the model. The outcomes demonstrated the superior performance of the 

quadratic kernel function models. Also, the SMO solver method performs fairly similarly with an 

MSE of 88.4 and an R2 value of 1.0, while the L1QP analyzer provided the best result with a 

squared kernel function, having an MSE of 88.33 and an R2 value of 1.0. These findings represent 

the average of five sets, each with a separate training test set, as was previously described. The five 

visualization folds with the best results were used to visualize the SVR findings. We can observe 

that the SVR predictions accurately forecast the real outputs, as seen by the outcome metrics.  

The error histogram, Figure 5-11, displays how well the model worked. The frequency of 

occurrence for each range of error values is depicted via ten bins. This demonstrates that the error 

values are roughly centered around the zero error.  
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Figure 5-11. Error Histogram for SVR Model with Sequential Minimal Optimization  

5.8 Results of Artificial Neural Network Model  

The ANN algorithm was trained and tested using the raw data captured by the sensors. A 5-fold 

cross-validation method was used to improve the ANN's hyperparameters. This approach separated 

the complete data set into five folds, with the model trained on the first four folds and evaluated 

and validated on the fifth fold.  

Sensitivity analysis was carried out for hyperparameter selection by gradually increasing the 

hidden layers of the network from 1 to 100. The ideal number of hidden layers was reached when 

the MSE was at its lowest.  

As an example of a prediction, consider case 490; the test index real energy generation was 35.45 

W, predicted energy generation was 48.02 W, the training R2 rating was 1.0, and the RMSE = 2.1.   

Random data distribution of the data set was utilized for training, verifying, and testing the model 

after choosing the best hyperparameters to run the ANN. For verification, 15% of the data set was 

used to verify the model, 15% was used to test it, and 70% was used to train it. Figure 5-13 depicts 

the performance development over each training period. Up to 60 epochs into the training phase, 
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rapid learning improvement was seen. During epoch 499, the best training performance of 4.761 

was attained.    

  

Figure 5-12. Mean Squared Error vs Epochs  

Figure 5-13 shows the corresponding error histogram with ten bins. The error of the ANN 

predictions varied from -25.34 to 43.54. The figure shows the zero-error line, and it is clear the 

maximum number of instances occurs on this line.   

 

Figure 5-13. ANN Output Error Histogram  
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With ANN, R2 of 1.0 was seen in the anticipated values when the prediction was compared to the 

target. The anticipated output values are reasonably close to the desired values. Also, it can be seen 

that the anticipated value deviates from the desired value for lower and greater power outputs. The 

created model is not very sensitive to these parameters: MSE = 98, Train RMSE = 2.04, Testing.  

RMSE = 1.57 and R2 = 1.0 are the predicted findings.   

5.9 Comparative Analysis of Three Learning Algorithms for Predictive 

Modelling  

The accuracy and effectiveness of the predictions produced in the field of predictive modelling are 

greatly influenced by the choice of an appropriate learning algorithm. Artificial Neural Networks 

(ANN), K-Nearest Neighbors (KNN), and Support Vector Machines (SVM) have emerged as 

strong candidates among the variety of alternatives available, each providing particular advantages 

and prowess. This research examines a comparative analysis of these three algorithms—ANN, 

KNN, and SVM—with the goal of elucidating their individual complexities, assessing their 

effectiveness as predictive models, and identifying the situations in which they work best. For 

educated model selection and the best prediction results, it is essential to have a detailed grasp of 

these algorithms' properties and their implications as the field of data-driven decision-making 

continues to grow. This exploration reveals the distinguishing characteristics that set these 

algorithms unique by meticulously analyzing their underlying mechanisms, training procedures, 

and real-world applications. It also equips us with the knowledge we need to make wise decisions 

when it comes to predictive modelling projects. Table 5-5 provides performance comparison results 

of machine learning algorithms used in this study.   
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 Table 5-5 Comparison of Machine Learning Algorithms Performance 

Algorithm Accuracy   R2 

ANN  98%  1.0  

KNN  89.6%  0.898  

SVM  88.4%  1.0  

 The results demonstrate the accuracy and coefficient of determination (R2) of three different 

learning algorithms: Artificial Neural Networks (ANN), K-nearest neighbors (KNN), and Support 

Vector Machine (SVM). The outcomes show that the ANN algorithm attained a remarkable 

accuracy rate of 98%, along with a perfect R2 score of 1.0. This demonstrates the ANN's 

outstanding predictive power and capacity to faithfully incorporate data variance, leading to a 

strong model fit. Comparatively, the KNN method displayed an impressive R2 value of 0.898 and 

an accuracy of 89.6%. The KNN method maintains a strong predictive power, as evidenced by its 

significant R2 score, albeit somewhat falling short of the ANN in accuracy. This demonstrates the 

algorithm's capacity to explain the variability of the data and provide precise predictions. Similar 

to this, the SVM method performed admirably, with an R2 score of 1.0 and an accuracy rate of 

88.4%. A strong R2 value for the SVM confirms its usefulness in accurately modelling the data, 

and its acceptable accuracy further confirms its dependability in making predictions.  

These findings demonstrate the effectiveness of the examined algorithms in predictive modelling 

tasks. Both the KNN and SVM algorithms demonstrate great predictive skills, further highlighting 

their usefulness for a variety of applications, even if the ANN emerges as the top performer in 

terms of accuracy and R2. The detailed insights gained from this comparison study enable a greater 

understanding of each algorithm's strengths, assisting in the selection of an algorithm that is 

appropriate for a given set of modelling criteria and goals.  
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6 Conclusions and Future Work  

6.1 Conclusions  

The exploration of machine learning (ML) algorithms for solar energy generation forecasting has 

demonstrated significant potential, highlighting a significant improvement in accuracy over 

traditional approaches. The model's strong prediction ability for solar energy outputs was 

confirmed by constant successes in the coefficient of determination (R2) exceeding 0.88 during 

the course of the investigation. This notable metric demonstrated the efficacy and dependability of 

the ML-based forecasts, highlighting their potential to completely transform the forecasting of 

solar energy. 

However, even with these successes, assessment at high power output limits revealed discrepancies 

between the predicted and measured values. These dramatic variations highlighted some of the 

model's accuracy limitations, especially when predicting very high or low power outputs. These 

cases showed subtle difficulties the model had in correctly predicting results in harsh 

environments, requiring more investigation and improvement. 

The model's ability to predict solar energy generation was validated by the R2 values, which were 

regularly above 0.88. These values were an effective quantitative indicator. However, the observed 

limits at extremes indicated that continuous improvements and adjustments are required to support 

the model's correctness globally and guarantee its dependability in a wider range of situations. 

 

6.2 Link to Objective 

For the objective to improve the precision of solar energy forecasting, the obtained R² value of 

more than 0.88 shows a significant improvement in accuracy against conventional techniques. 

Furthermore, with respect to the creation of trustworthy predictive models for solar energy 
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generation, the machine learning model performs exceptionally well in new data sets following 

extensive training, making it a dependable forecasting instrument. In addition, the model performs 

well across most ranges, but deviations at extreme power outputs point to areas that require 

improvement and further model development. These findings are consistent with the objective of 

addressing limitations and improving accuracy across the board. 

6.3 Quantitative Evidence 

Strong predictive strength is indicated by the consistently high R² values above 0.88 across several 

test sets, which validates the model's accuracy in predicting solar energy generation. 

Notwithstanding the generally strong performance, deviations at extreme power outputs, where the 

expected values differ from the actual values, highlight areas that still require development. 

6.4 Practical implications 

The study's findings have a big impact on the renewable energy industry as Decision-making 

procedures for maximizing the performance of solar energy systems can be guided by the proven 

efficacy of machine learning algorithms in accurately predicting solar energy generation. 

Furthermore, even though the model exhibits great accuracy, recognizing its limitations at extreme 

power outputs highlights the necessity of continued research and development to further enhance 

the model's capabilities. 
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6.5 Potential Future Work  

In conclusion, our research endeavours have paved the way for more precise and reliable forecasts 

of solar energy generation using machine learning algorithms. As we look towards the future, it 

becomes evident that there are several realistic avenues for further refinement and enhancement of 

our predictive capabilities. One crucial aspect of future research involves expanding the scope of 

our dataset. By incorporating more granular data collected at intervals such as per day, per hour, 

and even per minute, we can significantly enhance the accuracy of our predictions. This meticulous 

approach allows us to account for short-term variations and dynamic changes in solar energy 

generation, making our forecasts even more trustworthy.  

Furthermore, the application of more advanced machine learning models, such as deep learning 

algorithms, holds substantial promise. These models have the potential to further elevate the 

precision and reliability of our forecasts. Through rigorous experimentation and practical 

examples, we can explore the capabilities of these sophisticated algorithms and assess their real-

world performance. Recognizing the regional disparities in solar energy generation, future research 

can take a tailored approach. Creating location-specific models that account for the unique 

characteristics of different geographical areas and climates can substantially increase predictability. 

These models can be fine-tuned to capture the intricacies of solar energy production in specific 

regions, offering more accurate forecasts tailored to local conditions. To bolster the existing 

dataset, researchers may consider integrating supplementary data sources. Technologies such as 

satellite photography and remote sensing can provide valuable insights into factors like cloud cover 

and environmental conditions, contributing to more comprehensive forecasting models.  

Lastly, the exploration of hybrid models presents an exciting avenue for future study. These hybrid 

models, which amalgamate machine learning strategies with traditional forecasting techniques like 
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statistical models and time-series analysis, have the potential to provide a holistic approach to solar 

energy prediction. By leveraging the strengths of multiple forecasting techniques, these models 

can further enhance precision and reliability. In summary, the horizon of machine learning-based 

solar energy generation prediction is ripe with opportunities for future research and development. 

By continuously refining and advancing these techniques, researchers and industry experts can 

play a pivotal role in improving the performance and efficiency of solar energy systems. This 

ongoing pursuit holds the promise of a future characterized by increased reliance on renewable and 

sustainable energy sources, ultimately contributing to a more environmentally conscious and 

energy-efficient world.  
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8 Appendices 

8.1 Equations   

  

The PV cell equivalent circuit has the following generic representation of the PV cell current [6]: 

𝐼 = 𝑁𝑃𝐼𝑃𝐻 −𝑁𝑃𝐼𝑆 (𝑒𝑥𝑝(
𝑉𝑐𝑒𝑙𝑙 + 𝐼𝑐𝑒𝑙𝑙𝑅𝑆

𝑉𝑡ℎ
) − 1) − (

𝑉𝑐𝑒𝑙𝑙 + 𝐼𝑐𝑒𝑙𝑙𝑅𝑆
𝑅𝑃

) (1) 

𝐼𝑃𝐻 = 𝐺(𝐼𝑆𝐶 +𝐾𝐼(𝑇𝐶 + 𝑇𝑅𝐸𝐹)) (2) 

𝐼𝑅𝑆 =
𝐼𝑆𝐶

𝑒𝑥𝑝 (
𝑞𝑉𝑂𝐶
𝐾𝐴𝑇𝐶𝑁𝑆

) − 1
 

(3) 

𝐼𝑆 = 𝐼𝑅𝑆 (
𝑇𝐶
𝑇𝑅𝐸𝐹

)
3

(

 
 
𝑒𝑥𝑝(

𝑞𝐸𝐺 (
1
𝑇𝑅𝐸𝐹

−
1
𝑇𝐶
)

𝐾𝐴
)

)

 
 

 (4) 

linear regression model using the following formula: 

𝑌𝑖 = 𝛼0 + 𝛼1𝑋1 (5) 

 

Several independent factors using the multivariant linear regression model using the following formula: 

𝑌𝑖 = 𝛼0 + 𝛼1𝑋1 +⋯+ 𝛼𝑝𝑋𝑝 (6) 

 

The formula below describes the input x and output y of each neuron in an ANN: 

𝑦 = 𝐹(𝑤𝑥 + 𝑏) (7) 

 

Anticipated value 𝑦�̂� as: 

𝑒𝑖 = 𝑦𝑖 − 𝑦�̂� (8) 

 

Predicted value is to the true: 

𝑒𝑝,𝑖 =
𝑒𝑖

𝑦𝑖
 x 100% (9) 

 

Mean Absolute Error (MAE): 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑒𝑖|

𝑛

1

 
(10) 

 

Mean Absolute Percentage Error (MAPE): 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑|𝑒𝑝,𝑖|

𝑛

1

 
(11) 
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Mean Squared Error (MSE): 

𝑀𝑆𝐸 =
1

𝑛
∑𝑒𝑖

2

𝑛

1

 
(12) 

 

Root Mean Squared Error (RMSE): 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑𝑒𝑖

2

𝑛

1

 

(13) 

The coefficient of determination is also widely used. It has the following formula: 

𝑅2 = 1 −
∑(𝑦𝑖 − 𝑦�̂�)

2

∑(𝑦𝑖 − �̅�)2
 

(14) 

 

• The Manhattan distance. Using this metric, the distance between two 𝑛-ddimensional points 𝑥 

and 𝑦 that correspond to two inputs of 𝑛 features is defined as 𝐷(𝑥, 𝑦) = ∑ |𝑥𝑖 − 𝑦𝑖|
𝑛
1 . 

• The Euclidean distance. The conventional definition of distance as 𝐷(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)2
𝑛
1  

• The Minkowski distance. A generalized form of the previous two definitions. The Minkowski 

distance of order 𝑝  is defined as 

 𝐷(𝑥, 𝑦) = √∑ |𝑥𝑖 − 𝑦𝑖|𝑝
𝑛
1

𝑝
. 

Final output is defined as  �̂� =
∑ 𝑤𝑗𝑌𝑗
𝑘
𝑗=1

∑ 𝑤𝑗
𝑘
𝑗=1

 where 𝑌𝑗 is the training output of each of the K neighbours. 

• The linear kernel function: this is the normal dot product 

 𝑘(𝑥𝑖, 𝑥𝑗) = 𝑥𝑖 . 𝑥𝑗 

• The Gaussian kernel function: 𝑘(𝑥𝑖 , 𝑥𝑗) = 𝑒
−
||𝑥𝑖−𝑥𝑗||

2

2𝜎   

• The Gaussian RBF kernel function: 𝑘(𝑥𝑖 , 𝑥𝑗) = 𝑒
−𝜆||𝑥𝑖−𝑥𝑗||

2

 

• The Polynomial kernel function: 𝑘(𝑥𝑖 , 𝑥𝑗) = (1 + 𝑥𝑖 . 𝑥𝑗)
𝑑

 where 𝑑  is the degree of the 

polynomial. For 𝑑 = 2, the kernel is called the quadratic kernel function and for 𝑑 = 3 it is 

called the cubic kernel function. 
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8.2 Appendix 2: Python Code  

 import pandas as pd from google.colab import files uploaded = files.upload() df = pd.read_csv("powers.csv") 

df df.dtypes  

%matplotlib inline  

%config InlineBackend.figure_formats = {'png', 'retina'}  

  

# Plot the pairplot to discover correlation between power generation and other variables.  import seaborn as 

sns sns.set(style="ticks")  

 sns.pairplot(df) df.describe() from sklearn.preprocessing import 

LabelEncoder le = LabelEncoder() df['condition'] = 

le.fit_transform(df.Temperature) df  

power_train = df.drop(['Temperature', 'Relative  

Humidity','PVTemperature','Irradiance','Dust','Wind Speed','Power'], axis=1) power_target = df.Power 

from sklearn.model_selection import LeaveOneOut from sklearn.linear_model import LinearRegression 

from sklearn.metrics import r2_score from sklearn.metrics import accuracy_score  

 def rmse(actual, predicted):     from sklearn.metrics import 

mean_squared_error     from math import sqrt  

      

    return sqrt(mean_squared_error(actual, predicted))  

 loo = LeaveOneOut() 

loo.get_n_splits(power_train)  

  

import numpy as np train_r2_scores = 

np.array([]) test_r2_scores = np.array([]) 

train_rmse_scores = np.array([]) 

test_rmse_scores = np.array([]) 
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predicted_powers = np.array([]) 

actual_powers = np.array([])  

  

# Train Linear Regression model # It is small data, so  for train_index, 

test_index in loo.split(power_train):     print("Test 

index:{}".format(test_index))     #print("TRAIN:", train_index, "TEST:", 

test_index)     regr = LinearRegression()  

     

    X_train, X_test = power_train.iloc[train_index], power_train.iloc[test_index]     y_train, y_test = 

power_target.iloc[train_index], power_target.iloc[test_index]     regr.fit(X_train,y_train)  

  

    #print(X_test, y_test)     y_train_pred = 

regr.predict(X_train)     y_test_pred = 

regr.predict(X_test)     #print(y_test.values, 

y_test_pred)  

         train_r2_score = regr.score(X_train, y_train)     train_r2_scores = 

np.append(train_r2_scores, train_r2_score)     test_r2_score = r2_score(y_test.values, 

y_test_pred)     test_r2_scores = np.append(test_r2_scores, test_r2_score)  

         train_rmse_score = rmse(y_train, y_train_pred)     train_rmse_scores = 

np.append(train_rmse_scores, train_rmse_score)     test_rmse_score = rmse(y_test.values, 

y_test_pred)  

    test_rmse_scores = np.append(test_rmse_scores, test_rmse_score)  

  

    actual_powers = np.append(actual_powers, y_test.values[0])     predicted_powers = 

np.append(predicted_powers, y_test_pred[0])     print("Actual energy generation: {}\tPredicted energy 

generation: {}".format(y_test.values[0], y_test_pred[0]))  
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    print("Train R^2 score: {}\tTest R^2 score:{}".format(train_r2_score, test_r2_score)) 

print("Train RMSE: {}\tTest RMSE:{}\n".format(train_rmse_score, test_rmse_score))  

pd.DataFrame.std(df.Power)  

print("Train average RMSE: {}\tTest average  

RMSE:{}".format(np.average(train_rmse_scores), np.average(test_rmse_scores))) print("Train average R2: 

{}\tTest average  

R2:{}".format(np.average(train_r2_scores), np.average(test_r2_scores))) import matplotlib.pyplot as plt  

# Plotting LOO predictions  

# http://scikit-learn.org/stable/auto_examples/plot_cv_predict.html y = actual_powers fig, 

ax = plt.subplots() ax.scatter(y, predicted_powers, edgecolors=(0, 0, 0)) ax.plot([y.min(), 

y.max()], [y.min(), y.max()], 'k--', lw=4) ax.set_xlabel('Measured') ax.set_ylabel('Predicted')

plt.show() from sklearn.metrics import accuracy_score  

# Create model with whole data regr = LinearRegression() regr.fit(power_train, power_target) 

power_pred = regr.predict(power_train) print("RMSE: {}\tR2 score: 

{}".format(rmse(power_target.values, power_pred), r2_score(power_target.values, power_pred))) 

 print('Coefficients: \n', regr.coef_) 

print(power_train.columns) print('Intercepts: \n', 

regr.intercept_ ) from sklearn.metrics import r2_score def 

performance_metric(y_true, y_predict):  

    """ Calculates and returns the performance score between          true and predicted 

values based on the metric chosen. """  

    # TODO: Calculate the performance score between 'y_true' and 'y_predict'     score = 

r2_score(power_pred,actual_powers)  

 # Return the score     print ("Model has a coefficient of determination, R^2, of 
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{:.3f}.".format(score))     return score  

# Calculate the performance of this model 

performance_metric(actual_powers, power_pred) 
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