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Abstract. We analyse abstract data types that model numerical struc-
tures with a concept of error. Specifically, we focus on arithmetic data
types that contain an error value ⊥ whose main purpose is to always
return a value for division. To rings and fields, we add a division oper-
ator x/y and study a class of algebras called common meadows wherein
x/0 = ⊥. The set of equations true in all common meadows is named
the equational theory of common meadows. We give a finite equational
axiomatisation of the equational theory of common meadows and prove
that it is complete and that the equational theory is decidable.
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1 Introduction

Arithmetical structures have deep mathematical theories exploring their abstract
axiomatisations, concrete representations, comparisons by homomorphisms, use
in constructions, methods of equation solving, etc. For example, the naturals
form commutative semirings, the integers form commutative rings, and the ra-
tionals, reals and complex numbers form fields. However, for the purposes of
computing, their classical algebraic theories have some shortcomings. Comput-
ing with arithmetical structures requires us to model and make abstract data
types with extra algebraic properties that arise from the semantics of algorithms
and programs.

In designing a practical computation, we wish to avoid that the application
of an operator does nothing – e.g., fails to return either a value or a message
that no value exists. Partial functions are common and there are general ways
to achieve a response, such as recognising inputs that have no outputs by pre-
conditions, or introducing special values for operators that may, or may not,
name the failure; in each case an error message can be generated.

Special values make the operators total functions on all inputs. Now, arith-
metical structures in computing have been given various special elements that
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indicate special behaviour; the most obvious examples are error values, such
as a pocket calculator displays when trying to compute x/0 or when having
an overflow. Floating point arithmetics employ several values, such as infinities
+∞,−∞ and ‘not a number’ NaN. Surprisingly, not much is known about the
algebraic theories of these arithmetical structures with their special values that
have become standard for computer arithmetics. What has been known, at least
since von Neumann and Goldstine’s 1947 analysis of numerics, is that computer
arithmetics do not satisfy the beautiful axioms of classical algebra [37,60].

1.1 Common meadows

In [15], we began to investigate semantic aspects of computer arithmetic using
the theory of abstract data types. Using the equational methods characteristic
of the theory, we have studied several semantic options for undefined operators
and overflows, often focussing on data types of rational numbers (we sketch some
of this programme later, in section 6.4).

In this paper, we consider the class of arithmetical data types called common
meadows, which have the general form

(F ∪ {⊥} | 0, 1,⊥, x+ y,−x, x · y, x/y)

where F is a field and ⊥ is an element that behaves like an error value. Fol-
lowing [15,8], we use the term meadow for any field equipped with an explicit
operator for division. The idea of a common meadow was introduced in [11]. The
class of all common meadows is denoted CM.

Common meadows are built from fields by adding error and division, as
follows. Given any field F , we extend its domain with a new element ⊥ which is
absorptive, which means for all x ∈ F ,

x+⊥ = ⊥, x · ⊥ = ⊥, and−⊥ = ⊥.

This gives us the enlarged field-like structure Enl⊥(F ), using the general methods
of [19]. The addition of ⊥ disturbs the classical algebra of fields as standard
properties can fail, e.g.,

x− x = 0 fails because ⊥−⊥ = ⊥ and x · 0 = 0 fails because ⊥ · 0 = ⊥.

We will explore the effect of ⊥ and show that, surprisingly, many familiar laws
can be preserved or rescued.

With ⊥ installed, we can extend Enl⊥(F ) with a total division function x
y
,

also written x/y, and defined by:
x
y
= ⊥ if y = 0, y = ⊥ or x = ⊥; otherwise,

x
y
= x · y′ where y′ ∈ F is the unique element for which y · y′ = 1 in F .

This algebra is denoted Enl⊥(F ( / )) and is a common meadow.
With these constructions introduced, we can now turn to the main theorem

of the paper, for which we need to be very precise about the syntax of rings,
fields and common meadows. The syntax is determined by choosing signatures
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that contain names for the constants and operations. We need several: Σr for
rings and fields; Σr,⊥ for rings and fields with ⊥; Σm for meadows; and Σcm for
common meadows. We will use terms and equations over these signatures.

1.2 Equational theory of common meadows

The importance of the field of rational numbers for computing influences our
use of rings and fields in developing arithmetical data types. Earlier, we have
sought finite axiomatisations to capture the algebraic laws of common meadows,
taking the axioms of rings and fields as an inspiration and guide. This has led, in
[18], to a particular equational axiomatisation Eftc−cm that has a clear relation
with rings; it and its equivalent equational axiomatisations are the main object
of study in this paper.

In addition to focussing on division as a total function, we highlight the idea
of a fraction – the primary representation of rationals in practice – adapting
it to the abstract setting of meadows. Although fractions are not well-defined
notions, the idea can be made perfectly precise using the syntax of the signature
containing division.

Definition 1. A fracterm is a term over the meadow signature Σm whose lead-
ing function symbol is division. Since the equations of Eftc−cm highlight fracterms,
we call Eftc−cm, equipped with the standard rules for equational deduction, a frac-
term calculus.3

Definition 2. The equational theory of common meadows is the set

Eqn(CM) = {e | ∀A ∈ CM.A |= e}

of all equations over Σcm that are true in all common meadows.

The objective of the paper is to develop enough theory to prove the following
new result (Theorem 4 below).

Theorem. The finite equational axiomatisation Eftc−cm, equipped with equa-
tional logic, is sound for the class CM of all common meadows, and complete for
the equational theory Eqn(CM) of common meadows. Thus, for any equation e
over Σcm,

Eftc−cm ⊢ e if, and only if, e ∈ Eqn(CM).

Corollary. The equational theory for common meadows is algorithmically de-
cidable.

So, in the language of logic, the equational theory of common meadows is finitely
based and decidable.

3 Fracterms were introduced in [12], and a full motivation for the use of this syntax
and terminology is given in [5].
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The class of all fields is classically definable by finitely many first order
axioms; but it is not definable by any set of equations or conditional equations as
they do not form a variety in the sense of Birkhoff’s Theorem, or a quasivariety in
the sense of Mal’tsev’s Theorem (as they are not closed under products) [41,43].
The same is true of the class CM of all common meadows. The fact about fields
is the classic illustration of consequences of Birkhoff’s remarkable foundational
analysis of universal algebras of 1935 [22].

Equations, and conditional equations, are the preferred forms of axioms for
data types, especially as they have good term rewriting properties [14]; they are a
basic component of many specification and verification tools. Seeking equational
specifications of arithmetical data types is a technical programme for which
completeness is something of an aspiration. Common meadows have emerged as
a mathematically attractive and tractable semantics for specifying and reason-
ing about computer arithmetic; the completeness result confirms that Eftc−cm

perfectly characterises reasoning about common meadows with equations.
Our paper improves on earlier axiomatisations and on a partial completeness

result for common meadows given in [11], based on fields with characteristic 0.
Complementing our theorem here is the fact, proved in [18], that our axioma-

tisation Eftc−cm does not prove all conditional equations even for characteristic 0:

Question. Does the conditional equational theory of common meadows have a
sound and complete finite conditional equation axiomatization?

1.3 Structure of the paper

We begin with preliminaries. First, we recall basic ideas about abstract data
types in section 2 that we will use and, indeed, situates our research programme.
Secondly, in section 3, we summarise concepts about rings, fields and common
meadows that we use and form the foundation of our algebraic approach to com-
puter arithmetics. Polynomials play a central role in all arithmetical structures
and so transitions between standard polynomials and syntactic polynomials for
rings, fields and common meadows are established in section 4. In section 5 we
use the ideas and results we have accumulated to prove the theorems. Finally, in
section 6, we explicate and situate the results in logic, reflect on our programme,
and discuss some open problems that arise naturally.

The results of this paper are relate to abstract data type theory, computer
arithmetic, algebra and logic. We have tried to make the paper sufficiently self-
contained to serve the needs of these audiences. Our preliminary material is
designed to recall key ideas and results, and to settle notation, and include
many pointers to the literature for further explanations. We do assume that the
reader has some knowledge of equational specifications of data types, rings and
fields, and first order logics.

We thank two referees for their questions, comments and suggestions, which
have enabled us to improve the paper. We also thank Alban Ponse for tech-
nical observations on the axioms, and Markus Roggenbach for information on
verification.
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2 Preliminaries on abstract data types

The theory of abstract data types starts from four basic concepts as follows.
An implementation of a data type is modelled by a many-sorted algebra A of
signature Σ. A signature Σ is an interface to some (model of an) implementation
of the data type, and the constants and operations declared in Σ provide the
only means of access to the data for the programmer. Axiomatisations of the
operations in a signature define a range of implementations and provide the only
means for the programmer to reason about the data. Two implementations of
an interface are equivalent if, and only if, their algebraic models are isomorphic.
The theory of arithmetic data types we are developing here is shaped by these
and the following general concepts.

2.1 Terms and equations

That signatures model interfaces establishes an essential role for the syntax of
terms and equations in the theory abstract data types.

Let Σ be any signature. Let X be any countable set of variables. Let T (Σ)
and T (Σ,X) be the algebras of all closed or ground terms over Σ, and open
terms with variables in X , respectively. Given a Σ-algebra A, and a valuation
σ for variables in a term t ∈ T (Σ,X), the result of evaluating t in A using σ is
denoted JtKσ.

Definition 3. An equation over the set X of variables is a formula of the form

e ≡ t(x1, . . . , xk) = t′(x1, . . . , xk)

where t(x1, . . . , xk), t
′(x1, . . . , xk) are terms over Σ with variables from the list

x1, . . . , xk ∈ X; note the terms t and t′ need not have the same variables. Let
Eqn(Σ,X) to be the set of all equations over Σ with variables taken from X.

Definition 4. An equation e ≡ t = t′ ∈ Eqn(Σ,X) is valid in the Σ algebra A,
written A |= e, if for all valuations σ of variables of e, JtKσ = Jt′Kσ. The equation
e is valid in a class K of Σ-algebras, written K |= e, if it is valid in every algebra
in K.

Definition 5. Let E ⊂ Eqn(Σ,X) be a set of equations over Σ. Then E to-
gether with the standard rules of equational deduction forms an equational cal-
culus. We write E ⊢ e if equation e ∈ Eqn(Σ,X) can be deduced from E.

The following is a basic fact about reasoning:

Lemma 1. Let E be a computably enumerable set of equations. Then {e|E ⊢ e}
is computably enumerable.

Definition 6. Let K be a class of Σ-algebras. A set E of equations is sound
w.r.t. equational logic for K if for all equations e, if E ⊢ e then K |= e. Con-
versely, the set E of equations is complete w.r.t. equational logic for K if for all
equations e, if K |= e then E ⊢ e.
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The search for an axiomatisation is a method for discovering the essential
properties of some class K of structures of interest. In trying to axiomatise a
given class K of structures by a set of equations E, soundness is a necessary
property, of course: the equations and formulae logically derivable from them
must be true in all the models of the axioms in E. However, in the class of all
models of the axioms E ‘non-standard’ structures appear that are very different
from the structures of K that motivated E. The special case of the class K being
an isomorphism type, i.e., K consisting of all structures that are isomorphic to a
single structure, is central in computing and is at the heart of abstract data type
theory.4 For any given class K of structures completeness is more complicated
and, in fact, can be rare though not unknown. We return to this important topic
in section 6.

Definition 7. Let K be a class of Σ-algebras. The set

Eqn(K) = {e | ∀A ∈ K.A |= e}

of equations is called the equational theory of K.

2.2 Data types and their enlargements by ⊥

The properties of interest to abstract data types are isomorphism invariants –
typical examples are properties that are definable by first order formulae and
forms of computability. This means that if a property is true of any data type A,
and is an isomorphism invariant, then the property will be true of its abstract
data type. For more of the general theory of abstract data types see [31,32,63,43].

Our algebras will be single-sorted and have a non-empty carrier so we will
use a simple notation for data types. For instance,

(A | c1, . . . , ck, f1, . . . , fl)

denotes a data type with domain A and constants c1, ...,ck from A, and functions
f1,..,fk, where it is assumed that arities for the functions on A are known from
the context.

Definition 8. An algebra A is total algebra if all its operations are total func-
tions. An algebra A is partial algebra if one or more of its operations are partial
functions.

Definition 9. A Σ-algebra A is Σ-minimal if it is generated by the constants
and operations named in its signature Σ. A data type is a Σ-minimal algebra.
An abstract data type is an isomorphism class of a data type.

Definition 10. An Σ-algebra A can be expanded by adding: (i) new constant
and operation symbols to its signature to create a new signature Σ+ and (ii)

4 One consequence of Skolem is: no first-order theory with an infinite model can have
a unique model up to isomorphism.
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interpretations of the constants and operation symbols to the algebra to create a
new Σ+-algebra A+. An Σ-algebra A can be extended by adding new elements
to its carriers, and defining its operators on them, to make a new algebra A+,
which may use signature Σ or may have new constant symbols added to Σ to
form a new signature Σ+ for A+. Combining expansions and extensions in some
order constitutes what we call an enlargement of an algebra.

Consider the following general method of enlarging an algebra with ⊥.

Definition 11. Consider the algebra

(A | c1, . . . , ck, f1, . . . , fl)

of signature Σ. Suppose ⊥ /∈ A and let

Enl⊥(A) = (A ∪ {⊥} | c1, . . . , ck,⊥, f1, . . . , fl)

wherein ⊥ is

(i) absortive, i.e., if ⊥ is an argument to an operation f then the result is
⊥; and

(ii) totalising, i.e., if any operation f is undefined in A then it returns ⊥ in
Enl⊥(A).

Let Σ⊥ = Σ∪{⊥} be the signature of Enl⊥(A). For simplicity, we can call such
a construction a ⊥-enlargement and the result a ⊥-algebra. Such an algebra may
also be called an error algebra.

If the algebra A is total then f returns ⊥ if, and only if, one of its arguments
is ⊥.

We can adapt some equational axioms true of A to accommodate ⊥ by using
this idea:

Definition 12. An equation t = t′ is a balanced equation if the terms t and t′

have the same variables.

Their key property is this:

Lemma 2. Let A be a Σ algebra and let t = t′ be a balanced equation. Then,

A |= t = t′ if, and only if, Enl⊥(A) |= t = t′.

3 Preliminaries on arithmetic structures

In the arguments that follow, we will move between the algebra of rings, fields
and common meadows.
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3.1 Rings and fields and common meadows

We start from the theory of commutative rings and fields.

Definition 13. A commutative ring with 1 is an algebra R of the form

(R | 0, 1, x+ y,−x, x · y)

satisfying the axioms of Table 1. All our rings will be commutative with 1.

Definition 14. A field is a commutative ring F with 1 in which 0 6= 1 and for
all x ∈ F ,

x 6= 0 implies ∃y[x · y = 1].

Let Σr be a signature for rings and fields. Note rings and fields have the same
three operations.

Let Z be a ring of integers and let Q be a field of rational numbers containing
the subring Z.

Definition 15. In a ring R, for each x, if there is a y such that x · y = 1 then
x is called an invertible element and y is called the inverse of x.

In every ring, the additive inverse 0 is not invertible as we can derive 0.x = 0
from Table 1. Thus, from Definition 14, a field is a ring in which all elements are
invertible, except 0.

In many rings, the inverse y of an invertible element x is unique, and so an
explicit operator, with a familiar notation −1, can be introduced for calculating
y = x−1. The operator x−1 is partial as it is only defined for invertible elements.
Thus, a derived division operator x/y = x · y−1 is also partial for x = 0 on a
field.

(x+ y) + z = x+ (y + z) (1)

x+ y = y + x (2)

x+ 0 = x (3)

x+ (−x) = 0 (4)

x · (y · z) = (x · y) · z (5)

x · y = y · x (6)

1 · x = x (7)

x · (y + z) = (x · y) + (x · z) (8)

Table 1. Ecr: equational axioms for commutative rings with 1

It is perhaps worth noting that the definition of a field as a special type of
ring – thus having only ring operations and no inverse or division – was well
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established from the early days of abstract algebra. The axiomatic approach was
to focus on equation solving such as ax = b in rings [62], and on the invertible
elements in rings [28,38,23]. These approaches are also to be found in universal
algebra and model theory [41,35]. The inverse operator was not used for defining
fields, not least because of partiality, though there are examples in some student
textbooks and lecture notes, e.g., [54]. As the algebraic consequences of the act
of introducing division into a ring is an object of our theory of meadows, our
definition of field follows strictly the classical tradition.

Definition 16. By applying the ⊥-enlargement of Definition 11, we add ⊥ to a
ring R to build the ⊥-algebra

Enl⊥(R) = (A ∪ {⊥} | 0, 1,⊥, x+ y,−x, x · y)

with signature Σr,⊥. The same construction applied to a field F yields Enl⊥(F ).

The point of adding ⊥ is to manage the partiality of division.

3.2 Equation solving and algebraically closed fields

We will call upon some basic theory of rings and fields in what follows. In particu-
lar, the classical theory of polynomials plays an important role in our arguments.
There are many classic [62,28,38,23] and contemporary textbooks on rings and
fields to which reference can be made for what we need. Here we recall a few
important notions to do with the algebra of solving polynomial equations.

Definition 17. Let F [X ] be the set of polynomials with variable X. An element
a ∈ F is a root of a polynomial p ∈ F [X ] if p(a) = 0 in F.

Roots are key to the factorisation of polynomials: if a is a root of p then p is
divisible by (X − a).

Definition 18. A polynomial p ∈ F [X ] is irreducible over F if it cannot be
factored into the product of two non-constant polynomials with coefficients in F.

For many fields not every polynomial has a root. Most notably, for F = R,
a field of real numbers, p(X) = X2 + 1 does not have a root in R. For this
situation the extension to a field of complex numbers C was created wherein
every polynomial over C – and thus over R – had a solution and the number of
solutions corresponded with the degree of the polynomial – a result finally proved
by Carl Friedrich Gauss in 1799 and celebrated as the ‘Fundamental Theorem
of Algebra’.

Basic field theory generalises the solution of polynomial equations.

Definition 19. A field F is algebraically closed if every polynomial p ∈ F [X ]
has a root in F .

Theorem 1. For each field F , there exists a field K containing F that is alge-
braically closed. Furthermore, there is a smallest such field F , called the alge-
braically closure of F , that is unique as an extension of F up to isomorphism.
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Definition 20. A field F is prime if it contains no subfields.

The finite prime fields Fp are isomorphic to Zp, the modulo p arithmetics for
p a prime; the infinite prime fields are isomorphic to the rationals Q. Every field
contains a subfield that is prime and so isomorphic to either Zp or Q.

In sections 4 and 5, we will use the algebraic closures Fp and Q of prime
fields.

3.3 Meadows and common meadows

To fields we add a division operator to make a meadow.

Definition 21. A meadow is a partial algebra F ( / ) obtained as an expansion
of a field with a division function / that works as usual on non-zero elements
of the domain of F . Let Σm = Σr ∪ { / }.

To totalise division, we add ⊥ to a meadow F ( / ) by applying the enlarge-
ment of Definition 11:

Definition 22. A common meadow is a total algebra

Enl⊥(F ( / )) = (F ∪ {⊥} | 0, 1,⊥, x+ y,−x, x · y, x/y)

with signature Σcm = Σm,⊥.

Thus, we have a field F equipped with a division function / that has been
made total by having x/0 = ⊥ for all x, including ⊥.5

Recall that to qualify as a data type, an algebra must be minimal, i.e., gen-
erated by its constants and operations (Definition 9). Now, if Fp is a finite prime
field (isomorphic to modulo p arithmetic on {0, 1, . . . , p}, for p a prime number)
then Enl⊥(Fp) is minimal. For all other fields F – in particular, the rationals –
the algebra is non-minimal and is not a data type for that reason. Division is
needed to make the classical field of rational numbers a data type:

Lemma 3. The common meadow Enl⊥(Q( / )) of rationals is Σcm-minimal
and hence qualifies as a data type.

Proof. The ring operations of +,−, · applied to constants 0, 1 generate the in-
tegers only. But with the operation of division / all rational numbers can be
constructed.

Recalling an observation made in [11], we summarise the constuction:

Proposition 1. Every field F can be enlarged to a common meadow Enl⊥(F ( / ))
that is unique with respect to isomorphisms that fix the field F .

5 Equivalent designs for meadows and common meadows can be based on inverse as
a primitive, an approach that was taken in [11].
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An algebra is computable if its carrier set is decidable, equality between el-
ements of the carrier set is decidable, and the operations of the algebra are
computable.

Proposition 2. If F is a computable field then Enl⊥(F ( / )) is a computable
common meadow.

Proof. It is easy to see that the extension of F by ⊥ is computable. Division is
partial on F , but its set {(x, 0)|x ∈ F} of undefined arguments is computable,
for which the value ⊥ for divisions can be computed. See, e.g., [55] for methods
to express this argument about fields in detail.

Applying the definitions of equations in section 2.1 we have:

Definition 23. The equational theory of common meadows is the set

Eqn(CM) = {e ∈ Eqn(Σcm) | ∀A ∈ CM.A |= e}

of all equations made of Σcm-terms that are true in all common meadows.

3.4 Polynomial sumterms

For the next steps in preparing for the proof, we need some syntactic theory
of polynomials adapted to the presence of ⊥ in rings and fields and, later, to
working with division in common meadows.

Definition 24. A sumterm is a Σr term s with + as its leading function
symbol.

A pure product term is a Σr term s containing only multiplications · .

A flat sumterm is an arbitrarily long sum s1+ . . .+sk of pure product terms;
note that in the presence of associativity we need not to employ brackets.

Let Eqn(Σr) denote the set of all equations made from terms over Σr. Now
since

Σr ⊂ Σr,⊥ ⊂ Σcm

the ring terms and equations over Σr are destined to play a special role in the
theory of common meadows: they are the simple terms and equations over Σcm

that do not involve ⊥ or division.

Definition 25. The sumterm equational theory of common meadows is the set

SumEqn(CM) = {e ∈ SumEqn(Σr) | ∀A ∈ CM.A |= e}

of all sumterm equations true in all common meadows.
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(x+ y) + z = x+ (y + z) (9)

x+ y = y + x (10)

x+ 0 = x (11)

x+ (−x) = 0 · x (12)

x · (y · z) = (x · y) · z (13)

x · y = y · x (14)

1 · x = x (15)

x · (y + z) = (x · y) + (x · z) (16)

−(−x) = x (17)

0 · (x · x) = 0 · x (18)

x+⊥ = ⊥ (19)

Table 2. Ewcr,⊥: equational axioms for weak commutative rings with ⊥

3.5 Equational specifications with ⊥

Consider the set Ewcr,⊥ of equational axioms over Σr,⊥ in Table 2.
Notice these equations are close to the equational axioms of commutative

rings. Seven of the eight equations for commutative rings in Table 1 are balanced
equations (Lemma 2) and are intact in Table 2. The axiom (4) of Table 1 is
adjusted to the presence of ⊥ in Table 2: the unbalanced equation x+(−x) = 0
is replaced by the balanced x + (−x) = 0 · x, which is valid for x = ⊥. As an
example of working with the equational logic of Ewcr,⊥, here is a derivation of
an equation that we have also used as an axiom:

Proposition 3. Ewcr,⊥ ⊢ 0 · (x+ y) = 0 · (x · y).

Proof. First we notice that ⊢ 0 · (x · y) = 0 · (x · y) + 0 · y. To see this, deleting ⊢
for convenience:

0 · (x · y) = (0 · x) · y = ((0 · x) + 0) · y = (0 · x) · y + 0 · y = 0 · (x · y) + 0 · y.

Then we find

0 · (x+ y) = 0 · ((x + y) · (x+ y)) = 0 · (((x · x) + (x · y)) + ((y · x) + (y · y)))

= (0 ·(x ·x)+0 ·(x ·y))+(0 ·(y ·x)+0 ·(y ·y)) = (0 ·x+0 ·(x ·y))+(0 ·(y ·x)+0 ·y).

By substitution of the first calculation,

0·(x+y) = 0·(x·y)+0·(y·x) = 0·(x·y)+0·(x·y) = (0+0)·(x·y) = (0+0)·(x·y) = 0·(x·y).

Proposition 4. The axioms of Ewcr,⊥ are logically independent.
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Proof. This particular axiomatisation has been suggested, in particular using
0 · (x · x) = 0 · x as an axiom rather than 0 · (x · y) = 0 · (x + y), by Alban
Ponse [50], who has verified independence using an automated proof system
(viz. Prover9/Mace4).

Axiom (19) introduces ⊥, from which the absorption axioms for · and − can
be derived from Ewcr,⊥. We call these axioms for weak commutative rings.

Lemma 4. The following absorption laws are derivable from the equations of
Table 2:

x · ⊥ = ⊥ and −⊥ = ⊥.

Proof. These facts are instances of the following more general observation in
Theorem 2.

An algebra satisfying the axioms for commutative rings with 1 in Table 1
will also satisfy the axioms 9–18 in Table 2. The converse is not the case as the
common meadow Enl⊥(Q( / )) will be seen to be an example.

Theorem 2. The equations Ewcr,⊥ in Table 2 are a finite axiomatisation that
is complete for the

(i) equational theory for rings equipped with ⊥;
(ii) equational theory for fields equipped with ⊥; and
(iii) equational theory for common meadows.

Proof. The validity of these axioms in all structures of the form Enl⊥(R( / )),
for a ring R, is easy to check by inspection. Hence, the axioms are sound for the
equational theory of rings enlarged with ⊥ and so they are sound for fields and
common meadows. Completeness for (ii) and for (iii) are equivalent assertions
because we work without the division operator.

By Theorem 2.1 of [18], the equations Ewcr,⊥ of Table 2 provide a complete
axiomatisation of the equational theory of the class of structures obtained as
Enl⊥(R) for some ring R, in particular for R = Z. Now it is an immediate
corollary of the proof of Theorem 2.1 in [18] that contemplating a smaller class
of structures by requiring thatR is a field allows the same conclusion to be drawn:
In the final lines of that proof, instead of considering a ring of integers one may
use, to the same effect, a field of rationals. Since the equations over Σr,⊥ do not
involve division, completeness trivially holds for the class of common meadows.

In section 5, we build the equations of common meadows by axiomatising
division / on top of this set Ewcr,⊥.

4 Standard polynomials as syntactic terms over common

meadows

In conventional algebra, working with standard polynomials over rings and fields
does not involve syntax nor, of course, ⊥. Here we collect some results on stan-
dard polynomials over fields and, in particular, (i) formalise standard polynomi-
als as syntactic terms over signatures and (ii) establish a two-way transformation
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between standard polynomials and their formal syntactic counterparts. Note that
working with standard polynomials in ring theory involve convenient short-cuts
that need to be made explicit when polynomials are formally expressed syntac-
tically as terms; for example, the role of coefficients in normal forms.

4.1 Properties of standard polynomials and algebraically closed

fields

Consider the polynomial rings Z[X1, . . . , Xn] ⊆ Q[X1, . . . , Xn]. We need to dis-
tinguish and restrict attention to specific types of multivariate polynomials.

Definition 26. A coefficient of a polynomial in Z[X1, . . . , Xn] or Q[X1, . . . , Xn]
is any number multiplying some variables in the polynomial.

Thus, any polynomial containing, say, the term 0 ·X1 ·X2 will not be consid-
ered a polynomial in Z[X1, X2] with non-zero coefficients. Each number s ∈ Q,
including 0, counts as a polynomial with non-zero coefficients.

Definition 27. A polynomial p in Z[X1, . . . , Xn] is primitive if the greatest
common divisor of its coefficients is 1.

Recalling subsection 3.2, let Q be an arbitrary but fixed algebraic closure of
the field Q.

Proposition 5. Suppose p and q are polynomials in Q[X1, . . . , Xn] which take
value 0 at the same argument vectors in Q

n
, then p and q have the same

irreducible polynomials as factors (up to constant factors in Q), in the ring
Q[X1, . . . , Xn].

Proof. This follows by repeated application of the Nullstellensatz (e.g., [39], Ch.
IX, Theorem 1.5) and unique factorization (e.g., [39], Ch. IV, Corollary. 2.4).

Proposition 6. (Lemma of Gauss.) Consider a polynomial p ∈ Z[X1, . . . , Xn].
Suppose that p is non-zero and has a factorisation p = r1 · r2 in Q[X1, . . . , Xn].
Then for some numbers c1, c2 ∈ Q, p = c1 · r1 · c2 · r2 and the polynomials c1 · r1
and c2 · r2 are in Z[X1, . . . , Xn].

Proposition 7. Suppose that a non-zero primitive polynomial p ∈ Z[X1, . . . , Xn]
has a factorisation p = r1 · . . . · rm with r1, . . . , rm irreducible polynomials in
Z[X1, . . . , Xn]. Then the multiset {r1, . . . , rm} of polynomials, modulo the sign
thereof, is unique.

Proposition 8. Suppose α and β are primitive non-zero polynomials in the ring
Z[X1, . . . , Xn] with the property that α and β take value 0 on the same argument
vectors in Q

n
. Then there are primitive irreducible polynomials γ1, . . . , γm ∈

Z[X1, . . . , Xn] and positive natural numbers a1, . . . , an, b1, . . . , bm such that in
Z[X1, . . . , Xn],

α = γa1

1 · . . . · γam

n and β = γb1
1 · . . . · γbm

n .
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Proof. By Proposition 5, if in Q it is the case that α and β vanish on the same ar-
guments both have the irreducible factors, say γ1, . . . , γm overQ[X1, . . . , Xn]. Us-
ing Proposition 6, these irreducible polynomials may be chosen in Z[X1, . . . , Xn],
and with Proposition 7 one finds that, viewed as a set, said collection of poly-
nomials is unique modulo the sign of each polynomial.

In the proof below only Proposition 8 will be used.

4.2 Polynomial sumterms in the setting of common meadows

The step from the ordinary algebra of rings and fields to working with equational
logic in common meadows is a step from informal semantical practice to a formal
syntax and semantics. It is not difficult, but it involves some details.

The key syntactic idea is a special sumterm called a polynomial sumterm
over Σr, and hence over our other signatures, which will work like a standard
polynomial in conventional algebra.

To replicate in syntax the various standard polynomials, we begin with
choosing sets of numerals, which are closed terms for denoting the naturals,
integers and rationals. Numerals for natural numbers are: 0, 1, 2, 3, . . . where
2 ≡ 1 + 1, 3 ≡ 2 + 1, . . . In general: n+ 1 ≡ n + 1. (The precise definition of
numerals is somewhat arbitrary and other choices are equally useful.)

For integers we will have terms of the form −n with n > 0. We will use
the notation n for an arbitrary integer, thus 0 ≡ 0, 1 ≡ 1 and for positive n,
−n ≡ −(n).

For rational numbers, we have terms of the form
n

m
and −

n

m
with n > 0,m >

0 and gcd(n,m) = 1. In this way, for each a ∈ Q we have a unique numeral ta
such that JtaK = a in Q.

We build the polynomial sumterms in stages.

Definition 28. A pure monomial is a non-empty product of variables (under-
stood modulo associativity and commutativity of multiplication).

A monomial is a product c·p with c a non-zero numeral for a rational number
and p a pure monomial.

We will assume that pure monomials are written in a uniform manner men-
tioning the variables in the order inherited from the infinite listing X1, X2, . . .
with powers expressed as positive natural numbers (where power 1 is conven-
tionally omitted). Recalling Definition 24 of sumterms:

Definition 29. A polynomial sumterm p over Σr is a flat sumterm (Definition
24) for which

(i) all summands are monomials,

(ii) the underlying pure monomials are pairwise different, and

(iii) none of the coefficients is 0.
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The idea of polynomial sumterms is that these formalise syntactically the notion
of standard polynomials with non-zero coefficients. Moreover, in the case of (i),
1·x+1·x would fail while (1+1)·x is a sumterm. Also, 0 is a polynomial sumterm
while ⊥ is not a polynomial sumterm, as polynomial sumterms are terms over
Σr:

Definition 30. A polynomial sumterm p is non-zero if it contains a variable
or if it is a non-zero constant.

Proposition 9. Given polynomial sumterms p and q,

Enl⊥(Q) |= p = q if, and only if, Ewcr,⊥ ⊢ p = q.

Proof. This is an immediate corollary of the proof of Theorem 2.1 in [18].

4.3 Transitions between standard polynomials and polynomial

sumterms

We now turn to the relationship between standard polynomials and polynomial
sumterms. Upon evaluation of the numerals that serve as its coefficients, a poly-
nomial sumterm p with variables in X1, . . . , Xn can be understood as a standard
polynomial p′ in the ring Q[X1, . . . , Xn]. Thus, we have the translation:

p 7→ p′.

Conversely, a polynomial α ∈ Z[X1, . . . , Xn] can be written as a polynomial
sumterm α⋆ by turning all coefficients in Q into the corresponding numerals.
Thus, we have the translation:

α 7→ α⋆.

Proposition 10. Given polynomial sumterms p and q involving the same vari-
ables among X1, . . . , Xn, the following equivalence holds:

Enl⊥(Q) |= p = q if, and only if, p′ = q′in Q[X1, . . . , Xn].

Proof. A proof can be given with induction on the total number of summands
of p and q.

Moreover, the following observations can be made, which, however, critically
depend on the assumption that all coefficients of a polynomial are non-zero –
this is because, for example, working in Q, 0 · x = 0 is true in Q but it is not
true in Enl⊥(Q); so that (0 · x)⋆ differs from 0⋆ in Enl⊥(Q).

Proposition 11. For all polynomials α and β with non-zero coefficients in
Z[X1, . . . , Xn]:

α = β in Q if, and only if, Enl⊥(Q) |= α⋆ = β⋆.

Proof. Again, a proof can be given with induction on the total number of sum-
mands of p and q.
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Proposition 12. For all polynomials α and β with non-zero coefficients:

α = β in Q if, and only if, Enl⊥(Q) |= α⋆ = β⋆

if, and only if, Ewcr,⊥ ⊢ α⋆ = β⋆.

Proof. This follows by combining Proposition 11 with Proposition 9.

Properties of polynomial sumterms and standard polynomials correspond as fol-
lows:

(i) p is non-zero ⇐⇒ p′ is non-zero,
(ii) p has degree n ⇐⇒ p′ has degree n,
(iii) p is irreducible ⇐⇒ p′ is irreducible,

(iv) p is primitive ⇐⇒ p′ is primitive,
(v) q is a factor of p ⇐⇒ q′ is a factor of p′,
(vi) any polynomial sumterm p can be written as a · q for a non-zero integer

a and a primitive polynomial sumterm q.

4.4 Quasi-polynomial sumterms

Consider, for instance, the Σ-terms

x and x+ 0 · y.

On evaluating in a commutative ring R, these terms over Σr define the same
functions, but they do not do so in the enlargement Enl⊥(R) as they take differ-
ent values upon choosing x = 0, y = ⊥. Thus, the terms need to be distinguished:
since 0 usefully occurs as a coefficient in a polynomial when working with ⊥.
We will work with a second kind of polynomial sumterm in order to make these
issues explicit.

Definition 31. A quasi-polynomial sumterm p is either

(i) a polynomial sumterm, or
(ii) a monomial of the form 0 ·r with r a pure monomial with all its variables

occurring in the first power only, or
(iii) the sum q+0 · r of a polynomial sumterm q and a monomial of the kind

in (ii) and such that no variables commonly occur both in q and in r.

The following proposition provides a rationale for the specific form of quasi-
polynomial sumterms as just defined.

Proposition 13. Given a sumterm p which contains at least one variable, a
pure monomial q can be found, with variables occurring with power 1 only, such
that 0 · p = 0 · q.

Proof. Let x1, . . . , xn be the variables that occur in p, where these variables are
pairwise different. Then take the pure monomial q = x1 · . . . · xn.
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The sum of two polynomial sumterms need not be provably equal by Ewcr,⊥

to a polynomial sumterm. Indeed, since x + (−x) = 0 · x, the term is merely
a quasi-polynomial sumterm. However, recalling the definitions of 29 and 30,
conversely:

Lemma 5. Using Ewcr,⊥, a product r = p·q of two non-zero polynomial sumterms
p and q is provably equal to a polynomial sumterm.

Proof. We write t =wcr,⊥ r for Ewcr,⊥ ⊢ t = r. First, notice that p · q is provably
equal to a quasi-polynomial sumterm. Now for example, consider p ≡ x+ 1, q ≡
x− 1, then r = p · q =wcr,⊥ (x2 + 0 · x) + (−1) =wcr,⊥ (x · (x+ 0)) + (−1) =wcr,⊥

x2 + (−1), which is a polynomial sumterm.
More generally, if a variable x occurs in either p or q then x occurs in p · q

as well, so that as a function p · q depends on x. From this it follows that in the
polynomial α with α = p′ · q′, x must occur at least once in a monomial β of α
of which the coefficient is non-zero, so that

β = β̂ · x = (β̂ + 0) · x = β̂ · x+ 0 · x = β + 0 · x.

It follows that an additional summand 0 · x is unnecessary in the quasi-
polynomial sumterm α⋆, which, after considering other variables in a similar
manner, for that reason is provably equal with Ewcr,⊥ to a polynomial sumterm.

Proposition 14. Let p and q be integer polynomial sumterms, both with non-
zero degree, with variables among X1, . . . , Xn and such that p′ as well as q′ are
primitive polynomials.

Suppose that in Enl⊥(Q) both p and q have value 0 on the same argument
vectors in Enl⊥(Q)n. Then, there are

(i) a positive natural number m,
(ii) integer polynomial sumterms r1, . . . , rm with non-zero degree, such that

r′1, . . . , r
′
n are primitive polynomials, and

(iii) non-zero natural numbers a1, . . . , an, b1, . . . , bm such that

Ewcr,⊥ ⊢ p = ra1

1 · . . . · ram

n and Ewcr,⊥ ⊢ q = rb11 · . . . · rbmn .

Proof. Let p and q be as assumed in the statement of the Proposition. Now p
and q evaluate to 0 for the same argument vectors in Enl⊥(Q)n. It follows that
p and q must contain precisely the same variables. To see this, assume otherwise
that say variable x occurs in p and not in q (the other case will work similarly)
and then choose a valuation for the other variables in Q which solves q = 0,
by additionally having value ⊥ for x a valuation is obtained where q = 0 and
p = ⊥, thereby contradicting the assumptions on p and q. Both p′ and q′ then
have non-zero degree and are non-zero polynomials with, using Proposition 10,
the same zeroes in (Q)n.

Now Proposition 8 can be applied with α ≡ p′, β ≡ q′ thus finding polynomial
sumterms γ1, . . . , γm, and numbers a1, . . . , am, b1, . . . , bm such that in Q:

p′ = α = γa1

1 · . . . · γam

m and q′ = β = γb1
1 · . . . · γbm

m .
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Now choose: r1 ≡ γ⋆
1 , . . . , rm ≡ γ⋆

m. It follows that

Enl⊥(Q) |= p = ra1

1 · . . . · ram

m and Enl⊥(Q) |= q = rb11 · . . . · rbmm .

Moreover, with Proposition 11, we know that ra1

1 · . . . ·ram

m is provably equal to a
polynomial sumterm, say P (by Ewcr,⊥) and that rb11 · . . . · rbmm is provably equal
to a polynomial sumterm, say Q. So we find Enl⊥(Q) |= p = P and Enl⊥(Q) |=
q = Q, and in consequence Enl⊥(Q) |= p = P and Enl⊥(Q) |= q = Q.

Lastly, using Proposition 9, Ewcr,⊥ ⊢ p = P and Ewcr,⊥ ⊢ q = Q from which

one finds that Ewcr,⊥ ⊢ p = ra1

1 · . . . · ram

m and Ewcr,⊥ ⊢ q = rb11 · . . . · rbmm thereby
completing the proof.

The quasi-polynomial sumterm introduces extra variables via a linear mono-
mial. In [18] extra variables are introduced using a linear sum 0 · (x1 + . . .+ x1),
which takes the same values. From [18] we take the following information con-
cerning sumterms:

Proposition 15. Let t be a Σr,⊥-term, then either
(i) Ewcr,⊥ ⊢ t = ⊥; or
(ii) there is a quasi-polynomial sumterm p such that Ewcr,⊥ ⊢ t = p.

In each case the reduction is computable.

5 Equational axioms for common meadows

We now add to the equational axioms Ewcr,⊥ in Table 2 to make a set of equa-
tional axioms for common meadows: Eftc−cm in Table 3. These equations have
been presented in a different but equivalent form in [18]. By inspection, one can
validate soundness:

Proposition 16. (Soundness of Eftc−cm.) CM |= Eftc−cm.

Some consequences of these axioms merit attention:

Proposition 17. (i) Eftc−cm ⊢ −x
y
= −x

y
,

(ii) Eftc−cm ⊢ 1
( 1

x
)
= x·x

x
, and

(iii) Eftc−cm ⊢ x
(u

v
) = x · v·v

u·v
,

Proof. (i) First notice that with the help of equations 20 and 21 one derives
x · 1

z
= x

z
, next notice that using Proposition 9, Ewcr,⊥ ⊢ − (x · z) = (−x) · z, now

combine these observation taking z = 1
x
.

(ii) For convenience, we will delete mention of ⊢, and make implicit use of
some equations of Table 2, as well as of proof steps made earlier in the proof.
Now, we calculate:

1

( 1
x
)
=

1

1 · 1
x

=
1

(1 + 0) · 1
x

=
1

1
x
+ (0 · 1

x
)
=

1 + (0 · 1
x
)

( 1
x
)

=
1
1 + 0

x

( 1
x
)

=
(1·x)+(0·1)

1·x

( 1
x
)
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=
x

x
·

1

( 1
x
)
=

x

x · 1
x

=
x

(x
x
)
=

x

1 + 0
x

=
x+ 0

x

1
=

x

1
+

0

x
=

(x · x) + (1 · 0)

x
=

x · x

x
.

(iii) Immediate using (ii).

Using Prover9/Mace4 Alban Ponse has checked, [50], that each of the 5 ax-
ioms listed in Table 3 is independent from the other axioms plus Ewcr,⊥. The
equations of Table 3 including the axioms of Table 2 are not logically indepen-
dent, however, as indeed the equations of Table 3 may be used to derive the
equation 0 · (x · x) = 0 · x in Ewcr,⊥ from the other ones. We have not pursued
a corresponding optimization by deleting axioms from Table 2 because then we
would invalidate Proposition 9 which we consider to be of independent relevance.

import Ewcr,⊥

x =
x

1
(20)

x

y
·
u

v
=

x · u

y · v
(21)

x

y
+

u

v
=

(x · v) + (y · u)

y · v
(22)

x

y + (0 · z)
=

x+ (0 · z)

y
(23)

⊥ =
1

0
(24)

Table 3. Eftc−cm: Equational axioms for fracterm calculus for common meadows

5.1 On fracterms and flattening

The introduction of division, or a unary inverse, introduces fractional expres-
sions. The theory of fractions is by no means clear-cut if the lack of consensus
on their nature is anything to go by [5]. However, in abstract data type theory,
fractions can be given a clear formalisation as a syntactic object – as a term over
a signature containing / or −−1 with a certain form. Rather than fraction we
will speak of a fracterm, following the terminology of [5] (item 25 of 4.2).

Definition 32. A fracterm is a term over Σcm whose leading function symbol
is division / . A flat fracterm is a fracterm with only one division operator.

Thus, fracterms have form
p

q
, and flat fracterms have the form

p

q
in which

p and q do not involve any occurrence of division. Note that fracterms are gen-
erally defined as terms of the signature Σm of meadows, but we will use them
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only over the Σcm of common meadows (and its subsignatures). The following
simplification process is a fundamental property of working with fracterms.

Theorem 3. (Fracterm flattening [11].) For each term t over Σcm there exist
p and q terms over Σr, i.e., both not involving ⊥ or division, such that

Eftc−cm ⊢ t =
p

q
,

i.e., t is provably equal to a flat fracterm. Furthermore, the transformation is
computable.

Proof. Immediate by structural induction on the structure of t, noting that any
occurrence of ⊥ can be replaced by 1/0.

The set Eftc−cm of equational axioms for common meadows has been designed
so that the proof of fracterm flattening is straightforward; it also allows other
results of use for this paper to be obtained easily. More compact but logically
equivalent axiomatisations can be found. In [11], using inverse rather than divi-
sion, a set of logically independent axioms for common meadows is given, from
which fracterm flattening is shown, the proof of which then is correspondingly
harder.

From now on we will omit brackets thanks to associativity commutativity of
addition and multiplication.

5.2 Completeness

We prove that the equations Eftc−cm are complete for the equational theory
CM of common meadows, i.e., for the equational theory of the class of common
meadows:

Theorem 4. For any equation t = r over Σcm the following holds:

Eftc−cm ⊢ t = r if, and only if, t = r is valid in all common meadows.

Proof. The soundness of Eftc−cm was noted in Proposition 16.
For completeness, suppose that t = r is valid in all common meadows, i.e.,

CM |= t = r. In what follows, for brevity, we will write ⊢ e for Eftc−cm ⊢ e.
By the Fracterm Flattening Theorem 3, we can find Σr terms p, q, u, v such

that
⊢ t =

p

q
and ⊢ r =

u

v
.

By Proposition 15, each of these four terms can be written in the form of a
quasi-polynomial sumterm:

⊢ p = sp + 0 · hp, ⊢ q = sq + 0 · hq, ⊢ u = su + 0 · hu, ⊢ p = sv + 0 · hv

with sp, sq, su, sv polynomial sumterms and hp, hq, hu and hv linear monomials.
Note we don’t consider case (i) of 15 because ⊥ is not a Σr term.
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Substituting these quasi-polynomial sumterms for p, q, u, v and applying ax-
iom 23 of Eftc−cm, we get

⊢
p

q
=

(sp + 0 · hp) + 0 · hq

sq
and ⊢

u

v
=

(su + 0 · hu) + 0 · hv

sv
.

So, to prove ⊢ t = r we need to prove

⊢
(sp + 0 · hp) + 0 · hq

sq
=

(su + 0 · hu) + 0 · hv

sv

assuming its validity in all common meadows.
Now, notice that in all common meadows sq and sv must produce 0 on

precisely the same non-⊥ valuations of the variables occurring in either of both
expressions (because otherwise one of the terms would yield ⊥ while the other
does not, making the equality invalid). This fact, that sq = 0 and sv = 0 on the
same valuations of variables, will used in arguments by contradiction.

Six cases will be distinguished, of which the first five are straightforward to
deal with:

Case (i). sq ≡ 0 and sv ≡ 0. Here, trivially

⊢
(sp + 0 · hp) + 0 · hq

sq
= ⊥ =

(su + 0 · hu) + 0 · hv

sv
.

Case (ii). sq ≡ 0 and sv 6≡ 0. This is not possible because sq and sv must
produce 0 on the same valuations of variables and if, for a polynomial sumterm
h, h 6≡ 0 then it must be that for some common meadow Enl⊥(G( / )) and
valuation σ, we have Enl⊥(G( / )), σ 6|= h = 0.

Case (iii). The symmetric case sq 6≡ 0 and sv ≡ 0 is not possible for reasons
corresponding with (ii).

Case (iv). sq and sv are both non-zero numerals, say sq = a and sv = b.
Now, we claim that the respective prime factorisations of a and b both contain
the same prime numbers. To see this, otherwise assume that say prime c is a
divisor of a while c is not a divisor of b. Then, working in the prime field Fc

of characteristic c, sq takes value 0 while sv does not, so that in Enl⊥(Fc) the
equation p

q
= u

v
is not valid. The symmetric case that b has a prime factor c

which is not a divisor of a works in the same way.
Case (v). One of sq and sv is a non-zero numeral, while the other one contains

one or more variables, i.e., has degree 1 or higher. This situation is impossible
because in that case the polynomial sumterm of nonzero degree takes both value
zero and nonzero (on appropriate arguments) in Q and for that reason also on
appropriate non-⊥ valuations for (Q)⊥.

Case (vi). Lastly, to complete the proof of the theorem, we are left with the
main case: that both sq and sv are polynomials with non-zero degree. It suffices
to prove this equation Θ

sp + 0 · (hp + hq)

sq
=

su + 0 · (hu + hv)

sv
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from the validity of Θ in all common meadows.
Now, as a first step, chose non-zero integers a and b as follows: a is the gcd

of the coefficients of sq and b is the gcd of the coefficients of sv. Further, choose
polynomial sumterms ŝq and ŝv such that

⊢ sq = a · ŝq and ⊢ sv = b · ŝv.

Next, we show that a and b must have the same prime factors. If not, say
c is a prime factor of a but not of b. In the algebraic closure Fc of the prime
field Fc of characteristic c a solution (i.e., a valuation σ) exists for the equation
sv − 1 = 0; this equation must be of non-zero degree as sv is of non-zero degree.

We find that Fc, σ |= c = 0 so that Fc, σ |= a = 0, which implies Fc, σ |= sq =
0. Furthermore, since c is a prime number and c is not a factor of b, then b 6= 0 in
Fc and Fc, σ |= b 6= 0 and Fc, σ |= ŝv = 1 so that Fc, σ |= sv = b · ŝv 6= 0, which
contradicts the assumption that sq and sv vanish on the same non-⊥ valuations
stated just before beginning the six cases.

Without loss of generality, we may assume that a and b are both positive,
and we take an increasing sequence of prime factors c1, . . . , ck with respective
positive powers e1, . . . , ek and f1, . . . , fk such that

a = ce11 · . . . · cekk and b = cf11 · . . . · cfkk .

The next step is to notice that ŝq and ŝv must have the same zero’s in Q and to
apply Proposition 14 on the polynomial sumterms ŝq and ŝv, thereby obtaining a
sequence of irreducible and primitive polynomials r1, . . . , rm with positive powers
a1, . . . , am and b1, . . . , bm such that

⊢ ŝq = ra1

1 · . . . · ram

m and ⊢ ŝv = rb11 · . . . · rbmm .

By substitutions into equation Θ above, now we know that

⊢
sp + 0 · (hp + hq)

a ∗ ŝq
=

su + 0 · (hu + hv)

b ∗ ŝv

because

⊢ sq = a · ŝq and ⊢ sv = b · ŝv.

And, proceeding with substitutions, we get:

Q |=
sq + 0 · (hp + hq)

ce11 · . . . · cekk · ra1

1 · . . . · ram

m

=
su + 0 · (hu + hv)

cf11 · . . . · cfkk · rb11 · . . . · rbmm
.

It suffices to prove the same equation from Eftc−cm and to that end we proceed
in the following manner.

First, notice by the usual rules of calculation, available from Eftc−cm,

1

x
=

1 + 0

x
=

1

x
+

0

x
=

x+ 0 · x

x · x
=

(1 + 0) · x

x · x
=

x

x · x
.
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Then, let Kmax be the maximum of e1, . . . , ek, f1, . . . , fk, a1, . . . , am, b1, . . . , bm,
and let K = Kmax + 1.

Now, we make repeated use the validity of

x+ 0 · w

y · zg
=

(x · zh) + 0 · w

y · zg+h
(⋆)

for positive integers g and h (in this case for g + h = K) in order to transform
the above equation into another, but equivalent, equation between flat fracterms
with the same denominator. The identity (⋆) is a consequence of the validity of

the equations
1

x
=

x

x · x
and (x+ (0 · y)) · z = (x · z) + (0 · y)).

Let

t̂ ≡
sq + 0 · (hp + hq)

ce11 · . . . · cekk · ra1

1 · . . . · ram

m

and r̂ ≡
su + 0 · (hu + hv)

cf11 · . . . · cfkk · rb11 · . . . · rbmm
.

Moreover, let

ˆ̂t ≡
(sq · c

K−e1
1 · . . . · cK−ek

k · rK−a1

1 · . . . · rK−am

m ) + 0 · (hp + hq)

cK1 · . . . · cKk · rK1 · . . . · rKm

and

ˆ̂r ≡
(su · cK−f1

1 · . . . · cK−fk
k · rK−b1

1 · . . . · rK−bm
m ) + 0 · (hu + hv)

cK1 · . . . · cKk · rK1 · . . . · rKm
.

Here it is assumed that the variables in hq do not occur elsewhere in ˆ̂t and that

the variables of hu do not occur elsewhere in ˆ̂r; this can be achieved modulo
provable equality by means of the equations in Eftc−cm.

With repeated use of the identity (⋆) we find that ⊢ t̂ = ˆ̂t and ⊢ r̂ = ˆ̂r.
Summarizing the above, we have established that

⊢ t = t̂ = ˆ̂t, ⊢ r = r̂ = ˆ̂r and Enl⊥(Q) |= ˆ̂t = ˆ̂r.

Consider the numerators and let

Ht = sq · c
K−e1
1 · . . . · cK−ek

k · rK−a1

1 · . . . · rK−am

m

and
Hr = su · cK−f1

1 · . . . · cK−fk
k · rK−b1

1 · . . . · rK−bm
m .

so that
ˆ̂t ≡

Ht + 0 · (hp + hq)

cK1 · . . . · cKk · rK1 · . . . · rKm

and

ˆ̂r ≡
Hr + 0 · (hu + hv)

cK1 · . . . · cKk · rK1 · . . . · rKm
.
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Then, from Enl⊥(Q) |= ˆ̂t = ˆ̂r, it follows that working in Enl⊥(Q) for all
non-⊥ rational substitutions σ, if Enl⊥(Q), σ |= cK1 · . . . · cKk · rK1 · . . . · rKm 6= 0 it
must be the case that Enl⊥(Q), σ |= Ht = Hr, so that Enl⊥(Q), σ |= cK1 · . . . ·
cKk · rK1 · . . . · rKm · (Ht −Hr) = 0. Thus, for all non-⊥ valuations σ,

Enl⊥(Q), σ |= (cK1 · . . . · cKk · rK1 · . . . · rKm) · (Ht −Hr) = 0.

Rings of polynomials over Q have no zero divisors and the polynomial sumterm
cK1 · . . . · cKk · rK1 · . . . · rKm is non-zero. Thus, it follows that, Ht − Hr = 0 as
polynomials so that ⊢ Ht = Hr.

Finally, we complete the proof of case (vi), and thereby the proof of the

theorem, which requires to establish ⊢ ˆ̂t = ˆ̂r, by noticing that

⊢ Ht + 0 · (hp + hq) = Hr + 0 · (hu + hv)

because otherwise both terms contain different variables which cannot be the
case.

To see this latter point, notice that if, say x occurs in Ht + 0 · (hp + hq)
and not in Hr + 0 · (hu + hv), then, because Ht = Hr, a contradiction with

Enl⊥(Q) |= ˆ̂t = ˆ̂r arises: contemplate any valuation σ that satisfies Enl⊥(Q) |=
cK1 · . . . · cKk · rK1 · . . . · rK−bm

m − 1 = 0, a requirement which is independent
of x. Indeed, now the RHS depends on x while the LHS does not, which is a
contradiction, thereby completing the proof of case (vi) and the theorem.

Theorem 5. The equational theory of common meadows is decidable.

Proof. Given an equation e, if it is true in all common meadows then it is
provable from Eftc−cm. The equations provable from this finite set Eftc−cm are
computably enumerable (Lemma 1). Thus, the true equations of the equational
theory of common meadows are computably enumerable. If e is not true in all
common meadows then e fails in an algebraic closure of some prime field Q

or Fp for some prime p. These fields are computable and can be computably
enumerated uniformly [55,53], and a computable search for a counterexample
to e attempted. Thus, the false equations of the equational theory of common
meadows are computably enumerable. In consequence, the equational theory of
common meadows is decidable.

Of course, this enumeration argument for decidability is crude. However, we
note that the completeness proof for Theorem 4 is effective because the transfor-
mations which are used are all computable – including the earlier necessary lem-
mas such as flattening (Theorem 3) and reductions to quasi-polynomials (Propo-
sition 15). From these transformations, which map the provability of equations
to the identity of terms, an alternate proof of decidability can be constructed
that offers an algorithm for the provability and validity of equations and invites
a further independent analysis.
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6 Reflections and prospects

To better appreciate the results of this paper, it maybe helpful to discuss these
of topics in detail: the nature of soundness and completeness theorems (6.1);
the special role of equations (6.2); the scope of applications of the theory (6.3);
the origins and development of our research programme to which studies of
common meadows belong (6.4), and its aims and motivation (6.5); and some
further technical matters to do with the results (6.6).

6.1 Axioms, calculi and their soundness and completeness

One cannot reason without some initial assumptions, and what can be deduced
from them by logical reasoning will be statements that are true of all contexts
where those assumptions apply. In a logical calculus L, mathematical or com-
putational, this means that the theorems that are formally expressed in the
language of L, and deduced from axioms using its rules, hold true of all models
of the axioms. This property is called soundness and must be proved for each
logical calculus L and its chosen semantics S. Conversely, there is the property
of completeness when any formal statement in the language of L that is true of
the semantics S can be proved using the rules of L. The soundness and com-
pleteness of first order logic is the classical example: for any first order theory A
and first order logic L, (i) a first order formula φ derived from A by L is true of
all models of A; and (ii) if φ is true of all models A then φ is provable in L.

However, it is commonly the case that a set A of axioms has been designed
to capture the essential properties of a particular class M of models. This is
the case when using axioms to understand number systems, whether with philo-
sophical, mathematical or computational motivations. Any sound calculus that
reasons with the axioms in A is not talking about the desired target class M of
models only, but actually about all possible models of A. If just one model of
A falsifies a statement φ then that statement cannot be proved from A. Since
the Löwenheim-Skolem Theorem (c.1920), it has been known that first order ax-
iomatisations cannot determine the cardinality of their models. Gödel’s Incom-
pleteness Theorem on first order reasoning about natural number arithmetics
with the Peano axioms is the primary classic example of this situation.

Given a set A of axioms, a formal language and proof rules for a logic L, the
scope and limits of reasoning are defined exactly by soundness and completeness:
soundness being necessary to be worth getting started, and completeness being
a difficult technical problem if one is interested in a particular subclass of models
of the axioms.

6.2 Equations, data types and arithmetic

In working with data types, it is a common task to seek axioms to analyse the
essential properties of the operators of an interface to a particular class of se-
mantic models; indeed, the class is often narrowly focussed, being all isomorphic
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copies of a particular data type that is computable, as is the case with number
systems such as the rationals.

Equations are used for axioms as a means of specification, reasoning and com-
putation because they are well understood theoretically and practically. They are
(i) familiar and user friendly logical formulae; and they have (ii) many general
mathematical results that are applicable to computing problems; (iii) practical
heuristics and working software tools, based on term rewriting [3,58] and (iv)
widely available in existing verification tools.

Notable in the case of (ii), is the fact that equations have initial algebra se-
mantics that allow the specification of data types uniquely up to isomorphism.
It is 50 years since these equational methods were first applied and developed in
computer science [33,44,34,59]. In the case of (iii), there is a wealth of specifica-
tion and reasoning tools optimised for equations, such as the mature and widely
admired Maude [26,27,42], and its predecessors and successors. In the case of
(iv) equational reasoning is possible in most theorem provers that process first
order logics.

The class of commutative rings with 1 are defined by finitely many equations
(Table 1). However, the class of all fields is first order requiring the use of nega-
tion.6 Furthermore, as we noted earlier, in the origins of the algebraic methods
for data types, there is [22] of 1935:

Birkhoff’s Theorem. Let K be a class of Σ-algebras. Then K has an equa-
tional axiomatisation E if, and only if, the class K is closed under subalgebras,
homomorphic images and products.

From this it follows that the class of all fields, and the class of all common
meadows, cannot be defined by equations, as these classes are not closed under
products.

There are different semantic models of the data type/meadow of rational
numbers Q that we will note in section 6.4, all of which have been given equa-
tional specifications under initial algebra semantics. As we have seen in sub-
section 6.1, the equational calculi that are used to reason with the equational
specifications are talking about far more than the rationals. In particular, in the
case of common meadows, our completeness theorem here answers the question
as to what the axioms of Eftc−cm can actually talk about using the language of
equations. This confirms the significance of Eftc−cm and any equivalent set of
axioms.

So, in proving mathematical properties – say, of logics designed to prove that
programs meet specifications – axioms and calculi are necessary. Issues of par-
tiality versus totality for operations arise and must be addressed for both compu-
tational and logical reasons. Partiality can play a valuable role in specifications.
There are different interpretations of partiality in addition to the orthodox ‘no
element’ in a specification: partiality can simply stand for some element yet to
be defined, possibly one that is quite arbitrary. For example, partiality is an
important semantic feature of the algebraic specification language CASL [24].

6 Technically, an axiom that is a Π0

1 or ∀-formula, being a first order formula requiring
no more than universal quantification.
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Terms containing partial operators lead to various semantic options for asserting
the equality of two terms; in CASL, for example, these ramifications mount up.

In formal reasoning, to make logics that have tractable and robust methods,
recognising controlling terms that may have no meaning is necessary. In a pro-
gram to be reasoned about, an operator that does not return a value is a logical
complication with the risk of a failed computation for the user, with or without
error messages etc. To deal with this uncertainty, data types with partial opera-
tions, when they are to be implemented, can be (i) guarded against inputs that
fail to return a value, or (ii) be made to return a special value, with in either
case (iii) a message to the user of some kind.

Thus, in the case of (ii) where data types involve numbers, we have studied
how division can be totalised by some semantic choice for x

0 . This has long been
done in calculators, languages and theorem proving. Our many results on this
question point to ⊥ and common meadows as the best choice for totalisation as
we will explain in section 6.4.

6.3 Applications of the theory

The scope for applications of a theory of common meadows in computing is
potentially very wide: wherever number systems are to be found in models such
as in

1. numerical computation: real and rational number systems;
2. probabilistic computation: real and rational number systems;
3. security: finite fields in coding;
4. quantum computing: complex number systems;
5. geometric and visual computing: real number systems.

Since division is everywhere in these areas, meadows are everywhere, and so
there are opportunities to use common meadows and, in particular, the axioms
Eftc−cm in the semantic design of computing systems in these areas.

Whilst the floating point numbers are a long established standard model for
real number computation, they act as a specification for hardware rather than
for programming languages, which enjoy many options for the semantics of their
constructs. Common meadows offer a semantic tool for modelling programming
constructs. Simply, the value ⊥ can be, or signal, an error message, or used
in a mechanism to raise an exception handler. As explained in section 6.1, the
completeness theorem confirms the significance of the equational axiomatisation
Eftc−cm for the specification and verification of programs that use ⊥ in some
way.

Consider reasoning about arithmetical programs involving divisions. An ob-
vious question that arises is: are expressions in a program ever undefined because
of division? This can be formulated using terms over the common meadow sig-
nature as questions of the form: t = ⊥? Such equalities are amenable to any
number of theorem provers with first order logic (e.g., such as Coq and Lean
etc.). Using a verification tool, if Eftc−cm ⊢ t = ⊥ then one might seek extra
assumptions E – such as to act as guards designed to filter inputs – to prove

Eftc−cm + E ⊢ t 6= ⊥.
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Generally, in the case of imperative programming, commonly equations ap-
pear in pre- and post-conditions, and invariants when reasoning about programs
with, say, Hoare logics. Verified properties of the data types play an essential role
in using Hoare logic through the intermediate assertions needed in applications
of the Rule of Consequence. In fact, imperative programs based on equations can
be proved to be correct in equational customisations of Hoare Logic [13]. Thus,
again, where programs involve common meadows there is a role for consulting
Eftc−cm for information.

Pre- and post-conditions, invariants and contracts can be explicit compo-
nents in the programs of some languages, such as Dafny and its associated tools
Boogie derived from Hoare Logic [29]; Dafny is an open source project begun
at Microsoft by Rustan Leino [40]. It and similar logically annotated earlier
languages, such as Bernard Meyer’s Eiffel and the ADA derived Spark, can be
appropriately termed verification-aware languages.

The scope of these results is further shaped by the scope of equations in
computing.7

6.4 Semantical options for the problem of division by zero

Completely central to quantification and computation are the rational numbers
Q. When we measure the world using a system of units and subunits then we
use the rational numbers. Today’s computers calculate only within subsets of the
rational numbers. An early motivation for our theory is to design and analyse
abstract data types of rational numbers. Designing a data type for rationals re-
quires algebraic minimality (Definition 9), which can be obtained by introducing
either division or inverse as an operation. Thus, division is essential for data type
of rational numbers and must be total, which requires choosing a value for 1/0.

Now, working with totalised forms of division is nothing new in computing.
Using various semantical values to be found in practical computations to totalise
division – such as error, ∞, NaN , the last standing for ‘not a number’ – we have
constructed equational specifications (under initial algebra semantics) for the
following data types of rational numbers:

Involutive meadows, where an element of the meadow’s domain is used for
totalisation, in particular 1/0 = 0, [15].

Common meadows, the subject of this paper, where a new external element
⊥ that is ‘absorbtive’ is used for totalisation 1/0 = ⊥, [11].

Wheels, where one external ∞ is used for totalisation 1/0 = ∞ = −1/0,
together with an additional external error element ⊥ to help control the side
effects of infinity, [52,25,17].

Transrationals, where besides the error element ⊥ two external signed infini-
ties are added, one positive and one negative, so that division is totalised by
setting 1/0 = ∞ and −1/0 = −∞, [1,30,16].

7 Equations became well established in origins of computability theory and drove the
development of recursive methods of declarative programming.
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In practice, the first three of these models are based on data type conventions
to be found in theorem provers, common calculators, exact numerical computa-
tion, respectively. The transrationals provide a conceptual model of how division
by zero is handled in floating point arithmetic. A fifth, the symmetric transra-
tionals, that we developed is discussed in the section 6.5.8

Let us compare the common meadows with at least one of the above semanti-
cal options. The simplest and most common choice appears to be the involutive
meadows with 1/0 = 0, which is a semantics deployed in logical arguments and
proof checking because it helps to keep simple the type structures of the logics
used for the proof checkers.9

In our [15], to create an equational specification for the rational numbers,
we introduced totality by setting 0−1 = 0. This led us to the study of involutive
meadows [15,8,9], and subsequently to the broad programme of work mentioned
earlier.

An explicit logical discussion of the proposal to adopt 0−1 = 0 dates back at
least to Suppes [57], and to theoretical work of Ono [48]. A completeness result
was shown by Ono [48]. In [8], the equational theory of involutive meadows was
introduced. Completeness for the Suppes-Ono equational theory is shown with
a different proof in [6]. An advantage of the latter approach to completeness is
that it generalises to the case of ordered meadows, see also [7].

Although the flattening property is quite familiar from the school algebra
of rational numbers, it validity for common meadows (Theorem 3) stands in
marked contrast with the abstract situation for involutive meadows. In [6] it is
shown that, with the axioms for involutive meadows, terms are provably equal
to only finite sums of flat fracterms; and in [10], it is shown that arbitrarily large
numbers of summands of flat fracterms are needed for that purpose. Thus, the
involutive meadows run into fundamental algebraic difficulties that the common
meadows do not; the corresponding equational calculus is made quite complex
by the absence of fracterm flattening. Flattening also fails for 1/0 = +∞ in the
transrationals.

To sum up this brief comparison, the main use in computing for common
meadows is to provide a method for totalising division which creates a manage-
able equational theory with very desirable properties, among which are:

(i) an easily understood axiomatisation, intimately and agreeably connected
with the familiar classical theories of rings and fields;

(ii) a finite equational axiomatisation that yields an equational calculus;
(iv) an equational axiomatisation that uniquely defines the rational numbers

under initial algebra semantics;
(v) a fracterm flattening theorem;
(vi) a meaningful completeness theorem for the semantic models and their

axiomatisation.
Our results here and elsewhere point to the fact that arithmetical abstract data
types with error values are theoretically superior among the several practical

8 For some remarks on division by zero, we mention [2], and for a survey [4].
9 It also has its mathematical advocates [46,47].
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conventions we have studied. We hope that common meadows can play a role in
the design of computational systems in the same way as data types with 1/0 = 0
or with 1/0 = ∞ are playing already.

6.5 Aims of the programme

This division by zero problem proved to be the beginning of a 15+ year pro-
gramme of research into algebraic and logical aspects of computer arithmetics.
Clearly, as discussed in the previous section, one of the aims of our research
programme is to discover the mathematical implications of some of the different
options of totalising division in number systems, and to establish an under-
standing of what might be best practice. These results on specifications have a
role in designing new, more mathematically and logically useful, specifications
of computer arithmetics that may better serve the needs of programming in due
course.

Floating point systems exhibit a number of pathologies [36] and are very
complicated to analyse and reason about [49,51]. Thus, over decades there has
been renewed interest in creating computer arithmetics distinct from floating
point. Alternate models have been designed for ‘exact computations’ with real
numbers, firmly focused on working implementations rather than on their alge-
bra, specification and reasoning. An important early example is Interval Analysis
that works with intervals rather than points in order to accommodate errors in
measurements or due to rounding [45]; for an introduction to Interval Analysis,
see [61]. In the 1990s, there was a resurgence of interest in computable analysis
and topology, which also led to quite distinct semantical models and implemen-
tations, having distinct goals and aspirations. For the purpose of computability
theory, the different models were equivalent – see the partial survey [56].

The common meadow has led us to re-examine, from our algebraic point of
view, further general properties that are seen in computer arithmetics, old and
new. Building on the common meadow, we have designed and specified a new
data type of rational numbers in [20], motivated by some common floating point
conventions. Called the symmetric transrationals, the data type employs the er-
ror element ⊥, two external signed infinities +∞,−∞, and two infinitesimals
+ι,−ι so that division is totalised by setting 1/0 = ⊥, as with common mead-
ows; and the other elements are used to manage overflows and underflows. The
symmetric transrationals implement these three features:

(i) having total operations only;
(ii) accommodating overflows and underflows with respect to upper and lower

numerical bounds; and
(iii) computations are sensitive when values come close to 0.

In particular, it separates totality from over- and underflows.
Our programme continues with other topics being addressed, including: (i)

partiality in abstract data types and term rewriting; (ii) the effect of the different
semantics for division on the computational power of imperative programs on
arithmetic structures; (iii) the interpretation of fractions and their pragmatics in
teaching; and (iii) the connection between various meadows and advanced ring
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theory (such as von Neumann rings). In fact, our main theorem here has been
applied in the proof of a theorem on term rewriting in [21].

6.6 Matters arising

Being close to the axioms for commutative rings, the axioms Eftc−cm are not
unfamiliar and hopefully memorable. The equational axiomatisation Eftc−cm has
been optimised for ease of use in the paper (e.g., especially flattening), and we
have not been particularly concerned about logical independence of the various
axioms. Given their arithmetic purpose, the relationships between axiomatisa-
tions of common meadows and axiomatisations of rings and fields are of math-
ematical interest and practical value. Finding attractive sets of axioms which
are equivalent and are also minimal is a topic worthy of investigation in its own
right. In the revision of [11] the same equational theory, though equipped with
inverse rather than with division, is given an axiomatisation with logically inde-
pendent axioms. Of course, developing a long list of consequences of the axioms
in Eftc−cm is useful as lemmata for reasoning.

Three open questions stand out from the results in this paper:
(i) Is the equational theory of the common meadow Enl⊥(Q( / )) of rational

numbers decidable?
(ii) Can a finite basis for the equational theory of common meadows with

orderings be found?
(iii) Can the equational theory of common meadows be axiomatised by means

of a specification which constitutes a complete term rewriting system?
In the matter of (i), we know two things. First, that our Eftc−cm is not

complete for the equational theory of Enl⊥(Q( / )). For instance, the equation
(X2 + 1)/(X2 + 1) = 1 is true in Enl⊥(Q( / )) but it is false in a meadow
of complex numbers Enl⊥(C( / )), where x = i is possible; thus, it cannot be
derivable from Eftc−cm which is sound for all common meadows, including the
common meadow obtained from complex numbers. Second, we have shown that
the equational theory of the common meadow of rational numbers has the 1-1
degree of the Diophantine Problem for rational numbers, which is an important
long-standing open problem, see [19].

In the matter of (ii), this was done in the setting of 1/0 = 0 using a sign
function rather than an order relation in [6].

In the matter of (iii), a negative result in a simplified case was obtained
in [12].

Notwithstanding these open questions, we consider common meadows to pro-
vide an attractive starting point for the algebraic and logical study of a practical
programming semantics for reasoning about arithmetical data types.
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53. Albrecht Fröhlich and John C. Shepherdson Effective procedures in field

theory, 1956. Philosophical Transactions of the Royal Society of Lon-

don. Series A, Mathematical and Physical Sciences 248 (1956), 407-432
http://doi.org/10.1098/rsta.1956.0003

54. Ian Stewart. 1972. Galois Theory. Chapman Hall, 1972.
55. Viggo Stoltenberg-Hansen and John V. Tucker. 1999. Computable rings and fields,

in Edward Griffor (ed), Handbook of Computability Theory, Elsevier, 1999, 363-447.
56. Viggo Stoltenberg-Hansen and John V. Tucker. Concrete models of computa-

tion for topological algebras, Theoretical Computer Science, 219 (1999) 347-378
https://doi.org/10.1016/S0304-3975(98)00296-5

57. Patrick Suppes. 1957. Introduction to Logic. Van Nostrand Reinhold, 1957.
58. Terese, 2003. Term Rewriting Systems. Cambridge Tracts in Theoretical Computer

Science 55. Cambridge University Press, 2003.
59. John V Tucker. 2022. Origins and Development of Formal Meth-

ods. In: M Roggenbach, Formal Methods for Software Engineering.
Texts in Theoretical Computer Science. An EATCS Series. Springer.
https://doi.org/10.1007/978-3-030-38800-3_9

60. John V Tucker. 2022. Unfinished Business: Abstract data types and com-
puter arithmetic. BCS FACS FACTS, The Newsletter of the Formal Aspects of
Computing Science BCS Specialist Group, Issue 2022-1, February 2022, 60-68.
https://www.bcs.org/media/8289/facs-jan22.pdf

https://doi.org/10.1007/978-3-642-17511-4_20
http://maude.cs.illinois.edu/w/index.php/The_Maude_System
http://doi.org/10.1098/rsta.1956.0003
https://doi.org/10.1007/978-3-030-38800-3_9
https://www.bcs.org/media/8289/facs-jan22.pdf


Common Meadows 37

61. Warwick Tucker. 2011. Validated Numerics: A Short Introduction to Rigorous

Computations’. Princeton University Press, 2011.
62. B L van der Waerden. Modern Algebra. Volume 1. Frederick Ungar Publishing

Company, 1970.
63. Wolfgang Wechler. Universal Algebra for Computer Scientists. Springer-Verlag,

1992.


	A Complete Finite Axiomatisation of the Equational Theory of Common Meadows

