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Abstract
The complexity of deep learning models has motivated the development of explainability ap-

proaches within the field of artificial intelligence. However, there are several adjacent fields

to deep learning where similarly complex models are used to make decisions, which can also

benefit from improved interpretability. In this thesis, we therefore focus on the application of

existing explainability approaches, including the use of visualisation, to problems outside the

traditional scope of deep learning. In particular, our focus is on the fields of social network

analysis and optimisation. In addition to the use of explainability approaches, we also explore

how uncertainty quantification can be used to improve the trustworthiness of decision-making

within social network applications.

In the first two chapters of this thesis, we propose a methodology to apply feature im-

portance scoring to the community detection problem in network analysis, where common

approaches typically provide outputs with little explanation. We propose a longlist of features

on several levels (individual nodes, pairs of nodes, and sets of nodes) which we believe are

interpretable to network analysis experts, and explore which of these can be used to understand

the outputs of the algorithms.

We then apply existing uncertainty quantification approaches to a new prediction problem

which arises in large online social networks, where we analyse how these approaches perform

in the face of the unusual data distributions that we see in this setting. In particular, we are

interested in the engagement that online content receives.

Finally, we propose a novel visualisation approach to aid understanding in fitness land-

scape analysis. We perform dimensionality reduction on the locations of points in the land-

scape, including the optima, before representing these with a network structure which encodes

additional information about the landscape. This chapter focuses on optimisation as another

domain beyond network analysis which can benefit from explainability.
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Chapter 1

Introduction

The field of artificial intelligence (AI) is advancing at an increasing pace, with far-reaching

consequences for almost every aspect of life and society as we know it. Indeed, the pace of

development is unparalleled by that of other scientific fields, due to the relative speed of com-

puters compared to biological or chemical processes, and due to the incorporation of automated

procedures in AI in particular. Though this technological growth comes with great potential to

improve human life in enumerable ways, it also comes with an array of concerning challenges,

over both near and long-term horizons. These challenges include concerns about privacy, bias,

inequality, safety and security, almost all of which are concerns arising due to the black-box

nature of the models used [1]. For this reason, explainable AI is a niche within the field with

growing importance, which seeks ways to implement intelligent, automated processes while

retaining a good understanding of how they arrive at their solutions.

Existing literature on explainability for machine learning models is well-established, fo-

cusing both on the development of new model types with greater inherent transparency, and on

the generation of explanations as applied to existing models, which have already been trained.

These approaches which involve analysis of trained models are known as post-hoc explana-

tions. Such approaches can, in many cases, be used to understand outputs of models that have

already been deployed and are often model-agnostic, meaning they can be applied to models

of many types. In this thesis, we focus on post-hoc explanations, and in particular, on feature

importance and visualisation as explainability approaches.

Common factors impacting a machine learning model’s ability to be understood are those

relating to their input features; in particular, the number of these and their individual inter-

pretability. For example, the number of friends a user has is a feature with inherent inter-
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1. Introduction

pretability for engineers of a social media platform, while an individual pixel in an image lacks

this quality. Some of the most well-known methods for the generation of post-hoc explana-

tions therefore involve an estimation of feature importance, where each of the input features

to a machine learning model are ranked based on a metric evaluating their contribution to a

specific model output [99]. In particular, LIME (Local Interpretable Model-agnostic Explana-

tions) [135] focuses on the importance of interpretable features. By contrast, visualisation is an

extremely large field with applications to many elements of data science, machine learning and

AI, of which we will explore only those which are most relevant to explainability for network

problems, the focus of this thesis.

Notably, much of the existing literature on explainability has emerged from the machine

learning community, though there are many complex, stochastic algorithms outside the realm

of machine learning which may still be considered black-box AI approaches. Any domain re-

liant on such algorithms has the potential to encounter similar challenges around bias, safety

and so on, and thus it follows that explainability approaches can provide benefit in these set-

tings too [9]. In this thesis, we therefore explore the application of explainability to fields out-

side of machine learning where there is less pre-existing literature. Our focus is on the fields

of network analysis and optimisation, and, more specifically, on problems within community

detection and fitness landscape analysis. Unlike machine learning models, the algorithms we

consider in these fields do not depend on a pre-defined list of input features, and we there-

fore develop our own methodologies for identifying features that can be included in post-hoc

explanations and ranked for their ability to contextualise the outputs of the algorithm.

Uncertainty quantification itself is not usually considered to be an explainability technique,

as the approaches used to quantify uncertainty can themselves be “black-box” models. How-

ever, it shares common goals with the field of explainability in improving the trustworthiness

and robustness of decision-making using AI. Additionally, uncertainty quantification can be

a powerful tool when used in conjunction with explainability. In general, the aim of using

post-hoc explanations is to understand how an algorithm reaches a conclusion, at which point

a human is then usually required to assess the logic or the process which has been illuminated

by the explainability approach. This methodology therefore requires that the human either as-

sesses all, or a large number, of the data points; or that some heuristic is used to determine

which data points should be prioritised for explanation. One such metric which can be used to

identify specific data points for which the model has been more likely to under-perform is the

model’s degree of uncertainty about its prediction. This demonstrates the utility of combining

2



approaches from the two fields when assessing model performance and generating insight.

However, most models and algorithms in AI do not provide an estimation of uncertainty

by default, making uncertainty quantification a substantial area of research of its own. Uncer-

tainty in machine learning is often classified into two types, depending on its source: epistemic

uncertainty (which arises due to errors from the model) and aleatoric uncertainty (which arises

due to variation in the data) [61]. The former can be caused by a model which is insufficient to

represent the underlying distribution; a faulty training procedure; or a dataset used for training

which is not representative of the distribution it is sampled from (for example, a large area of

the feature space is not present in the training set). Data-dependent errors are caused by the

information loss which occurs when real phenomena are represented with a dataset (for exam-

ple, it may be possible with the features present in the dataset for a particular instance to be

correctly classified in more than one way, as the chosen features are insufficient to determine

which class it truly belongs to.) In this thesis, we extend our exploration of explainability in AI

as applied to network analysis and optimisation to the inclusion of an exploration of uncertainty

quantification to a machine learning problem in social networks.

As we employ the use of network structure in visual explanations for optimisation, all of

the work herein therefore pertains in some way to the theory of networks. A network as defined

in this work represents relational data, where nodes correspond to entities in the dataset (such

as individuals in a social network) and edges correspond to relationships between these entities

(such as friendships or academic collaborations). Most Explainable AI techniques have focused

on algorithms which are typically applied to tabular or image data, though there has been some

foundational works on explainability for graph neural networks [59, 100, 171, 183, 184, 186].

Nevertheless, explainability for problems on network data is relatively under-explored.

These observations bring us to the central question underpinning the research of this thesis:

How can we apply or adapt existing techniques from explainable AI and uncer-

tainty quantification to new problems in network applications and social systems?

We decompose this wider question into a smaller number of specific application-driven

research questions, which motivate the individual contributions we have made:

• Which interpretable features can be identified for use in post-hoc explanations for com-

munity finding algorithms, in the network analysis setting?

• How can we quantify uncertainty for a machine learning approach which predicts the

popularity of media content posted by users in a social network?

3



1. Introduction

• How can we visualise explanatory information which aids the use of optimisation algo-

rithms in fitness landscape analysis?

Informed by these research questions, our work makes the following novel contributions:

• The development of a methodology for identifying the most informative features for

community detection algorithms, which may generalise to other problems in social net-

work analysis.

• The application of this methodology to 3 community detection algorithms, and therefore

the identification of node, node-pair and community features which may be relevant for

visual analysis of community structure in networks.

• A study evaluating the performance of uncertainty quantification approaches in the face

of a highly-skewed distribution type found in social networks, where uncertainty quan-

tification has not previously been applied.

• The development of a technique for improving the performance of MC Dropout on this

dataset.

• The development of a novel visualisation technique (the extrema graph) to capture the

general characteristics of function landscapes for fitness landscape analysis.

• An analysis of the insight gained from this extrema graph approach on six benchmark

problems.

The remainder of the thesis is structured as follows. Chapter 2 details the related work

for explainable AI as applied to network analysis and graph problems, as well as relevant

visualisation work in fitness landscape analysis and uncertainty quantification. Additionally,

some preliminary background on networks is provided in this chapter.

Chapter 3 presents the results of experiments to identify interpretable features for use in

post-hoc explanations for community finding algorithms. We select a longlist of features our-

selves, and present a methodology to identify the most predictive, which we apply to three

community detection algorithms. This chapter is based on work published in the Springer

journal Applied Network Science [140].

We then apply this methodology in a similar manner in Chapter 4 to identify interpretable

features for community detection algorithms on a different scale. In the original experiments,

4



we defined interpretable features on nodes and pairs of nodes, while here we adapt our method-

ology to define interpretable features on larger sets of nodes. This chapter is based on work pre-

sented at the Springer conference Complex Networks & their Applications (CNA) 2021 [139].

Chapter 5 presents an analysis of the performance of various uncertainty quantification

approaches as applied to a machine learning problem in social media and networking. In

particular, the problem in question is to predict the popularity of content posted on Facebook

and Instagram. This work was completed in collaboration with Meta, during an internship and

subsequent contractor role at the organisation.

In Chapter 6, we display our novel visualisation approach for visualising fitness landscapes,

based on extrema graphs. We developed this in order to capture characteristics of function land-

scapes with input dimensions of three or higher, similarly to contour plots for two-dimensional

input spaces. The work in this chapter is based on that presented at the LAHS workshop at

ACM’s Genetic and Evolutionary Computation Conference (GECCO) 2023 [141].

We examine the work presented in the previous chapters for limitations, position it within

existing work, and make recommendations for future research based upon it in Chapter 7.

Concluding remarks are then made in Chapter 8.
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Chapter 2

Background and Related Work

In this chapter, we place the content of this thesis within the context of existing concepts and

related literature in relevant fields of research. As our focus is on developing approaches for

explainability in problems within social networks and optimisation, in addition to the appli-

cation of uncertainty quantification to the first of these, the relevant fields of research include

explainable AI, social network analysis, fitness landscape analysis and uncertainty quantifica-

tion, as well as the use of visualisation for explainability. In particular, we explore existing

approaches for explainability, within our domains of interest as well as others with interesting

similarities, and relevant background information on the problems we explore within the fields

of social network analysis and optimisation themselves.

In doing so, we have three aims. Firstly, in section 2.1, we introduce the concepts and

ideas which are prerequisites for understanding the work of the thesis. Secondly, in section 2.2,

we highlight and summarise that existing literature which closely relates to ours, in order to

establish the state of the art and to identify areas of research which have already been explored.

Finally, in section 2.3, we discuss our own design choices, to clarify how our work differs

from that which has come before, and why we have chosen to take either similar or different

approaches to previous bodies of work.

2.1 Background

We begin by introducing definitions and approaches upon which the work of this thesis is

dependent, or which are used without modification for our own experiments. These include

definitions from social network analysis which describe the data and types of problems we
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explore; the community finding algorithms for which we develop an explainability approach,

and the benchmark generator with which we generate the data in Chapters 3 and 4; and existing

explainabiltiy approaches which we use without modification (permutation importance scoring

and Shapley values).

A. Example Graph B. Example Community Partitioning

Figure 2.1: On the left is a graph with 11 nodes and 17 edges. On the right is the same graph with a
possible community partitioning. Each node belongs to a single community, where its community is
represented with colour. There are 3 communities in this graph.

2.1.1 Social Network Analysis Definitions

We first introduce definitions relating to the structure of networks, as our work primarily fo-

cuses on data which takes this format. A longer list of problem-specific definitions are intro-

duced in later chapters (Sections 3.1.1, 3.1.2 and 4.1.3).

• Graph A graph, G = (V,E) is a data structure which models pairwise relationships

between objects. It is comprised of a set, V , of these objects known as vertices or nodes,

and a set, E, of edges which connect two nodes within the set. Throughout this thesis, we

use the terms graph and network interchangeably. An example of a graph is displayed in

Figure 2.1A.

• Degree The degree of a node i ∈V is the number of edges adjacent to the node.

• Community Most generally, a community is a subset of nodes in a graph. Various

more formal definitions of a community are used within the literature, however these

commonly represent subsets of nodes which are more densely connected to eachother
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2.1. Background

than they are to other regions of the graph. In some cases, a node can only be assigned to

a single community; these communities then form a partition of the network. In others,

a node may be assigned to more than one community. However, for the experiments

within this thesis, we focus only on partitioning communities. An example of a graph

separated into partitioned communities is displayed in Figure 2.1B.

2.1.2 Community Finding Algorithms

Many real-world networks of interest display community structure. For example, consider the

global network of users on a social media platform such as Facebook, who are connected as

“friends” to people they know in the real world. We would expect to see clusters of more

densely connected users for a variety of reasons, e.g. the staff and students of a school would

share more common connections with eachother than to anyone outside of the school. Identify-

ing these communities is of interest as it allows for greater understanding of both the network

structure, and also the role that individual nodes play within the graph. However, this is a

non-trivial problem and a variety of techniques have been proposed to detect these communi-

ties. As there is no universally agreed definition of a community, some of these approaches

are designed with a specific research problem or dataset in mind. For the experiments in this

thesis, we focus on a subset of community detection algorithms: the Louvain algorithm, the

Infomap algorithm, and the label propagation algorithm (LPA). We introduce these here, and

further discuss the reasoning behind our selection in Section 2.3.

Louvain The Louvain algorithm [13] performs optimisation on a measure known as modu-

larity, which we denote Q, and is defined as follows for a weighted graph, G = (V,E):

Q =
1

2m ∑
i j∈V

[
Ai j −

kik j

2m

]
δ (ci,c j)

where m is the sum of all edge weights in the graph; Ai j = 1 if i and j are connected by an

edge and 0 otherwise; ki and k j are the degrees of nodes i and j respectively; ci and c j are the

community labels of nodes i and j respectively; and δ (ci,c j) = 1 if these communities are the

same, and 0 otherwise. Intuitively, this represents the mean difference between the number of

edges we observe connecting nodes in a community and the expected number of edges within

this community if they were distributed randomly. Therefore, a high modularity encapsulates
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our understanding of what makes a community: regions of the network where we see a higher

density of connections.

There are two phases of the Louvain method which are then repeated iteratively. In the first

phase, each node in the network is assigned to its own community. Then, sequentially, each

node in the network is moved to the community of one of its neighbours which results in the

greatest modularity increase. If no increase is possible, it remains in its original community.

This is repeated until no modularity increase can occur by moving any node to a neighbouring

community, at which time the first phase of the algorithm ends.

The second phases consists of reducing each community to a single node of a new network,

where the edges of the new network are weighted according to the number of edges connecting

the communities in the original network. The first phase is then repeated on this new network.

Infomap The Infomap algorithm [137] is similar to the Louvain algorithm, though instead

optimises for an objective function known as the map equation. This makes use of an

information-theoretic approach, where nodes are represented by codewords composed of two

parts, the first of which is provided by the community it belongs to. The community mem-

berships are optimised by minimising the average code length describing random walks on the

network. A random walker will tend to stay longer in dense areas that equate to the communi-

ties we are attempting to find, and minimising the map equation corresponds to detecting the

most modular structure possible.

The map equation depends on node visit rates. A node will be visited by the random walker

with a frequency dependent on the proportion of edges which connect to that node. These rates

are stored in a codebook per module (i.e. community), depending on which module the node

belongs to. Module entry and exit rates (equivalent in undirected graphs, which we use in

our experiments) then represent the frequency with which a random walker would enter or

leave a set of nodes and are stored in a global index codebook. Shannon’s source coding

theorem [147] is used to convert these rates into information measured in bits. In particular,

the amount of information needed to describe an average movement length of a random walker

can be described using the entropy of the rates in the codebook, weighted by the use rate of

each codebook (i.e. each community). The map equation is as follows:

L(M) = q↷H(Q)+
m

∑
i=1

pi
⟳H(P i)
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where M is a partition of the nodes into m modules; and H(Q) and H(P i) are the frequency-

weighted average length of codewords in the index codebook and the frequency-weighted av-

erage length of codewords in module codebook i respectively. The other probabilities repre-

sented in the equation are defined as follows. With qi↷ being the probability of exiting module

i, q↷ = ∑
m
i=1 qi↷, which is the probability that the random walker changes to a new module on

any given step. With pα being the probability of visiting node α , pi
⟳ = ∑α∈i pα +qi↷, which

is the fraction of time the random walk spends in module i plus the probability that it exits the

module, i.e. the rate at which the codebook for module i is used.

LPA The label propagation algorithm proposed by Raghavan et al. [130] makes the assump-

tion that nodes should belong to the same community as most of their neighbours. Every node

is initialised with its own community label, which are then propagated through the network.

For this reason, densely connected regions reach a common label quickly, and these regions

then expand until they meet other densely connected regions. The process occurs in 4 stages:

1. Nodes are initialised with a unique community label.

2. A random ordering of the nodes is determined.

3. Each node’s community label is updated according to the most frequent among their

neighbours, in the order determined in the previous step. If several community labels

occur with the same frequency, the new community label is chosen at random from

those which are most common.

4. If every node has the label that the majority of its neighbours has, the process ends.

Otherwise the process repeats beginning with step 2.

2.1.3 LFR Benchmark

The Lancichinetti–Fortunato–Radicchi (LFR) benchmark algorithm generates synthetic

networks with labelled communities, allowing comparison of different community finding net-

works. In our experiments of Chapters 3 and 4, we use a large number of these synthetic

LFR networks to evaluate the different interpretable community metrics we have identified for

possible use in explainability of the community detection algorithms’ outputs. Although this

benchmark generates synthetic networks, it aims to replicate the structure of real networks by
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accounting for heterogeneity of node degree and community size. An assumption is made that

both the node degrees and the sizes of the communities (i.e. the number of nodes belonging to

the communities) follow power law distributions, with exponents τ1 and τ2 respectively. Other

inputs to the generator are n, the number of nodes; average degree, < k >; and the mixing

parameter, µ . This mixing parameter introduces noise to the communities relative to its value.

The algorithm then works as follows:

1. Generate a network such that the node distributions follow a power law distribution with

exponent τ1 and have average degree < k >

2. Generate a set of community sizes according to a power law distribution with exponent

τ1 until they sum to n.

3. In order to satisfy the condition set by the mixing parameter, each node i must have

(1− µ)deg(i) connections within its community, and µdeg(u) outside its community.

Initially, node’s communities are not assigned. These are then chosen for each node in

turn with the condition that the community is large enough for the node to have the re-

quired (1−µ)deg(i) connections within its community. If adding a node to a community

would exceed its assigned size, a random node already in the community will be selected

for reassignment to a new community, until all nodes have been assigned a community.

4. Edges between nodes are adjusted until all nodes have the correct proportion of connec-

tions within and outside its community.

For low values of µ , the communities remain well separated and thus easy to detect, but as

this value increases, communities become harder to separate.

2.1.4 Feature Importance Scoring

In developing our methodology presented in Chapters 3 and 4, we make use of existing ex-

plainability approaches from the field of machine learning, with a particular focus on feature

importance scoring. In machine learning problems, a model is typically trained on a dataset

composed of a feature matrix, X , and a vector of labels, y. For example, this feature matrix may

be information about posts on a social media platform such as Facebook, e.g. the number of

friends the user has, the length of the post, the time of day it was posted, and so on. The vector

of labels may then record how many views each post received, which we assume is dependent

on the features recorded in the matrix. However, some features may be more predictive than
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others. Feature importance scoring is an area of explainability which aims to determine which

features are most strongly contributing to the prediction of the trained model. This insight can

improve model understanding by highlighting which input features the model is placing most

emphasis on. For example, in a dataset owned by a social media platform of user data, it may

indicate a poorly trained model or poorly cleaned dataset if the feature of greatest importance

for predicting content popularity is the content ID. Several approaches generate importance

scores for the different features in a prediction task, but for our experiments, we incorporate

the use of two scoring methods in particular: SHAP, and permutation importance.

SHAP The work by Lundberg et al. [99] which proposed SHAP (SHapley Additive exPla-

nations) is based on the early game-theoretic work by Shapley [148]. In this original work

by Shapley, each feature value in a datapoint is a “player” in a game where the prediction is

viewed as the “payout”. The Shapley value is then the contribution of a feature value to the

payout, weighted and summed over all possible feature combinations:

φ j(val) = ∑
S⊆{1,2,...,p}\{ j}

|S|!(p−|S|−1)!
p!

(val(S∪ j)− val(S))

where S is a subset of features used in the model, of which there are p: 1,2, ..., p. The

Shapley value is the only attribution method which satisfies the four properties which consti-

tute the definition of a “fair payout”: efficiency, symmetry, dummy, additivity, which in the

context of machine learning represents a fair attribution of the prediction to the features. These

properties are defined as follows:

• Efficiency All feature contributions (i.e. the Shapley values of each feature) must sum to

the difference between the prediction and the average prediction of the model:

p

∑
j=1

φ j = f̂ (x)−Ex[ f̂ (X)]

where f̂ () represents the model and x is a given data instance.

• Symmetry If two features, j and k, contribute equally to all coalitions (i.e. all possible

feature subsets) then they should have the same Shapley value:

φ j = φk if val(S∪ j) = val(S∪ k) for all S ⊆ {1,2, ..., p}\{ j,k}
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• Dummy The Shapley value for a feature, j, which does not change the prediction for any

coalition of features it is added to should be 0:

φ j = 0 if val(S∪ j) = val(S) for all S ⊆ {1,2, ..., p}

• Additivity For a game with combined payouts, the Shapley value of a feature should be

the sum of its Shapley values within the sub-games. This feature is particularly important

for random forests, where the Shapley value of a feature in the random forest is the mean

of its Shapley values in each of the decision trees.

Despite these beneficial theoretical guarantees, by the definition of the Shapley value, it

requires consideration of every subset of features with or without the target feature included,

to exclude feature interaction effects. Therefore, this approach requires retraining a model for

every subset of input features, which is extremely computationally expensive, and infeasible

for most modern machine learning problems. This motivated Lundberg et al. to develop their

SHAP approach, which avoids the computational complexity associated with classical Shapley

values using what they call additive feature attributions; in essence, this represents the Shapley

values using a linear model. SHAP specifies explanations in the following way:

g(z′) = φ0 +
M

∑
j=1

φ jz′j

where g is the explanation model; z′j ∈ 0,1M is the coalition vector, which contains a 1

where a feature is present in the Shapley coalition and 0 if it’s absent; M is the maximum coali-

tion size; and φ j is the Shapley value for a feature j. Using this representation as a linear model

of the different coalition combinations is a trick to calculate the φs, where sample coalitions

are used. Lundberg et al. developed two versions of SHAP: KernelSHAP and TreeSHAP, the

latter of which is specifically designed for tree-based models such as random forests. SHAP ap-

proaches satisfy the four aforementioned properties of Shapley values, retaining the beneficial

theoretical guarantees.

Permutation Importance This method was first introduced in the same paper as random

forests [19] and is defined to be the change in test loss when a single feature value is shuf-

fled throughout all data instances. It is concluded that features which result in the biggest

decrease in model performance when shuffled are those which are most important, i.e. which
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are most greatly contributing to the model prediction. The full methodology is outlined in

Algorithm 2.1.

Algorithm 2.1 Permutation Importance

Input: Fitted predictive model f̂ ; feature matrix, X (training or validation); target vector, y;
loss function L(y, f̂ ); number of repetitions, K

Output: Vector of importance scores S, where S j corresponds to feature j ∈ {1, ..., p}
1: Calculate the original loss, lorig = L(y, f̂ (X)), e.g. mean-squared error
2: for feature j ∈ {1, ..., p} do
3: for repetition k = 1 to K do
4: Permute the column of X corresponding to feature j to receive permuted data,

Xperm.
5: Compute the new loss, lk = L(y, f̂ (Xperm))
6: end for
7: Compute importance S j for feature j

S j = lorig −
1
K

K

∑
k=1

lk

8: end for

2.1.5 Statistical Methodology

In analysing our results of Chapters 3 and 4, we make use of a statistical methodology to ensure

that the features we identify as most informative are truly distinct in their predictive power from

the other features of our study, rather than merely appearing to be so due to chance. In other

words, we analyse whether the identified greater importance of these features is statistically

significant. The effect we are interested in is the pairwise difference between means of the

individual distributions. To perform this analysis, we make use of several statistical tests and

methods, which we outline here:

Power Analysis Power analysis is a statistical method to determine the sample size needed

for a study to have a high probability of detecting a significant effect. Statistical power is com-

posed of four elements: effect size (the quantified size of a result); significance (the level of

statistical significance); statistical power (the probability of accepting the alternative hypoth-

esis, that an effect is present); and sample size. Since we aim to determine the last of these,

the others must be provided in order to perform the power analysis. Our use of power analysis

15



2. Background and Related Work

assumes that the underlying feature importance distributions we are observing are normally

distributed.

Shapiro-Wilk Test The Shapiro-Wilk test is used to determine whether a sample of data has

come from a normal distribution. A significance level is set, e.g. 0.05, and if the observed p-

value is less than this significance level we conclude that the underlying distribution is unlikely

to be normally distributed.

Pairwise Comparisons of Means To compare the means of two distributions under an as-

sumption that they are normally distributed, a pairwise t-test can be used. In the case that they

are not normally distributed, a pairwise Wilcoxon test is used instead. This is a non-parametric

alternative to the t-test.

Bonferroni-Holm Corrections When testing multiple hypotheses at once, as we do in our

experiments, there is an increased probability of observing a false positive in at least one of the

tests. Bonferroni-Holm corrections are one approach for controlling the family-wise error rate

(FWER), by adjusting the rejection criterion, i.e. the significance level, for each test in turn.

For example, if we have n hypotheses and a desired significance level of 0.05, then we would

use a significance level of 0.05
n for our first hypothesis, 0.05

n−1 for our second hypothesis, and so

on.

2.2 Related Work

We now identify and summarise existing literature which relates closely to our work in this

thesis. The majority of this literature falls under the field of Explainable AI (XAI), a term

originally coined in the paper by Lent et al. [166] to describe the agents they developed for

military simulations and computer games. Since then, many surveys have attempted to outline

this field, or components of it [1, 22, 35, 142, 159]. Most of the existing literature focuses

on explainability for machine learning, but researchers from other fields have also begun to

understand the importance of applying explainable AI to their own research [9]. The focus of

this thesis is explainability for problems in network analysis and optimisation.

In the terminology, explainability is sometimes exchanged for interpretability [4]. These

terms are often used to mean the same thing, despite some previous attempts to distinguish

independent meanings, such as in the paper by Rudin [138] where the term interpretability
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refers to models which can inherently be understood, and the term explainability refers to tech-

niques designed to augment existing black-box models with additional insight. We ignore this

distinction and avoid use of these terms to prevent any confusion, instead referring specifically

to model transparency for a model’s inherent ability to be understood and the term post-hoc

explanations to describe those approaches which provide additional understanding for a black-

box model. Our focus is on post-hoc explainability, thus we explore work in this area in more

detail in the upcoming subsection of the related work.

The remainder of the related work in this chapter relates to the following topics: explain-

ability for problems on network data; visualisation as a tool for explainability; context on the

field of social network analysis; the state-of-the-art in community detection; context on the field

of fitness landscape analysis, our focus within optimisation; and uncertainty quantification, in

particular its intersection with and relation to explainability for AI.

2.2.1 Post-hoc Explainable AI

Post-hoc explanations typically provide some kind of rationale or evidence for the reasoning

behind a “black-box” model’s output [10, 42, 91, 157]. This field has arisen in the face of

challenges developing well-performing models that are inherently transparent. Indeed, for

certain types of data or for more complex algorithms, the use of a model which can inherently

be understood might not be feasible or effective. In this section, we explore the prominent post-

hoc explainability techniques before honing our focus to the application of these to network

problems.

2.2.1.1 Feature Importance for Post-hoc Explainability

A recent survey by Molnar et al. [110] covers the history of interpretable machine learning as

a field, and contains a useful classification of interpretability methods into those which assign

meaning to model components; those which explore model sensitivity; and those which devel-

opment interpretable surrogate models that mimic the behaviour of the model to be explained.

Their use of the term “interpretable” to describe these approaches, which are largely post-hoc

methods, evidences the use of the interchangeability of “interpretable” and “explainable” as

terms in machine learning.

Component analysis, the first method, involves decomposing the machine learning model

into smaller parts which can be understood individually. For easily interpretable models, such

as decision trees, this may be a simple case of applying pruning to reduce the parts which need
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to be understood. However, it can also work for more complex models, such as CNNs. In this

case, it may require finding or generating images which activate a feature map of the CNN.

However, there remains the obvious disadvantage to the component analysis approach, which

is that it depends entirely on the model and cannot be generalised to other ML approaches.

By contrast, the approaches which explore model sensitivity can be model-agnostic and

work by manipulating input data and analysing the resulting outputs. One such approach is

the permutation feature importance, as introduced in Section 2.1.4, though the calculation of

feature importance scores in this way is a common approach in post-hoc explainability which

extends to other techniques beyond permutation feature importance. In fact, two of the most

well-known techniques in XAI overall are SHAP [99], also introduced in Section 2.1.4, and

LIME [135], which are both approaches that calculate the importance of input features. The

latter is an example of a surrogate model method in the Molnar classification of interpretability

methods.

In order to explain a complex model, Ribeiro et al. [135] propose with LIME a method

which generates a simpler model in the local area around a datapoint of interest, which is itself

inherently transparent. This model is trained using perturbations on the target datapoint. Some

element of the simple, local model can then be used as the importance score for the features,

such as the weights. However, in order to generate useful explanations, the authors highlight

the importance of using features which are themselves interpretable. For example, individual

pixels in an image are not semantically meaningful, so for this type of input data they instead

use so-called super-pixels. The importance of choosing input features that can themselves be

understood by an end-user was a key consideration in the development of our experiments

in chapters 3 and 4. The authors also introduced SP-LIME (submodular pick LIME), which

differs in that it provides global explanations for the model as a whole, rather than for individual

observations. Both SHAP and LIME are model-agnostic in the sense that they can be applied

in conjunction with any classifier and do not require inspecting the internal workings of that

classifier.

Beyond LIME, there are several other works in post-hoc explanation which are based on

the use of surrogate models. Many of these focus on the distillation of neural networks into

decision trees, which is considered by some to be an inherently interpretable model form [11,

46]. Other methods develop specific model-types for use as explanations [79,127]. In the work

by Keane et al. [70], they propose a twin-systems strategy, where a complicated neural network

model is mapped to a simpler, more interpretable “twin" model using case-based reasoning.
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In some approaches, such as RuleMatrix [107], they have even used novel visual analytics

approaches to display surrogate model information.In this case, their surrogate model identifies

IF-THEN rules explaining the behaviour of the model, and displays these in a matrix.

For our experiments in this thesis which rely on existing explainability approaches, we are

primarily focused on the identification of highly predictive, interpretable features. In particular,

we are interested in predictive problems which relate to social network analysis. In the next

subsection, we will explore other techniques which have been proposed for explainability on

network problems.

2.2.1.2 Explainability for Network Problems

In this thesis, we aim to develop explainability approaches for problems which incorporate the

use of networks, and, in particular, for those outside deep learning. In fact, the field of deep

learning on networks is itself relatively young, and very little explainability literature exists

for graph neural networks (GNNs), the dominant approach in this area. A survey by Yuan et

al. [185] explored those techniques which do exist for GNNs, and the challenges which have

hindered significant progress in this field. Some of the reasons that proposed in the survey for

the difficulty in developing explainability approaches for deep learning on networks include:

the common representation of networks with discrete adjacency matrices; the possible lack of

semantic meaning for individual nodes in a graph making them unsuitable to use for explana-

tions; the fact that many networks are inherently more challenging to understand in some cases

than images, text or tabular data. Many network problems require extensive domain knowledge

to be understood, for example biochemical expertise for problems where molecules are repre-

sented as networks. Many of these obstacles, such as the possible lack of semantic meaning for

individual nodes or the necessity of domain knowledge, extend to the problems we address in

social network analysis, which make use of algorithmic approaches other than deep learning.

We can therefore learn from the literature on deep learning where they tackle explainability in

the face of these challenges.

In the aforementioned survey, these approaches are distinguished with two main classes:

instance-level methods, which generate explanations for individual datapoints, and model-level

methods, which aim to provide a more general explanation for the behaviour of the whole

model. In some cases, “instance-level” may refer to nodes or edges, for example, when node

or edge classification is the problem of interest. In other cases, it may refer to whole networks,

for example in graph classification. This distinction between explanations for individual dat-
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apoints, and for the model as a whole, has previously been seen in XAI for other data types.

For example, the distinction between the two is made in the LIME paper [135] where they

develop a separate approach, SP-LIME for model-level explanations. However, this highlights

the early stage of the GNN explainability field, as the authors are only able to identify one

approach which generates model-level explanations. This technique, XGNN [184], proposes

to explain GNNs through a graph generation process. A separate generator is trained in order

to maximise a target graph prediction, thereby explaining in some way the original model’s

expectation for what such a graph should look like. The original paper focuses only on graph

classification, leaving model-level explanations for node classification an open area [185].

All other approaches focus on instance-level explanation. The majority of these employ

a perturbation-based approach, where the effect on outputs is observed when perturbing the

input [100, 183, 186]. Each of these has a very similar high-level pipeline, which makes use of

a mask on the nodes, edges, or node features, depending on the specific approach. This mask

takes the form of a matrix, where each position in the matrix represents a specific edge (for

example), and the value at that position represents the importance of that edge in the problem

of interest, similarly to how feature importance is used for other data types. A mask generation

process is optimised in order to achieve this. The optimisation is done by applying the mask to

the input graph, and iteratively adapting the mask generation process such that the new input

graph has a similar prediction to the original one. As well as the type of mask, the mask

generation process and the optimisation function also vary across the different approaches.

Beyond this common perturbation-based approach, some GNN explanation methods have

also been developed in slightly different ways. For example, LIME has been adapted for the

graph setting into GraphLIME [59]. As with the original LIME paper, this uses a simpler, sur-

rogate model to replicate the behaviour of the original GNN, differing it from the perturbation-

based approaches. The surrogate model is designed to be easier to understand than the model

of interest, while mimicking its behaviour as closely as possible, at least in a local region.

Another notable GNN explanation tool is PGM-Explainer [171] which also uses a surrogate-

model based approach, this time using a probabilistic graphical model.

One of the aims of our work is to identify features that can be used in explanations for

network problems. Our shortlist of features is restricted to those which are inherently inter-

pretable to experts in social network analysis. Therefore, our approach does not depend on the

use of GNNs, which are themselves complex and require explanation, thus this existing work

on explainability for GNNs does not directly relate to the work of this thesis. Nevertheless,

20



2.2. Related Work

it does provide the beginnings of research on developing explainability for problems focused

on network data, which is our focus. The early stage of this literature highlights the difficul-

ties in developing explainable approaches for this type of data in contrast to images, text or

tabular data. Nevertheless, we can learn from their attempts to circumvent the associated chal-

lenges. The necessary considerations in visualising this type of data are also relevant for our

work on developing a novel visualisation technique for fitness landscape analysis, where we

use a graphical representation to our advantage. In the next section, we will explore the use of

visualisation for explainability in greater detail.

2.2.2 Visualisation as a Tool for Explainability

We now turn our attention to the existing literature on visualisation as a tool for explainability,

both for network problems and artificial intelligence more generally. One comprehensive sur-

vey of the use of visual analytics in deep learning was presented by Hohman et al. [58]. This

survey focuses on advancements relating to deep learning only, leaving out simpler classifiers

and regression models. It also explores visual analytics used for reasons beyond explainability,

but a large proportion of the papers mentioned are nevertheless relevant to XAI. They classify

visual analytics papers under several headings: why the data is being visualised (intepretabil-

ity, debugging, comparing models, teaching); what is being visualised (network architecture,

learned parameters, etc.); when the visualisation occurs (during or after training); who the

visualisation benefits (model developers, model users, or non-experts) and how the visualisa-

tion works (dimensionality reduction, node-link diagrams, etc.). For the work proposed here,

some of these categorisations provide useful questions. For example, the question of what

information a visualisation will show is highly relevant for our work developing a novel visu-

alisation for fitness landscape analysis, as our method was designed to complement existing

visualisation techniques. We explore the existing literature further in section 2.2.4. The profile

of the end-user was also a key consideration in our development of interpretable features for

explainable community finding. Other surveys have further explored the existing literature on

visualisation for explainability [95, 97, 109].

2.2.2.1 Visualising Deep Learning

In this thesis, we prioritise the application of visualisation to optimisation problems which fall

outside of deep learning, in particular, fitness landscape analysis within optimisation. Never-
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theless, it is beneficial to review the literature on explainability for deep learning, as we can

draw inspiration from existing approaches when developing ours for new domains.

Supervised Learning There is a lot of existing literature which aims to provide insight into

the workings of convolutional neural networks (CNNs) using visual analytics. A survey by

Qin et al. [128] summarises the main techniques used in visualising CNNs, including Acti-

vation Maximization, Network Inversion, Deconvolutional Neural Networks (DeconvNet), and

Network Dissection. The first of these was proposed by Erhan et al. [36] and is a technique

which provides example input images to the CNN which maximise the activation of specific

neurons. This can be used to show what each layer of the network is identifying individually.

The technique was proposed over ten years ago and is still in common usage.

In contrast, DeconvNET explains the CNN from the perspective of an input image rather

than from the perspective of the neurons. Using unpooling and deconvolutional layers, it takes

the final feature maps back to the original image size. This shows which features of the input

image were detected and used by the CNN. Zeiler et al. [188] have written a series of papers on

the DeconvNet structure. A later paper by Liu et al. [94] proposes a full visual analytics system

to show fully the inner workings of the CNN, known as CNNVis. In this paper, they represent

the CNN as a directed, acyclical graph (DAG), which allows them to provide information

on not only individual neurons, but the interactions between them. The use of a graphical

representation here relates this work to ours where we use networks for the understanding of

fitness landscapes.

Other than CNNs, specific visualisation tools have been developed to aid understanding of

a variety of models, including RNNs [106], LSTMs [156], and sequence to sequence natural

language models [155]. All of these are fully interactive visual analytics systems, though are

less likely to be relevant to graph-based data in their specific implementations.

Generative Models One of the earliest works utilising visual analytics for interpretability of

generative models was DGMTracker [93], proposed by Liu et al. They develop a technique

that identifies which neuron of the network is responsible for a training failure, and further to

this, an algorithm to identify how other neurons contributed to the output of this critical neu-

ron. Included is a categorisation of visual analytics methods for interpreting machine learning

models into single-snapshot-based approaches, which visualise a representative snapshot of

training, e.g. outputs from the model, and multisnapshot-based approaches, which represent

the changes in model weights as a time series. Liu et al. use a version of the latter and in or-
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der to reduce clutter, introduce a scheme to determine which subset of time series to visualise

to identify critical neurons. An alternative method for decluttering is dimensionality reduc-

tion, but this would render it infeasible to determine specific neurons contributing to a training

failure, which was the aim of their work.

While Liu et al. provided a general approach to interpretation of generative models, a later

paper provided an investigation specifically into visualisation for GANs (Generative Adver-

sarial Networks) in particular, known as GANViz [175]. The adversarial process provides an

additional layer of complexity, due to the presence of two neural networks: the generator G,

which produces new data samples, and the discriminator D, which learns to distinguish be-

tween real data samples and those generated by G. The aim of this paper was to provide a

visual tool for use by domain experts, to understand a range of features of G and D separately

during the training process. They also introduced a visual design, TensorPath, to provide in-

sight into the workings of neural networks. Since this is a general approach, it can be applied

outside the context of GANs. The same year, an additional paper was published providing an

alternative visual analytics system known as GAN Lab [68]. The main difference between this

and GANViz is that the tool aims to explain GAN training to non-experts, and does so in an

interactive manner in a web browser. The researchers used Tensorflow.js Core, an in-browser

GPU-accelerated deep learning library developed by Google, to allow training of complex

GANs in the web browser.

Combining Models or Explanation Approaches Going beyond individual visualisations or

visual analytics tools, there have also been other approaches that combine understanding using

various approaches. In some cases, such as the work by Ren et al. [133], this involves the

comparison of various classifiers on the same task. They propose a tool called Squares which

allows a user to distinguish two classifiers that may have a similar accuracy score, but perform

in different ways. For each class, the tool allows the user to explore data points which were

correctly or incorrectly labelled by the model as being in that class, as well as data which was

incorrectly labelled as not being in that class. In other cases, such as the explAIner framework

presented by Spinner et al. [152], this can involve the combination of multiple explainability

methods in a single process, such as LIME and DeConvNet as just two examples.

Though we develop our own approaches to explainability, these implementations of inter-

pretable information in visualisations are useful references in the design of a future visual an-

alytics system that could incorporate the findings of our explainable community finding work,
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as well as in the design of our novel visualisation technique for fitness landscape analysis.

Some approaches generate particularly relevant insight, such as the use of DAGs to provide

graphical representations. In our work on fitness landscape analysis, we also explore the use

of a graphical representation for landscapes in continuous space. Similarly, the end-to-end

visual analytics tools provide inspiration for how the findings of our explainable community

finding work could be applied in future work. Although the community finding algorithms we

focus on are not themselves dependent on deep learning, our aim to identify highly predictive

interpretable features is closely related to approaches such as SHAP and LIME which quantify

feature importance in deep learning models, and whose outputs are visualised in tools such as

the explAIner tool.

Having established this foundation of literature in post-hoc explainability and visualisation,

we now turn our attention in the next sections to our specific domains of interest where we

intend to apply such techniques: social network analysis, and fitness landscape analysis.

2.2.3 Social Network Analysis

The first field where we aim to apply the principles of explainability is network analysis. Al-

though there has been little work on explainability for problems in this field, there is a wealth of

existing literature on the problems themselves, and their solutions. In particular, for our work

we have focused on the community detection problem, an important task in understanding the

structure of networks [43]. Community detection algorithms assign nodes of a network to

communities, where nodes belonging to the same community are densely connected by edges

and those belonging to different communities are more sparsely connected. Outside of this

vague understanding of what contributes a community, algorithms developed to identify them

use a range of more precise definitions, and there is no one universal approach. One of the

more common metrics with which communities are defined is modularity, which is defined as

follows for a weighted graph, G = (V,E):

Q =
1

2m ∑
i j∈V

[
Ai j −

kik j

2m

]
δ (ci,c j)

where m is the sum of all edge weights in the graph; Ai j = 1 if i and j are connected by an

edge and 0 otherwise; ki and k j are the degrees of nodes i and j respectively; ci and c j are the

community labels of nodes i and j respectively; and δ (ci,c j) = 1 if these communities are the

same, and 0 otherwise. Intuitively, this represents the mean difference between the number of
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edges we observe connecting nodes in a community and the expected number of edges within

this community if they were distributed randomly. Therefore, a high modularity encapsulates

our understanding of what makes a community: regions of the network where we see a higher

density of connections.

Typically, nodes belong to a single community, making the community assignment of all

nodes a partition, however there are some algorithms which can assign a single node to multiple

communities [122]. For our work, we focus on those algorithms which partition nodes and

therefore do not explore literature on overlapping communities any further.

To our knowledge, explainability of these community detection algorithms is an area which

has so far received little attention. The study by Bothorel et al. [16] proposes a methodology

to describe results of the community detection algorithm to non-experts, however this differs

from ours in that their aim is to assist in making a choice of algorithm for a particular problem,

not to specifically explain the algorithm’s results. In generating this explanation, we focus on

the identification of highly predictive, interpretable network features. In this case, we use inter-

pretable to mean those features which are easily recognised and understood by social network

analysis experts. An extensive survey of state-of-the-art network features which are in com-

mon use is provided by Chakraborty et al. [23], which we referred to when selecting features

for our studies. Simple features which quantify the quality of a community are categorised

in this survey into those which are based on internal connectivity of the community i.e. the

number of edges within the community, external connectivity i.e. the number of edges outside

the community, or a combination of the two. We make use of features of all of these types in

the work of this thesis. We also incorporate the usage of features which aim to quantify the

importance of individual nodes, known as the node’s centrality. The full list of features used

for each experiment are defined in the relevant chapters (Chapters 3 and 4).

In order to develop our explanations for community detection, we also rely on the notion

of a node’s ease of clustering. Nodes which are easy to cluster are those which are consistently

assigned to the same community, while a node which the algorithm finds it hard to cluster

will oscillate between two or more communities across successive runs. Existing literature in

this vein originates in papers unrelated to networks and community finding, but focused on

more general clustering algorithms, e.g. k-means clustering [12, 170]. Other works have also

addressed the consistency of community finding algorithms [24, 44], though are less directly

relevant as they do not relate this to the ease of clustering individual nodes. Similarly, some

work has aimed to develop explainability for a problem in clustering algorithms [96, 112].
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Despite the lack of existing literature on using features of networks for explainability, our

approach is similar to some previous works which use community quality metrics to evaluate

community finding algorithms [29, 120, 181]. Some previous literature has also explored the

use of network annotations to provide a better understanding of community memberships.

In contrast, in our work we focus on scenarios when such additional network metadata is

unavailable [116]. Features of networks have also been used in visual analysis approaches such

as the work by von Landesberger et al. [169], where many graph features similar to the ones

we have chosen are incorporated into a visual analytics system to provide information about

various smaller components of a larger graph. The feature importance information found by our

approach could be incorporated into a similar system in the future, for example by highlighting

those features which are most relevant for a particular task the researcher is interested in. We

do not apply our findings to the development of a visual analytics technique, but envisage that

this work could be done in the future.

Although we have previously introduced the community detection algorithms we will use

for our experiments in Section 2.1.2, we place these within context of other well-established

community detection approaches here, and continue by exploring those approaches at the in-

tersection of community detection with machine learning. Finally, we introduce benchmarks

typically used for evaluating community detection approaches.

2.2.3.1 Community Detection Algorithms

The literature on community detection is well-established, with many previously proposed al-

gorithms which address this problem. Those which we use for our experiments have been

established in detail in Section 2.1.2; we will now provide additional context on the field of

community detection, and how our chosen algorithms fit into this landscape. Among the most

well-known is the algorithm proposed by Girvan and Newman [51]. This algorithm takes a

divisive approach, meaning that edges which connect nodes belonging to different commu-

nities are iteratively remove, so that communities become disconnected. In the case of the

Girvan and Newman algorithm, edges are removed according to their centrality, a class of

metric which estimates the importance of that edge according to some property. In their case,

they used three variations on the betweenness centrality, which measures the frequency of the

edge’s participation in a certain process. Some variations on this approach have since been

proposed [131, 162], and there are other algorithms which also take a divisive approach [129].

Nevertheless, the original algorithm of Girvan and Newman remains one of the most popu-
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lar [43].

In the development of the Girvan-Newman algorithm, they proposed a new measure known

as modularity to use as a stopping condition for the iterative process. Modularity is a measure

of the density of connections within a cluster relative to the density of connections between

clusters, essentially quantifying the concept of a community. Therefore, it has since become

a central concept for many more community detection algorithms [26, 28, 33, 172]. Among

these is the Louvain algorithm, proposed by Blondel et al. [13]. This algorithm uses a greedy

approach, starting with individual nodes and combining them into clusters if it results in a

modularity increase, before iterating on this process repeatedly. Other greedy algorithms were

also proposed which the Louvain algorithm outperformed [26, 172], however it has since been

shown that a flaw in the Louvain algorithm can cause it to yield arbitrarily badly connected

communities and the Leiden algorithm [161] has been developed to remedy this.

The Infomap method, developed by Rosvall and Bergstrom [137] and among those intro-

duced for our experiments in in Section 2.1.2, is similar to Louvain though does not depend

on modularity, instead using their map equation in the objective function. Finally, the label

propagation algorithm [130] uses a different approach to those above where every node is ini-

tially assigned a unique community label, and these labels are propagated through the network

where. The algorithm is less computationally expensive than some other approaches.

The traditional algorithms described above all typically rely on iterative processes which

calculate metrics on nodes, edges or clusters of nodes in the network. Some more recent

work has attempted to solve the community detection problem using modern deep learning ap-

proaches, such as the paper by Yang et al. [182] which uses auto-encoders to identify commu-

nities based on modularity or the CommunityGAN paper by Jia et al. [66], which uses GANs to

identify community structure. Research in this area is ongoing and faces challenges, including

those relating to scalability, and the requirement to know the number of desired communities

in advance. A full survey of methods for community detection using deep learning is presented

by Liu et al. [92]. Some of the most recent relates to the usage of graph neural networks for

community detection, a class of techniques that address the challenges and opportunities of

both graph mining and deep learning. The paper by Shchur et al. [149] introduces an approach

which integrates a Bernoulli–Poisson probabilistic model with a graph convolutional network

(GCN), however this approach identifies overlapping communities, which is beyond the scope

of our work. In general, these deep learning approaches offer an alternative perspective on

the community finding problem. We briefly acknowledge these here due to the importance of
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deep learning in the field of AI, and because the black-box nature of deep learning approaches

has been a motivating factor in the development of explainability approaches. However, we

focus on more traditional techniques, since they are more well-established and consider the

application of explainability to deep learning approaches for community detection an element

of future work.

2.2.3.2 Community Detection Benchmarks

Some basic examples of networks with communities have existed as benchmarks since the

70s, including the well-known karate club network [187], which demonstrate the importance

of community detection in social networks. Additional benchmark networks were introduced

in the same paper as the community detection algorithm of Girvan and Newman [51]. More

recently, the LFR benchmark algorithm, introduced in detail in Section 2.1.2, has been de-

veloped to generate synthetic algorithms with ground-truth communities [86]. This approach

features heavily in the work of Chapters 3 and 4, where we use it to generate a large number of

networks on which to evaluate interpretable features for post-hoc explanations.

Existing work on comparing the performance of several algorithms on these graphs has

guided our choice of algorithms and data for the experimental evaluation of our proposed fea-

tures. In a subsequent paper [84], the performance of several well-known community finding

algorithms is compared on this benchmark data. Lee and Archambault [88] find that humans

behave in a similar way to Lancichinetti et al. when observing their own social network, con-

firming that the Infomap, Louvain and Girvan-Newman algorithms were the best-performing.

Previous work in computational social science has also compared the performance of commu-

nity finding algorithms on real networks [30, 50, 125].

We have now introduced the key elements of social network analysis which are relevant

for the work of this thesis, including the traditional community finding approaches we aim

to explain, and the benchmarks we use for our experiments. Future work may also consider

the more recent attempts to apply deep learning to community detection. We now turn to the

second of our domains of interest for applying explainability: fitness landscape analysis.

2.2.4 Fitness Landscape Analysis

The second field where we aim to apply the principles of explainability is optimisation. Previ-

ous work by Bacardit et al. [9] called for the evolutionary computation community to consider

the intersection of their field with explainable AI, highlighting the existence of interest in adja-
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cent fields in the application of explainability. In chapter 6, we focus on the problem of fitness

landscape analysis (FLA), a field where visualisation techniques have already been used to

improve understanding. In particular, our aim is the development of a novel visualisation tech-

nique to complement those which already exist.

2.2.4.1 Existing Techniques in FLA

One of the principal techniques for visualisation within FLA is the local optima network [118]

LON. LONs are designed to illustrate the structure of a landscape as a graph G = (V,E) such

that V is a set of nodes representing basins of attraction (local optima) connected by edges

ei j ∈ E wherein a node vi is connected to v j if they are deemed to be neighbours. In the orig-

inal work by Ochoa et al. [118], neighbourhoods were defined for the specific problem type,

which dealt with binary NK landscapes, which consist of every string of length N when chosen

from a given alphabet. Since that work, LONs have been extended to a wide range of solution

representations and problem types (including multi-objective [40]). In the case of continuous

problems, which are the focus of our work, a variant of the discrete LON formulation was pro-

posed in which the distance between two nodes was used to identify neighbours [2]. Figure 2.2

illustrates a LON constructed for a 5D instance of the Rastrigin problem. Concepts from LONs

have since been extended to formulate search trajectory networks (STNs) [117]. Since map-

ping the search process of an evolutionary algorithm through the space is beyond the scope of

our work, we do not consider STNs further.

Inspiration for our approach comes from existing literature in the visualisation community

on extrema graphs [62, 63]. Extrema graphs, used in volume visualisation, provide a structure

to extract isosurfaces automatically from volumes. Two-dimensional surfaces are defined in

three dimensions, similar to the one-dimensional contour lines on a map, that separate areas of

higher density from areas of lower density in the volume. In isosurface extraction, the graphs

are usually embedded in three dimensions, but that is not always the case for visual landscape

analysis. Therefore, for the purposes of landscape analysis, we visualise the calculated extrema

graph directly through dimensionality reduction of the maxima/minima along with samples

along the edges between them.

2.2.4.2 Dimensionality Reduction

Dimensionality reduction takes data in high dimensional spaces and maps them down to lower

dimensional spaces which for visualisation is often two dimensions. Multidimensional scaling
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Figure 2.2: An example image of a LON, a prominent visualisation technique for fitness landscape anal-
ysis. This LON represents the Rastrigin function with 5-dimensional decision space using the default
settings from Adair et al. [2]. The dark red node represents the global minimum. The series of red nodes
show the basin of attraction for the global minimum, while other blue nodes represent basins for local
minima. Arrows are also included showing the direction of travel in the basin-hopping algorithm used
to construct the LON.

approaches [18, 27, 32, 81, 165] are one type of these methods which optimises distances be-

tween points in the low dimensional space so that they are representative of distances in the

high dimensional space. MDS minimises a cost function called “stress”, which is a residual

sum of squares:

StressD(x1,x2, . . . ,xn) =
√

∑
i ̸= j=1,2,...,n

(di j −||xi − x j||2)

where D is the proximity matrix, with di j representing the distance between points xi and x j.

MDS has previously been used in other approaches to embed search spaces for visualisation,

such as in the work by Michalak [105]. However, our work differs in the use of a graphical

representation. In addition, MDS has been used to visualise high-dimensional spaces in many-

objective optimisation, presenting trade-off surfaces for problems comprising four or more

conflicting objectives [173, 174]. Later work considered the visualisation of a multi-objective

optimiser’s route through the search space in a way that enabled landscape characteristics to be

inferred from optimiser behaviour.

It is worth noting that dimensionality reduction is also a commonly used technique for

visualisation of deep learning methods. For example, in the work by Rauber et al. [132] they

project the learned representations of hidden layers of neural networks for visualisation. Deep

learning has also been used to improve upon existing dimensionality reduction techniques by
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Espadoto et al. [37]. Although the work of this thesis does not focus on the explanation of

deep learning methods, these works demonstrate dimensionality reduction as a well-established

technique for visual explanations which we adopt in our work on fitness landscape analysis.

Dimensionality reduction and visualisation approaches such as extrema graphs and LONs

comprise the most essential elements applicable to our work on developing a novel visuali-

sation approach for fitness landscape analysis, the second of our two domains of interest for

explainability. To conclude the background and related work, we now give consideration to

uncertainty quantification, a collection of approaches closely related to, though generally con-

sidered separate from, explainability techniques.

2.2.5 Uncertainty Quantification

In this final section of the related work, we draw our attention to the literature on uncertainty

modelling and prediction interval generation in machine learning, which is well-established.

We first explore the prominent techniques within the field, before commenting on the relation-

ship between uncertainty quantification and explainable AI, including references to existing

works that have addressed this interaction.

In general, neural networks are subject to both model-dependent errors, and data-dependent

errors, leading to classification of uncertainty into two types: systemic uncertainty (caused by

errors from the model) and aleatoric uncertainty (caused by variation in the data) [61]. Model-

dependent errors are caused by an insufficient model, a faulty training procedure, or a training

set which is not representative of the underlying distribution. Data-dependent errors are caused

by the information loss which occurs when we try to represent real phenomena with a dataset.

A thorough classification of uncertainty modelling methods can be found in the survey by

Gawlikowski et al. [49]. One of the first approaches, Monte Carlo (MC) Dropout, uses dropout

as a Bayesian approximation [47]. These dropout layers are activated randomly several times

during inference to generate a sample distribution from which the prediction can be estimated

and a bootstrapped confidence interval computed. Deep Ensembles [83] were inspired by MC

Dropout but differ slightly in that duplicate neural networks are used in parallel in place of

random dropout activations. The duplication of neural networks required by Deep Ensembles

mean that MC Dropout has a lower computational complexity. More recent work by Wenzel et

al. [178] proposed the hyper deep-ensemble which displays an even greater performance, with

a greater computational cost. DropConnect [108] is another uncertainty modelling method

similar to MC Dropout, but differs in that incoming activations to a node are randomly dropped
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rather than dropping activations for all subsequent nodes.

The above methods focus on model, or epistemic, uncertainty [61]. One of the simplest

ways for modelling aleatoric, or data, uncertainty is by using quantile regression [77]; an-

other is through the use of conformal methods [146]. The former method is a broad class

of approaches whereby a regression technique is used to predict not the expected value of a

response variable, but a given quantile. For example, if the given quantile is 0.4, the regres-

sion model is trained to predict an output such that the true label is less than this output 40%

of the time, and greater than the output 60% of the time. This approach can be combined

with conformal methods through conformalised quantile regression [136]. Conformal methods

are typically combined with another uncertainty quantification approach in the following way.

Alongside classical training, validation and test sets, a segment is selected from the data to

be the calibration set. The performance of the quantiles is evaluated on this calibration set,

and a calibration value is then calculated which should be added or subtracted to all quantile

predictions to mitigate errors.

These methods are well-established, but many other recent methods have been proposed

and this remains an ongoing area of research. One limitation is the assumptions made about

data distributions, something which is highly relevant for our work on social media content

popularity where the distribution of received views is highly unusual. In their paper, Khosravi

et al. [72] propose the LUBE (lower upper bound estimation) method to circumvent this issue.

Another recent paper by Pearce et al. [124] further built upon this work with their quality-

driven prediction intervals. In both cases, an objective function is designed to minimise the

width of a prediction interval while maximising its accuracy (i.e. the number of true labels

which fall within the predicted upper and lower bounds). In the latter case, they incorporate

both epistemic and aleatoric uncertainty into their predictions, while LUBE tackles only the

latter. Salem et al. [143] further built upon this by introducing a prediction interval model

which additionally generates predictions of the expected value.

One of the most recently proposed methods, NOMU (Neural Optimization-based Model

Uncertainty) [57], similarly uses an approach where multiple values are predicted by the neu-

ral networks, however in this case, the aim is to predict the expected value and the model

uncertainty rather than the expected value and the bounds. For this reason, this approach de-

liberately separates the impact of model uncertainty from that of the data uncertainty, allowing

for the two to be disentangled.

In our work, we apply uncertainty quantification to a problem in predicting information
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cascades, specifically the cascade of views received by an item of social media content. In this

domain, we aim to predict the number of views a piece of content will receive over a given

time horizon, based on features of the content such as the popularity of the user who posted

it, the location the content is posted in, and features of the content itself, such as word em-

beddings for text contained in the content. Uncertainty quantification applied to this problem

would provide beneficial additional information, as a single number prediction for the num-

ber of views is likely to be inaccurate, where upper and lower bounds may give a better idea

of the possible range of views. Perhaps surprisingly however, uncertainty modelling has re-

ceived little attention in the recent literature on predicting information cascades, with a few

exceptions [179, 180, 192], which have focused on applying variational auto-encoders to mine

rich representation from structural, temporal and content properties of information cascades.

Nevertheless, even this existing literature does not address the problem of social media con-

tent popularity, which is of particular interest to social media platforms. We anticipate that the

problem of predicting numbers of views will be particularly challenging due to the unusual

skewed distribution found in content popularity.

2.2.5.1 The Relationship of Uncertainty Quantification to Explainability

Uncertainty quantification is not itself usually considered to be a method for explainability. In-

deed, many models which aim to quantify the degree of uncertainty in a prediction may them-

selves be black-box approaches, for example the neural network used in MC Dropout [47].

In fact, in the LIME paper [135], introduced in section 2.2.1.1, the lack of quantification of

uncertainty on methods such as permutation importance is highlighted as a challenge for ex-

plainability. Nevertheless, uncertainty quantification shares some goals with the development

of explainable AI. In the paper by Seuss [145], it is observed that "while the methods of Ex-

plainable AI try to show the way to the decision, the methods of Quantification of Uncertainty

try to give a realistic evaluation regarding the reliability of the decision." Thus, both explain-

ability and quantification of uncertainty are highly important for robust decision making, a

process which AI is designed to assist with. Some work explores how models can be designed

with both uncertainty and explainability in mind [25, 67, 103, 189], for example by applying

explainability approaches to models which can generate an estimate of uncertainty, or by esti-

mating the uncertainty of feature importance scores.

In this thesis, we tackle the quantification of uncertainty in a different setting to those

where we aim to apply explainability techniques, but unite this work under the common theme
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of improving trust in complex algorithms for social network problems. For the earlier work of

Chapters 3 and 4 where we use feature importance scores, we tackle the lack of uncertainty

quantification by calculating them on a range of training datasets and performing statistical

analysis to ascertain confidence intervals for the true importance of a feature.

2.3 Design Choices

We conclude this chapter by summarising the design choices we have made in light of the

available literature, and clarifying the reasoning behind those choices within the context of our

specific problem applications.

Explainable Community Finding In Chapters 3 and 4 we focus on the community detection

problem, where we develop a novel methodology to identify features of importance which can

be used to explain the output of community finding algorithms, from two different perspectives

in the respective chapters. In doing so, we first select existing feature importance scoring

methods to use within our methodology: permutation importance and SHAP. The former has

been chosen as it is one of the simplest and most computationally inefficient approaches to

implement, while the latter provides the beneficial theoretical guarantees of Shapley values,

i.e. the four “fair payout” properties. Since the models we use in this thesis which require

explanation are random forests, we use the TreeSHAP approach. The benefit of using this over

other Shapley value approaches are its specific design for tree-based models, and the saving on

computational cost.

For one of our classification tasks, we distinguish nodes which are “easy to cluster” from

those which are “hard to cluster”. We have chosen to centre our definition of a node’s ease

of clustering on its entropy in a coassociation matrix. Entries in the matrix describe how fre-

quently two nodes are clustered into the same community. The concept of a coassociation

matrix describing the relationship between pairs of nodes was derived from work proposed by

Strehl [154]. In a similar approach, consensus clustering is explored for determining commu-

nity structure over successive runs of the algorithm [85].

In our first experiments demonstrating this novel methodology, we then focus on generat-

ing explanatory information for the Louvain algorithm, the Infomap algorithm, and the label

propagation algorithm. For the approach that we developed, we required algorithms which

were stochastic with notable variation in results across several runs. These are particularly in-

teresting from an explainability perspective as the user may wish to understand why one output
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was observed the first time the algorithm is used, while a different output is seen on another

occasion. The version of our methodology presented in this thesis also required us to select

algorithms producing partitioned communities where nodes belonged to only a single commu-

nity. We selected these three algorithms in particular as they have been widely employed in

the literature and also since each algorithm differs considerably in terms of the objective which

it attempts to optimise. Thus, analysing the results with these three algorithms would allow

us to see how dependent the results are on the objective of the algorithm itself. The previous

work by Lee and Archambault [88] which found that humans behave in a similar way to Lanci-

chinetti et al. [84]. when observing their own social network also confirmed that the Infomap,

Louvain and the Girvan-Newman algorithms were the best-performing. This further guided

our decision to include Infomap and Louvain in our experiments.

Though community detection approaches exist which are based on deep learning tech-

niques such as graph neural networks, we chose to focus our research on these traditional

algorithms instead. Choosing the best performing algorithms is not of interest, as our focus is

on improving explainability rather than optimising for the community detection problem. In

this case, the Louvain algorithm, the Infomap algorithm and the label propagation are all in

common usage and can benefit from the development of explainability approaches to aid the

researchers who are working with them. They also differ from other approaches within ma-

chine learning for which explainability techniques have already been developed, particularly

in that they don’t make use of a feature matrix, thus requiring a new approach to be developed.

This makes them a strong candidate to be the subject of novel explainability research.

Our experiments allow us to identify which features from a longlist are the most infor-

mative for explaining the outputs of these algorithms, however, as they do not use a feature

matrix, we selected this longlist ourselves. Our choice of features was informed by the survey

by Chakraborty et al. [23], however, as our choice of features is restricted to those required for

the experiments of a specific chapter, we have chosen to provide the full list of definitions in

Chapters 3 and 4 themselves. These can be found in Sections 3.1.1 and 4.1.3.

Regarding our choice of data, we have chosen to focus on synthetic networks generated by

the LFR benchmark algorithm as it allows us to generate much larger datasets than are readily

available elsewhere in the literature. In particular, large datasets of real networks are in low

supply, and the LFR benchmark aims to generate synthetic networks which closely simulate

the structure of real-world networks. In addition to this benefit, using the LFR generator allows

us to vary the mixing parameter, µ , to observe the effect that the degree of community mixing
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has on the results.

Uncertainty Quantification In Chapter 5, we focus on the problem in social networks of

predicting popularity of social media content. Although elsewhere in this thesis we use ap-

proaches which are not dependent on black-box deep learning models, for this task we do

employ the use of neural networks, as the benefits of explainability are dependent on the needs

of users. In this case, researchers at Meta working on this problem use deep learning as it

is a highly complex problem, for which they employ thousands of features and invest a large

research allocation into developing the most accurate models possible. For this use case, a

simpler model would not perform as well, so we instead apply uncertainty quantification to

improve the general understanding of the model predictions, an approach which is beneficial

due to the lack of information gained when making a point prediction for a regression problem

where outputs take such a large range of values.

In the first case, we apply well-established approaches MC Dropout [47] and quantile re-

gression [77]. We chose these as they are two of the most commonly used and well-researched

approaches to uncertainty quantification, and also because they represent modelling of the two

different uncertainty types - aleatoric and epistemic uncertainty. MC Dropout was chosen over

other more computationally demanding approaches such as deep ensembles [83], which are

less scalable in storage. Preliminary experiments were also done with quality-driven predic-

tion intervals introduced by Pearce et. al [124], though we did not develop this approach as it

performed poorly with our dataset, which has a highly unusual distribution. Recent advances

in parallel work have led to new methods for prediction interval generation [57,72,143] which

could be considered in future work.

Fitness Landscape Analysis In Chapter 6, we develop our extrema graphs visualisation ap-

proach as a complementary one to the LON [118]. In doing so, we make use of the extrema

graph approach first seen in isosurface extraction in volume visualisation, where transitions are

captured between both maxima and minima embedded in two dimensions through dimension-

ality reduction techniques. Our choice to use dimensionality reduction for visualisation was

made in order to represent information for a high number of dimensions easily, providing a

different perspective to that seen in the classic LON. In particular, we use multidimensional

scaling (MDS) for our prototype, though another approach could be easily substituted. Our

reasoning behind this choice was that MDS preserves relative distance, which would allow

global information to be represented in the visualisation as well as local interactions.
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2.4 Summary

In this chapter, we have placed our work into the context of existing literature from various

fields which are relevant to the work of this thesis, including post-hoc explainability, visuali-

sation, social network analysis, fitness landscape analysis, and uncertainty quantification. Our

work shares the philosophy of both explainable AI and uncertainty quantification: that the in-

formation used to make decisions on the basis of black-box algorithms must be trustworthy and

well-understood. It therefore draws upon ideas from both fields. The domains of application

where we focus our attention are those where either social networks or systems play a key part,

or where network science can be applied to bring novel insight. In the upcoming chapters,

we explore several such applications where explainable AI or uncertainty quantification can be

applied.

The first of these, in Chapters 3 and 4, is the community detection problem, a problem

which belongs to the field of social network analysis. Here we apply existing post-hoc ex-

plainability techniques to identify interpretable features which can be used in visual analytics

systems in the future. The second application we explore is the prediction of content popularity

on social media platforms. In this setting, we analyse how existing uncertainty quantification

approaches perform in the face of the skewed distribution found in social systems. This anal-

ysis can be found in Chapter 5. Finally, we develop a novel visualisation approach which

makes use of network structure to aid understanding of fitness landscapes, and present this

in Chapter 6. While we explore three different applications, in all cases our goal is develop

methodologies which are able to improve the understanding of outputs from black box systems.

In all cases, we take inspiration from more than one field explored in the reported literature of

this chapter. Therefore, these various solutions are tied together thematically, even where they

tackle different problems.

This concludes our exploration of the themes which are present throughout the thesis, and

of the existing literature of greatest relevance to those themes. We will now begin, in the next

chapter, by applying post-hoc explainability to the problem of community detection.
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Chapter 3

Explainable Community Finding

Although explainable AI has primarily focused on applications in machine learning, complex

algorithms are also used to generate insight and solutions to challenging problems in other

fields. The first of these which we focus on is social network analysis. As well as being highly

complex, these algorithms can also be stochastic, leading to results that vary across multiple

iterations. For these reasons, issues relating to interpretability and trust which pervade machine

learning are also present in the field of social network analysis.

One such problem which can be solved using complex, often stochastic algorithms, is

that of community finding, or community detection. In this setting, communities are loosely

defined as sets of nodes in a network which are densely connected by edges, while having more

sparse connections to other nodes of the network outside of the community. Communities

may overlap, though many common community detection algorithms partition the nodes into

distinct sets. Such algorithms normally try to optimise a quality function, usually through a

heuristic. Nevertheless, this process can be lengthy and convoluted, especially for networks

with many nodes and edges, leaving even experts unable to obtain a deep understanding for the

reasons why nodes have been clustered into certain communities.

Therefore, we propose the use of existing explainability approaches from machine learning

applied to this problem setting in social network analysis. In particular, we focus on the iden-

tification of interpretable features, and the evaluation of their relative importance in a given

community detection problem. The benefit of this approach is that features familiar to domain

experts can be chosen such that explanations are tailored to their specific understanding. Here,

we focus on social network analysis experts as the domain experts in question, and therefore

consider common network analysis metrics as potential interpretable features.
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In this chapter, we present a methodology for identifying those interpretable features from

a given longlist which are best able to explain the outputs of community detection algorithms,

as well as an application of this methodology to three well-known approaches: the Louvain

algorithm [13], the Infomap algorithm [137], and the label propagation algorithm [130]. When

applying our methodology, we utilise the LFR benchmark graph dataset generator, proposed

by Lancichinetti et al. [86] to prepare a dataset of graphs on which to evaluate the longlist of

interpretable features. This generator creates graphs with ground truth community labels on

each of the nodes according to a mixing parameter, µ , which introduces noise to the communi-

ties relative to its value. For low values of µ , the communities remain well separated and thus

easy to detect, but as the mixing parameter increases, communities become harder to identify.

This allows us to vary community mixing for our experiments.

We conclude with a discussion of the insights gained from this analysis, where we find that

the same features are identified across the three algorithms on LFR graphs. At the single node

level, these features were: clustering coefficient; triangle participation; eigenvector centrality;

and expansion. At the node-pair level, these features were: the Jaccard coefficient; the cosine

similarity; and to a lesser degree, the maximum betweenness centrality of an edge along the

shortest path between the two nodes. All of these features are defined in section 3.1. The

work of this chapter is based on our paper published in the Springer journal Applied Network

Science [140].

3.1 Problem Formulation

Due to their widespread adoption and suitability for our proposed methodology, in our experi-

ments we focus on stochastic algorithms, where the community structure can change between

successive runs, and on algorithms which find node partitions (i.e. each node belongs to exactly

one community). Extending our approach to algorithms which generate overlapping commu-

nities will require additional steps, so we reserve this for future work, which is expanded in

section 7.1. As the intention is to identify features which contribute intuitive understanding,

our emphasis is on selecting features which are simple and easily understood to end-users,

though specifically those with social network analysis expertise. We propose a model-agnostic

methodology which can be adapted to any stochastic algorithm of interest; however, we test it

here on three in particular.

We distinguish between two “levels” of graph feature, allowing for understanding of the

nodes’ community membership from two different perspectives. The first of these is at the
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node-level. Features at this level are calculated for individual nodes of the graph, with the aim

to understand the community membership of that specific node. To motivate this problem in

a social network context, suppose a node is occasionally classified as belonging to a commu-

nity on certain runs of a community finding algorithm, where this community is of particular

interest to the researcher as members are presumed to be more likely to share inappropriate or

dangerous content on a social media platform. Understanding why this node has this varying

classification would be important as this classification is not certain and could have important

repercussions for the individual. The second is at the node-pair-level, where features are cal-

culated for pairs of nodes. The aim is to understand why two nodes belong to either the same

or different communities. If one node is identified as belonging to a community of interest and

the other is not where the two appear to be quite similar, it could be interesting to understand

what distinguishes the two.

In this work, we use a large number of synthetically-generated graphs to verify our ap-

proach. We employ the use of synthetic data to ensure the results are not a consequence of the

characteristics of a single network (as real data is sparsely available). However, with the aim to

apply these results to real data in the future, we use a synthetic generation process which can

closely mimic the observed structure of real-world networks. Specifically, the synthetic graphs

were generated using the implementation of the LFR benchmark algorithm [86] in NetworkX.

An additional benefit of this approach is that existing work has already evaluated the perfor-

mance of community finding algorithms on LFR graphs. We use several values of the LFR

mixing parameter µ in order to ascertain whether the separation of the communities affects the

identified features.

Our approach is to identify a longlist of features at both the node-level and the node-pair-

level. We then use these features as the input data for a classification task, and extract the most

informative features using both permutation importance (Algorithm 2.1) and Shapley values

for our trained model. Since Shapley values are computationally expensive to calculate in

the original closed-form definition [148], we use the high-speed estimation approach, Tree-

SHAP, to approximate these [98]. Permutation importance values were preregistered in our

statistical analysis report and subsequently used during our pilot study (described in the later

section 3.2.2), so we therefore report these as the main results and perform further statistical

analysis on these alone. However, Shapley values are well known among the explainability

community, and are known to have mathematically desirable properties for producing expla-

nations. Thus, we include experiments using this approach as additional results to support
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the findings from the permutation importance experiments and verify that the drawn conclu-

sions are largely invariant to the explainability metric chosen. Henceforth we will refer to both

permutation importance and Shapley values as “importance scores”.

Since some of the features in our longlist depend on nodes’ community labels, for example,

the number of edges a node shares with members of its community, we calculate these from

many runs of the community finding algorithm using a mean average. Although we have access

to ground truth communities, we use those identified by the community finding algorithm for

the following reason. When providing explanations for community membership, it is likely to

be clearer why a node has been assigned to a community by an algorithm when analysing its

presence in that community, rather than a ground truth community which was unknown to the

algorithm. If the feature does not depend on community label, such as the degree of the node,

it can be directly calculated.

As stated in the related work in Chapter 2, we consult the survey by Chakraborty et al. [23]

to inform the selection of features which are widely adopted, state-of-the-art metrics for com-

munity evaluation such that they can be easily recognised and interpreted by experts on network

analysis. We now provide definitions for the full list of features selected for evaluation in these

experiments below.

3.1.1 Node Features

For a graph G = (V,E) with V denoting the set of nodes and E the set of edges, the node-level

features we have selected are defined as follows for a node i ∈ V , where i is a member of the

community C ⊂ V . Figure 3.1 provides illustrative examples to assist with intuition of these

definitions.

• Degree: The number of edges adjacent to i, deg(i). For the red node in Figure 3.1A, the

degree is 4.

• Ein: The number of edges adjacent to i within its community. Adapted to a single node

from the original definition by Radicchi et al. [129]. For the red node in Figure 3.1B,

where the green nodes are those within its community and the grey nodes are those

belonging to other communities, Ein is 2.

• Eout : The number of edges adjacent to i which connect it to nodes outside its community.

Adapted to a single node from the definition by Radicchi et al. [129]. For the red node in

Figure 3.1B, where the green nodes are those within its community and the grey nodes
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A. Degree B. Ein and Eout C. Shortest Path

D. High Clustering Coefficient E. Triangle Participation F. High Betweenness Centrality

G. High Eigenvector Centrality H. High Closeness Centrality

Figure 3.1: Illustrative examples to aid with intuition behind node feature definitions. Reference nodes
and edges are highlighted in red.
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are those belonging to other communities, Eout is 3. Note that Ein+Eout = deg(i), which

for the red node is 5.

• Ein over Eout : For a given node, the ratio of the number of edges connecting it to other

nodes within the same community, relative to the number of edges it has to nodes in

other communities:
Ein

Eout

If this metric has a value greater than 1, there are more edges connecting the node to

its own community; if it has a value lower than 1, there are more edges connecting it to

nodes outside its own community.

• Out Degree Fraction (ODF): Adapted to a single node from the definition by Flake et

al. [41], this is the ratio of edges connecting node i to nodes in other communities,

relative to its total degree:
Eout

deg(i)
This metric has a maximum value of 1, indicating that all the node’s edges connect it to

nodes outside of the community. The lower the value, the more of its edges connect it to

members of its own community, down to a minimum value of 0 when all edges connect

it to its own community.

• Expansion: Adapted from the definition by Radicchi et al. [129], this is number of edges

from a single node i to nodes assigned to other communities, normalised with respect to

the number of nodes in the same community as i:

Eout

|C|

High values indicate that the node has a large number of connections outside the com-

munity relative to the size of its own community, i.e. that it “expands” the wider circle of

connections the community has. Lower values indicate that the node has a small number

of connections outside the community relative to the size of its own community.

• Cut Ratio: Adapted to a single node from the graph cut measure discussed by Fortu-

nato [43]. As with the metric above, this considers the number of outgoing edges from

i to other communities, but in this case normalised with respect to the number of nodes

not in the same community as i:
Eout

|V |− |C|
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High values indicate that the node is connected to a high proportion of the nodes outside

its community, while low values indicate that the node is connected to a low proportion

of the nodes outside its community.

• Conductance: Adapted to a single node from the clustering objective described by Shi

and Malik [150], this measure is the ratio between the connections for node i within its

community and its total number of connections:

Eout

deg(i)+Ein

• Average Shortest Path: The mean of the shortest path lengths from node i to all other

nodes in the graph. An example of one shortest path is shown for two nodes in Fig-

ure 3.1C. A low value indicates that the node is central within the graph, and is not

distanced by a large number of edges from any other node. A high value indicates that

the node is far away from the centre of the graph, and is distanced from several other

nodes by a large number of edges.

• Triangle Participation: Let ci be the number of nodes with which node i shares a com-

mon neighbour within its assigned community. Then triangle participation is given by

the fraction:
ci

|C|
In Figure 3.1E, the red node shares a neighbour with 3 of its 5 neighbours; the other 2 are

connected only to the red node. Therefore, it has a triangle participation of 3
5 = 0.6. A

high value of triangle participation means that the adjacent nodes in the community are

all highly connected; a low value means that the node has several unique connections,

i.e. is connected to several nodes that are not connected to eachother.

• Clustering Coefficient: The local clustering coefficient of a node is a measure of how

close its neighbours are to forming a clique, introduced by Watts and Strogatz [177].

Formally, let Ti be the number of triangles containing i across the whole graph. Then the

clustering coefficient of node i is given by:

2Ti

deg(i)(deg(i)−1)

In Figure 3.1D, the red node has high clustering coefficient as all its neighbours are also

connected to each other. A low value of clustering coefficient would indicate that the

adjacent nodes are not well connected to eachother.
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• Betweenness Centrality: Let σ( j,k) be the number of shortest ( j,k) paths, and σ( j,k|i)
be the number of those paths that pass through i. Then the betweenness centrality of

node i is given by [17]:

∑
j,k∈V

σ( j,k|i)
σ( j,k)

Note that if j = k, σ( j,k) = 1 and if either j or k = i, then σ( j,k|i) = 0. Intuitively, a high

betweenness centrality score for a node often indicates that it holds a bridging position

in a network. Specifically, the shortest path between every pair of nodes is calculated,

and nodes with a high betweenness centrality are those nodes which a high number of

these shortest paths pass through. The red node in Figure 3.1F has high betweenness

centrality.

• Eigenvector Centrality: Proposed by Bonacich [14]. The eigenvector centrality of node

i is the ith entry in the vector x which solves the eigenvector equation:

Ax = λx

where A is the adjacency matrix with node i represented in the ith row/column. Specifi-

cally, the eigenvector solving this equation with the highest eigenvalue is chosen. Based

on the definition above, this measure deems that a node is important if it is connected to

other important nodes. In Figure 3.1G, the red node has the highest eigenvector central-

ity as it is connected to other important nodes in its own cluster, as well as the connected

node in the second cluster.

• Closeness Centrality: Refers to the centrality measure proposed by Freeman [45]. Let

d(i, j) be the length of the shortest path between nodes i and j. Then the closeness

centrality of node i is given by:
|V |−1

∑ j ̸=i d( j, i)

This provides us with an assessment of the extent to which node i is close to all other

nodes in a network, either directly or indirectly. A high value indicates that the node

is close to most other nodes, while a low value indicates that it is distanced from some

other nodes by a large number of edges. The red node in Figure 3.1H has the highest

closeness centrality of all the nodes in the graph.
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3.1.2 Node-Pair Features

Figure 3.2 provides illustrative examples to assist with intuition of these definitions. Given a

pair of nodes (i, j), we define a number of node-pair-level features:

• Shortest Path Length: The least number of edges separating nodes i and j, as defined

to calculate the “average shortest path” node feature above. A low value indicates that

the two nodes are close together, e.g. connected by an edge, or sharing common neigh-

bours. A high value indicates that they are distantly separated by many intermediary

connections.

• Common Neighbours: The number of shared nodes adjacent to both i and j, which we

denote as ni j. In Figure 3.2A, the red nodes share 2 common neighbours, while the

remaining nodes are connected to only one of the two red nodes.

• Max Edge Centrality: The maximum over centralities of all edges along the shortest

path. The edge centrality is defined in a similar manner to betweenness centrality for

nodes [17]. That is, for a given edge e, we compute

∑
j,k∈V

σ( j,k|e)
σ( j,k)

where σ( j,k|e) now refers to the number of shortest paths between j and k passing

through an edge e rather than a node i. Figure 3.2B shows two nodes which are connected

by an edge with high edge centrality, as it participates in many shortest paths across the

whole graph due to its position connecting the two clusters. Therefore, these two nodes

will have high maximum edge centrality. Meanwhile, Figure 3.2C shows two nodes

which are connected by an edge with low edge centrality, as it does not participate in

many shortest paths across the whole graph. Therefore, these two nodes will have low

maximum edge centrality, as this one edge comprises their shortest path.

• Cosine Similarity: Frequently used to measure similarity for textual data, but can also be

applied to assess node-pair similarity in the context of graphs:

ni j√
deg(i)

√
deg( j)

In Figure 3.2A, we have established that the red nodes have 2 common neighbours.

Their individual degrees are 4 and 5 respectively. Therefore, their cosine similarity is
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A. Common Neighbours

B. High Edge Centrality C. Low Edge Centrality

Figure 3.2: Illustrative examples to aid with intuition behind node feature definitions. Reference nodes
and edges are highlighted in red.

2√
4
√

5
= 1√

5
. The higher the cosine similarity, the higher the proportion of neighbours of

the two nodes which are common neighbours.

• Jaccard Coefficient: A common set similarity measure, originally proposed in [64]. In a

graph context, let Γ(i) be the set of neighbours of node i. Then the Jaccard coefficient of

nodes i and j is given by:

|Γ(i)∩Γ( j)|
|Γ(i)∪Γ( j)|

=
ni j

|Γ(i)∪Γ( j)|

A higher value for this measure indicates a greater level of overlap between the neigh-

bours of i and j, relative to their full sets of individual connections. Using Figure 3.2A

again, the union of their sets of neighbours is the whole graph, comprising 7 nodes.

Therefore, their Jaccard Coefficient is 2
7 .
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3.1.3 Classification Problems

For node-pair-level features, there is a simple binary classification problem where nodes are

labelled as belonging to the “same community” or to “different communities”. Although we

have ground truth for this classification, we must use the outputs of the community finding

algorithms to construct our label, in order to ensure that the features we identify as important

reflect the performance of the algorithm itself, which is the thing we aim to explain. Since the

algorithms of interest in our work are stochastic in nature, a pair of nodes may sometimes be in

the same community, while for other runs of the algorithm the pair may not appear in the same

community. Over the course of many runs of a given algorithm, pairs can simply be labelled

as “same community” if they are in the same community for more than half of the runs, and

“different community” if they are in the same community for less than half of the runs. In the

unlikely event they are in the same community for exactly half of the runs, we have chosen

arbitrarily to label them “same community”.

For node-level features, defining a classification problem is harder since, on consecutive

runs of the community detection algorithm, the number of communities can vary, or the com-

munity labels can be permuted. Thus, classifying a node into its “correct” community is

not a well-defined problem. Instead, we propose a binary classification problem determining

whether the node is “easy” or “hard” to assign to a community, by observing how frequently it

flips between communities on successive algorithmic runs. To define this mathematically, we

require a coassociation matrix, described in Section 3.1.4 below. This will allow us to identify

features that are predictive in whether a node is strongly associated with a specific community

(near its “centre"), or whether it lies on the border between two or more communities. Nodes

of the latter type may be of particular interest in certain domains, such as public health.

In order to label the nodes as “easy” or “hard” to assign to a community, we incorporate

the use of a coassociation matrix, defined below.

3.1.4 Coassociation Matrix

For a given graph and community detection algorithm, we can construct a coassociation matrix,

C, using the outputs of many runs of the algorithm on the graph. In our methodology, we use

the same set of runs to calculate both the community-dependent features, and the coassociation

matrix. Let ri j be the number of runs for which nodes i and j are in the same community, and
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let R be the total number of runs. The value for the entry i j in the matrix is given by:

Ci j =
ri j

R
Intuitively, the coassociation matrix represents the proportion of runs for which two nodes are

in the same community, for every pair of nodes.

In order to classify nodes as either “easy to cluster” or “hard to cluster”, we then calculate

the entropy of each node from the coassociation matrix as follows:

Ei =
∑ j pi j

N
where N is the number of nodes and pi j is defined as follows:

pi j =

{
−Ci j log2(Ci j) if Ci j > 0

0 if Ci j ≤ 0

This formulation means that if Ci j is close to 0 or 1, i.e. if nodes i and j are regularly in either

the same or different communities, then there is not a large contribution to Ei for node j as

pi j is close to 0. However, if Ci j is somewhere between 0 and 1, i.e. if nodes i and j are

sometimes in the same community and sometimes not, then pi j is a larger value and makes a

greater contribution to Ei. This means that the more node i switches between communities,

the higher Ei will be, as it shares a community with different nodes on each run, resulting in

various values of Ci j that are far from either 0 or 1. So a high value of Ei represents a node

which is not easily clustered into a single community, whereas a low value of Ei represents a

node which is clustered into the same community most of the time.

Unfortunately, these entropy values are not as intuitively understood as the raw coassoci-

ation matrix entries as they do not directly represent proportions. Thus, it is not as simple to

label nodes as “easy to cluster” or “hard to cluster” directly from their entropy values as it is

to label pairs as “same community” or “different community” directly from the coassociation

matrix. Instead, once every node is assigned an entropy, we use one-dimensional k-means clus-

tering (with k = 2 clusters) to separate nodes into two training classes: those with low entropy

belong to the “easy to cluster" class, and those with high entropy belong to the “hard to cluster"

class. Intuitively, these correspond to nodes which are often assigned to the same community

by the algorithm and those which are often assigned to different communities.

3.1.5 Summary

Our aim is to identify human-interpretable graph features which relate to the community mem-

bership determined by a community finding algorithm. In order to select the more informative
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Figure 3.3: Experiments for determining explainable social network analysis metrics in the node fea-
ture experiment. A similar methodology is applied to the node-pair experiment. After R runs of the
algorithm, a coassociation matrix is constructed encoding how often two nodes are classified in the
same community. Feature values are computed and provided as input to a random forest classifier to
determine permutation importance, shown here, or Shapley values. The distributions of the importance
scores can be compared across all graphs to identify explainable metrics.

features from a predefined longlist of candidates, we define two simple binary classification

problems: one for node-level features, where we will predict a node’s ease of assignment to

a community; and one for node-pair-level features, where we will predict whether the two

nodes belong to the same community or not. We will then find the permutation importance

and Shapley values of each feature from our model to identify which features provide the most

information about the output label.

3.2 Methodology

Our experiments take place on more than one graph, µ value (i.e. the degree of community

mixing, where a lower µ means more well-separated communities), algorithm, and even classi-

fication task. Having several independent variables enables us to answer the following research

questions:

RQ1: Do the most informative node features depend on the community finding

algorithm used?

RQ2: Do the most informative node-pair features depend on the community find-

ing algorithm used?
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RQ3: How do the most informative node features vary with the degree of commu-

nity separation, as defined by the mixing parameter, µ?

RQ4: How do the most informative node-pair features vary with the degree of

community separation, as defined by the mixing parameter, µ?

RQ5: In all cases, what are the most predictive features?

Although we did not form a strong hypothesis for the latter three questions, we hypothesise

that the most predictive features would vary by algorithm.

H1: The most informative node and features will depend on the community finding

algorithm.

H2: The most informative node-pair and features will depend on the community

finding algorithm.

It is important to note that our goal here is to identify predictive features that relate to the

community membership according to an algorithm of interest, such that these can be used

in future explanatory visual analytics systems. We demonstrate this on three commonly-used

algorithms, with an aim to discover features that can be used to explain them. Our methodology

presented here does not itself explain the outputs of the algorithms, and can be applied to other

algorithms in the future. Although the informative features may depend on the chosen data, we

have chosen to use LFR data as it allows us to generate a large dataset where we can find the

most predictive features across a wide number of graphs. The LFR data is designed to mimic

real world graphs, so we hope that the important features will translate to real applications,

though verifying these results on individual real world graphs will be the subject of future work.

In order to answer our research questions, we now present our experimental and statistical

methodology. This methodology is also illustrated in Figure 3.3.

3.2.1 Experimental Methodology

We test our approach using three popular methods to detect community structure, each based

on different concepts (for example, we only use one modularity optimization algorithm) and

explained in further detail in Section 2.1.2:

1. Infomap [137], also known as the map equation, uses an information-theoretic approach,

where nodes are represented by codewords composed of two parts, the first of which is provided
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by the community it belongs to. The community memberships are optimised by minimising

the average code length describing random walks on the network.

2. Louvain [13], is a modularity optimization approach which involves two steps. Firstly, the

common modularity objective is optimized at a local level to create small communities. Next,

each small community is treated as a single node and the first step is repeated. By following

this agglomerative process, a hierarchy of communities is constructed.

3. LPA, the label propagation algorithm proposed by Raghavan et al. [130], assumes that

nodes should belong to the same community as most of their neighbours. To begin, each node

is initialised with a unique community and then these labels are then iteratively propagated

through the network. After each iteration, a node receives the same label as the majority of its

neighbours. Once this process is complete, nodes sharing the same label are grouped together

as communities.

When constructing our networks, we selected µ values of 0.2,0.3, and 0.4. This parameter

controls the level of separation or mixing between communities, where the higher the value of

µ , the less easy it is to distinguish between different communities. These values were chosen

as, in preliminary experimentation, we found that lower values of µ resulted in communities

that were so well-separated that all of the algorithms produced the same community clustering

every time. By contrast, higher values of µ resulted in communities that were too hard to

cluster; indeed, we already found that LPA failed to generate meaningful communities for a µ

value of 0.4, clustering every node into its own community.

A. µ = 0.2 B. µ = 0.3 C. µ = 0.4

Figure 3.4: Example graphs with 200 nodes at the three µ values. Communities shown with colour.
Increased mixing parameter increases the prevalence of edges between communities.

At each value of µ , a set of graphs, Γ, are generated before any experiments take place. This

set of graphs is the same size, |Γ|, for each value of µ . In order to match the hyperparameters
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used by Lancichinetti et al [86] in the original LFR benchmark paper, which were chosen to

mimic the structure of graphs seen in the real world, we use the LFR generator in NetworkX

to generate networks with 1000 nodes of average degree 20 and maximum degree 50. We set

the hyperparameters τ1 and τ2 to 3 and 2 respectively. These hyperparameters correspond to

the power law exponent for the degree distribution and the community size distribution in the

created graph, respectively.

Each experiment is then defined by three categories: the µ value; the community detection

algorithm; and the feature type (node vs node-pair). This results in 18 possible experiments

from the 3 algorithms, 3 mixing parameters and 2 feature types. Data from the |Γ| graphs

at the relevant value of µ are used for the experiment. For each µ-algorithm-feature type

combination, the following procedure is then performed.

Firstly, the algorithm is run 1000 times on each of the |Γ| graphs. Using these runs, any

community-dependent features are calculated, along with the coassociation matrix. Features

which are community-independent are also calculated at this stage, although they do not de-

pend on the runs. The nodes or pairs-of-nodes must then be labelled according to the binary

classification problem. The labelling procedures are described separately for the two feature-

types in the relevant experiment sections.

Now, for each of the graphs of the experiment, we have a dataset of either nodes or pairs

of nodes, each member of which is labelled and has a list of feature values. A random forest

with 100 trees is then trained to classify the dataset for the specific graph. Note that we chose

to use random forests as the goal of our work is to generate information which can be used to

provide trustworthy explanations. Random forests are a more inherently interpretable model

than neural networks, for example, so do not add as much opacity to our methodology.

During training we use 5-fold cross-validation and repeat this for 10 training runs. A

permutation importance or Shapley value is calculated for each node or node-pair feature after

each of the 50 runs, using the held-out test data. At the end of the 50 cross-validation runs, a

mean average of the 50 gathered importance scores is taken for each node or node-pair feature.

This gives us its final importance score as generated by this graph. Overall, this results in |Γ|
importance values for each feature. The full experimental methodology for node features is

represented in Algorithm 3.1. For node-pair features, the algorithm is identical, looping over

node-pairs instead of nodes.
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Algorithm 3.1 Node Features Experiment

Input: Graphs Γµ of mixing parameter µ

Output: Matrix of importance scores, P, with shape |Γµ |× f where f is the number of features
1: for graph G = (V,E) in Γµ do
2: Run chosen community finding algorithm 1000 times
3: Calculate coassociation matrix, CG

4: Calculate feature vector XG = (xG,1, . . . ,xG, f ))
5: for node v in V = {1, . . . ,n} do
6: Calculate label yv according to CG

7: end for
8: for training run r = 1 to 50 do
9: Train random forest using (XG,Y = (y1, . . . ,yv))

10: Calculate importance scores for each feature
11: end for
12: Calculate mean importance score across the 50 training runs for each feature, creating

a vector of importance scores for this graph PG = (pG,1, . . . , pG, f )
13: end for
14: Output final importance score matrix P = (P1, . . . ,PΓµ

)

3.2.2 Statistical Methodology

For both experiments above, we have distributions of our features over the runs of the exper-

iment. These distributions can be compared to determine statistical significance of the differ-

ence between them, and the size of this difference, in order to identify the features of interest.

This statistical analysis and the final conclusions drawn are specific to the µ-algorithm-feature

type combination of the experiment.

In order to develop an appropriate statistical methodology, we performed a pilot study using

20 graphs at each µ value (giving 60 graphs in total). The pilot study was performed before all

main experiments using permutation importance values, and for this reason we report results

for our main experiment with permutation importance values first.

In the pilot study experiments, the 20 graphs gave us 20 values of permutation importance

for each feature, on which we carried out Shapiro-Wilk tests. In this pilot study, 67% of

the features across all algorithms, feature types and µ values were normally distributed, so

we started with a normal assumption. On this basis, the statistical methodology would be as

follows:

1. Perform a power analysis with a normal assumption to determine the value of |Γ| re-

quired to draw statistically significant conclusions.
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Number of Communities
Mean Median Std.

Infomap, mu 0.2 40.65 41.00 2.45
Infomap, mu 0.3 39.93 40.00 2.33
Infomap, mu 0.4 35.76 36.00 2.65
Louvain, mu 0.2 34.45 34.00 1.83
Louvain, mu 0.3 29.56 29.00 1.79
Louvain, mu 0.4 24.20 24.00 1.61
LPA, mu 0.2 39.14 39.00 2.54
LPA, mu 0.3 36.33 36.00 3.06

Table 3.1: The numbers of communities identified by each algorithm on graphs with 1000 nodes. The
mean, median and standard deviation are calculated across all 120 graphs in each case.

2. Carry out the experiments to obtain |Γ| values for each feature of each experiment.

3. Confirm with a repeat of the Shapiro-Wilk tests that these |Γ| values are indeed normally

distributed in the majority of cases.

4. If the distributions are normal, perform pairwise t-tests with Bonferroni-Holm correc-

tions using these values. Otherwise, perform pairwise Wilcoxon tests with Bonferroni-

Holm corrections using these values.

Power analysis was conducted with the following parameters: Cohen’s effect size of 0.3, sig-

nificance level of 0.05, and a power of 0.9. The power analysis concluded 119 graphs were

necessary for our experiment, which we rounded to 120. At this stage, we generated 360 new

graphs (120 at each µ level) for our experiment.

The application of this methodology to our new data set revealed that the distributions of

metric values were not normally distributed. Therefore, to determine significance, pairwise

Wilcoxon tests with Bonferroni-Holm correction were applied to our permutation importance

data to determine the significant results.

3.3 Exp. 1: Node Feature Experiment

Once the experimental data was collected, the 0.4-LPA-node and 0.4-LPA-node-pair experi-

ments were omitted. This is because LPA clustered a majority of nodes into one large commu-

nity at this µ value, generating features and labels that were not suitable for our experiments.
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NMI Statistics
Mean Median Std.

Infomap and Louvain, mu 0.2 0.977 0.978 0.008
Infomap and Louvain, mu 0.3 0.949 0.949 0.012
Infomap and Louvain, mu 0.4 0.883 0.884 0.021
Infomap and LPA, mu 0.2 0.991 0.992 0.007
Infomap and LPA, mu 0.3 0.962 0.966 0.022
Louvain and LPA, mu 0.2 0.970 0.970 0.012
Louvain and LPA, mu 0.3 0.922 0.925 0.025

Table 3.2: Statistics on the normalised mutual information scores for two algorithms on graphs of the
same µ value. For each row of the table, 1000 pairs of partitions were uniformly randomly chosen for
each graph. As there are 120 graphs for each µ value, this means 120,000 values contribute to each
statistic.

Essentially, LPA was unable to recognise community structure at this high degree of mixing.

All other experimental data is reported.

Tables 3.1 and 3.2 respectively show statistics on the number of communities detected by

each algorithm across graphs of a common µ value, and normalised mutual information (NMI)

scores comparing the performance of pairs of algorithms. NMI is a measure used to evaluate

the similarity between two clusterings of data. It is based on the concept of mutual information,

which measures the amount of information gained about one random variable by observing

another random variable. NMI scores are commonly used in clustering tasks, especially when

comparing the performance of two clustering algorithms. They provide a quantitative measure

of the similarity of the two clusterings. The higher the NMI score, the more similar the two

are.

In Table 3.1, we can see that communities range in number from 24 to 40, resulting in a

mean community size between 25 and 45 nodes. In reality, sizes of communities created using

the LFR generator follow a power law, so many will be much larger or smaller than the mean.

In the second table, NMI scores are generally high in all cases, although decrease as the µ

value increases, as one might expect. Overall, the similarity between the outputs of the differ-

ent alogrithms suggest that there are regions of the networks which are very stable, possibly

communities with very large, stable cores, and that the nodes which frequently change across

multiple algorithmic runs could be single nodes on the periphery of these large communities,

or belong to the much smaller communities.
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Proportion of “Hard to Cluster" Nodes
Mean Median Std.

Infomap, mu 0.2 0.087 0.060 0.072
Infomap, mu 0.3 0.076 0.067 0.044
Infomap, mu 0.4 0.192 0.180 0.070
Louvain, mu 0.2 0.169 0.152 0.101
Louvain, mu 0.3 0.199 0.175 0.120
Louvain, mu 0.4 0.227 0.221 0.081
LPA, mu 0.2 0.242 0.250 0.117
LPA, mu 0.3 0.253 0.250 0.115

Table 3.3: Statistics on the proportion of nodes labelled as “hard to cluster" after running each algorithm
on graphs of varying µ value. The mean, median and standard deviation are calculated across all 120
graphs in each case.

3.3.1 Experiment

The classification labels for the node feature experiments are calculated for a single graph as

follows. The entropy of each node is calculated from the coassociation matrix of the current

graph, and k-means clustering of these entropy values is performed to separate the nodes into

“easy to cluster” and “hard to cluster” nodes. However, using this process, we have a very low

proportion of “hard to cluster" nodes. The proportion of nodes labelled as “hard to cluster" are

reported in Table 3.3. For low mixing parameter values, this can be as low as 9%. This rein-

forces the finding from Tables 3.1 and 3.2 that there are large, central cores to the communities

with a small number of nodes on the periphery or in smaller communities, as the number of

nodes which are “hard to cluster” is small, suggesting that more nodes belong to stable regions.

However, the proportion of “hard to cluster" nodes can rise to as high as 25% with an increased

mixing parameter, indicating that this is a distinct class of nodes. Due to the low proportions

of “hard to cluster" nodes, we use undersampling. Rather than undersampling randomly, we

propose using the “easiest" nodes to cluster (those with the lowest entropy, i.e. those which

least frequently flip between communities) until the number of “hard" nodes is 75% that of the

number of “easy" nodes. Although this still results in some imbalance, using a smaller num-

ber of “easy” nodes would result in a very small dataset. Using this strategic undersampling

method enables us to identify node features which distinguish between truly separate classes,

rather than distinguishing between nodes with an entropy either side of the arbitrary cut-off

generated by the k-means clustering.
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A. Infomap, µ = 0.2 B. Infomap, µ = 0.3

C. Infomap, µ = 0.4 D. Louvain, µ = 0.2

E. Louvain, µ = 0.3 F. Louvain, µ = 0.4

G. LPA, µ = 0.2 H. LPA, µ = 0.3

Figure 3.5: Results of the node feature experiments. Plots are of permutation importance of the metrics.
Mean indicated as a black dot and median as a red dot. Lines indicate 95% bootstrapped confidence
intervals.
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3.3.2 Results

For our results plots, we visually represent the distribution of importance scores across all 120

graphs. The black and red circular marks in the plots represent the mean and median of these

values, while the black bar represents a non-parametric bootstrap of the 95% confidence in-

terval. For the experiments with permutation importance scores (displayed in Figure 3.5), we

see that four of the features consistently have a non-zero permutation importance: clustering

coefficient, eigenvector centrality, expansion and triangle participation. The same four fea-

tures are frequently among the most important in the Shapley value experiments (displayed

in Figure 3.6. This consistency confirms that the choice of importance score has not signif-

icantly affected the results. The results of Wilcoxon tests can be found in the heatmaps in

Figure 3.7. These tests were run for every pair of features to identify whether the distribu-

tions of the permutation importance values for the two features were significantly different

(subject to Bonferroni-Holm corrections). The colour of the cell in the heatmap represents

whether there was a significant difference or not, with a key in the upper right. A significance

of 0 represents no significant difference; a significance of 1 represents a significant difference.

Across all experiments at all µ levels, our pairwise Wilcoxon tests confirmed that these four

features, highlighted in both the permutation importance and Shapley value experiments, were

significantly more important than the rest of the features, with the following exceptions:

• For Louvain at µ = 0.2, clustering coefficient was not significantly different from be-

tweenness centrality, cut ratio, or Eout .

• For Infomap at µ = 0.2, clustering coefficient was not significantly different from degree,

Ein, Eout or shortest path. Triangle participation was not significantly more important

than degree or Ein.

• For Infomap at µ = 0.3, clustering coefficient was not significantly different from close-

ness centrality, degree, Ein or shortest path.

• For LPA at µ = 0.2, clustering coefficient was not significantly different from any of

betweenness centrality, closeness centrality, cut ratio, degree, Ein or average shortest

path.

These exceptions align with what can be seen qualitatively: at the lowest µ level, i.e. the

lowest level of community mixing, some other features appear to be important such as degree,
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A. Infomap, µ = 0.2 B. Infomap, µ = 0.3

C. Infomap, µ = 0.4 D. Louvain, µ = 0.2

E. Louvain, µ = 0.3 F. Louvain, µ = 0.4

G. LPA, µ = 0.2 H. LPA, µ = 0.3

Figure 3.6: Results of the node feature experiments. Plots are of Shapley values of the metrics. Mean
indicated as a black dot and median as a red dot. Lines indicate 95% bootstrapped confidence intervals.
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A. Infomap, µ = 0.2 B. Infomap, µ = 0.3

C. Infomap, µ = 0.4 D. Louvain, µ = 0.2

E. Louvain, µ = 0.3 F. Louvain, µ = 0.4

G. LPA, µ = 0.2 H. LPA, µ = 0.3

Figure 3.7: Heatmaps showing significance of Wilcoxon tests on the node feature experiments. The
colour of the cell in the heatmap represents whether there was a significant difference or not, with a key
in the upper right. A significance of 0 represents no significant difference; a significance of 1 represents
a significant difference.
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Ein and perhaps even closeness centrality, cut ratio, Eout and average shortest path. However,

the effect size for all of these is much smaller than for the four most prominent features, and

their significance vanishes at the two higher µ levels, i.e. for more mixed communities.

3.3.3 Discussion

With respect to our research question RQ1 and in contradiction to our hypothesis H1, we

observed that the four prominent features for predicting whether a node was difficult to clas-

sify did not depend on the algorithm used: clustering coefficient, triangle participation, eigen-

vector centrality, and expansion. In relation to the first two, this is not unexpected as these

characteristics have previously been shown to be broadly indicative of good community struc-

ture [56]. One could conjecture that nearly all community finding approaches would try to

preserve cliques (accounting for the importance of clustering coefficient and triangle partici-

pation). In fact, cliques have often been used as seeds for constructing larger communities in

the context of quite different community detection algorithms [89, 122]. Meanwhile, it seems

reasonable that a node with many links to nodes in other communities relative to the number

of nodes in its own community would be harder to classify, as it likely lies on the periphery of

its community, close to one or more others (accounting for the importance of expansion).

At a surface level, the prominence of eigenvector centrality is more surprising, especially

given the level of its performance. This centrality measure has similarities to PageRank [121],

where high values correspond to nodes at short distances from many high degree nodes. Nodes

within a community’s core are more likely to have high degree and to be a short distance

from other high degree nodes, with edges that connect other nodes within the community. The

relationship between eigenvector centrality and regions of high density within the core versus

periphery of a network was recently highlighted by Bienenstock et al. [65]. Thus, in our case

high values of eigenvector centrality might correspond to an increased chance that this node

forms a part of the stable community core, rather than being an unstable node on a community’s

periphery which the algorithm therefore clusters differently on consecutive runs.

The results of our experiment with regards to changing mixing parameters µ (RQ3) indicate

that these four features remain prominent. There is some evidence as well that the other features

diminish in prominence as µ increases and the communities become more difficult to find.

Thus, the same features are involved for explaining why a node is part of a stable core or

changes communities between runs and all become statistically significant at higher mixing

parameters.

63



3. Explainable Community Finding

Further investigation is required to find out why the important features consistently per-

formed the best and the relative differences between them across other community finding

algorithms.

3.4 Exp. 2: Pairwise Community Membership

As mentioned in section 3.3, the 0.4-LPA-node-pair experiment is omitted here as LPA classi-

fied the entire graph as one community on a number of occasions at the higher mixing param-

eter level.

3.4.1 Experiment

As with the node feature experiments, labelling all pairs directly as “same community” or

“different community” results in imbalanced classes. However, we have vastly more data for

the pairs of nodes than for the single nodes. Therefore, we propose undersampling both classes

by randomly selecting the same number of “same community” and “different community” pairs

from the available data. We choose to undersample randomly here rather than “strategically”

since there are no pairs of nodes close to the threshold of 0.5 between “same" and “different”

community, (i.e. the point where the pair of nodes belong to the same community after exactly

half of the runs), but choosing the highest and lowest values leads to a classification problem

which is too easy, therefore making it less informative when differentiating the most useful

features from the rest. We select 1000 training examples for each class.

3.4.2 Results

As with our previous experiment, we found that two features were consistently important across

the three community finding algorithms, for both permutation importance and Shapley values:

cosine similarity and the Jaccard coefficient (displayed below in Figures 3.8 and 3.9). We

also found that the maximum edge centrality along the shortest path became more important

at higher mixing parameter levels. This varied a little by algorithm; for Louvain it became

important even at the lowest mixing parameter level of 0.2, however for Infomap and LPA it

didn’t become important until the mixing parameter of 0.3.

The complete set of Wilcoxon significance tests are reported in Figure 3.10. The pairwise

Wilcoxon tests confirmed that all three were significantly different across all experiments, in-

cluding for max edge centrality at the µ = 0.2 level despite the small effect size.
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A. Infomap, µ = 0.2 B. Infomap, µ = 0.3

C. Infomap, µ = 0.4 D. Louvain, µ = 0.2

E. Louvain, µ = 0.3 F. Louvain, µ = 0.4

G. LPA, µ = 0.2 H. LPA, µ = 0.3

Figure 3.8: Results of the pair feature experiments. Plots are of permutation importance of the metrics.
Mean indicated as a black dot and median as a red dot. Lines indicate 95% bootstrapped confidence
intervals.

3.4.3 Discussion

In contradiction to hypothesis H2, all algorithms performed similarly, with the most important

features being Jaccard and cosine similarity. Both features compare the neighbourhoods of

the selected nodes. Their importance is supported by the local consistency assumption [191],

frequently discussed in the context of instance-based classification, which asserts that neigh-

boring instances will frequently share similar characteristics. In this case, the local consistency

assumption would suggest that there are similarities in the properties of neighbouring nodes.

In the context of unsupervised community detection, this corresponds to neighbouring nodes

belonging to the same community, rather than having the same class label. This result is also

congruous with the result of the first experiment, which found similar features to be important.

In response to RQ4, maximum edge centrality proved increasingly important as the µ-level

of the generated data increased. This measure, which is the maximum edge centrality measure

along the shortest path between the two nodes, could be indicative of important edges that
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A. Infomap, µ = 0.2 B. Infomap, µ = 0.3

C. Infomap, µ = 0.4 D. Louvain, µ = 0.2

E. Louvain, µ = 0.3 F. Louvain, µ = 0.4

G. LPA, µ = 0.2 H. LPA, µ = 0.3

Figure 3.9: Results of the pair feature experiments. Plots are of Shapley values of the metrics. Mean
indicated as a black dot and median as a red dot. Lines indicate 95% bootstrapped confidence intervals.

bridge two communities, i.e. the weak ties, and has been used in the past for divisive methods

of community detection [51]. The increased importance at higher values for the mixing pa-

rameter could be explained by how important local information is to determining if two nodes

are within the same community. If µ is low, communities are well separated and local infor-

mation almost completely describes if two nodes are in the same community. However, as µ

increases, the value of local information decreases in importance. Instead, global information,

such as determining if the path between the two nodes likely contains an edge that lies between

communities, becomes critical in determining whether nodes belong to the same community.

Further investigation is required to find out why these features consistently performed the

best and the relative differences between them across other community finding algorithms.
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A. Infomap, µ = 0.2 B. Infomap, µ = 0.3 C. Infomap, µ = 0.4

D. Louvain, µ = 0.2 E. Louvain, µ = 0.3 F. Louvain, µ = 0.4

G. LPA, µ = 0.2 H. LPA, µ = 0.3

Figure 3.10: Heatmaps showing significance of Wilcoxon tests on the pair feature experiments. The
colour of the cell in the heatmap represents whether there was a significant difference or not, with a key
in the upper right. A significance of 0 represents no significant difference; a significance of 1 represents
a significant difference.

3.5 Discussion

For both experiments, our hypothesis was that the important metrics would be dependent on

the community finding algorithm, however, the same metrics were identified consistently. This

indicates that there are common metrics that can be used to explain these phenomena, at least

when producing explanations on the same dataset for the three algorithms tested. As our study

is limited to networks generated by the LFR algorithm, the common metrics of importance

could be indicative of structure produced by this method. Further experiments on other datasets

may reveal variations in the metrics of importance. If the community finding algorithm can be

taken into account, then these important metrics can also be weighted in a way that is in line
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with the algorithm and degree of mixing of the communities.

Although there were benefits to our use of synthetic LFR data, these networks are ulti-

mately an approximation for real data. As discussed previously, the use of real data for this

analysis would have been tricky due to the lack of large datasets of networks with consis-

tent structure over which we could draw statistically significant conclusions. Additionally, we

would not have been able to vary parameters such as the mixing parameter µ to observe their

effect on the results. However, even in the case where the metrics of greatest importance are

heavily dependent on the dataset, the methodology presented here could beneficially be applied

to new settings in order to gain insight into complex networks relevant to different applications,

such as social, biological, and financial [8, 53] networks.

Consensus clustering [85] is a way of dealing with nodes that are difficult to classify: run

the community finding algorithm many times and determine the average result of these runs.

Given that this study indicates that the metrics to determine if nodes are easy or hard to clus-

ter by community finding algorithms are consistent across algorithm, the results of consensus

clustering approaches could be augmented with these metrics to help determine which com-

munity these nodes should be clustered into. Also, values for these metrics could be used to

seed the stable core of a community and then find other nodes that are less easy to cluster. This

approach could lead to other partitioning algorithms or potentially overlapping community

finding algorithms where “hard to cluster" nodes are partially contained by multiple communi-

ties. However, the effectiveness of such an approach would still need to be evaluated.

The studies that we present here suggest metrics used in social network analysis can be used

to explain partitioning algorithms, though it could be of interest to determine if this extends to

overlapping community finding [87,122], where algorithms can assign a single node to multiple

communities.

3.6 Conclusion

In this chapter, we have presented a methodology and the results of an experiment to determine

features that can be used to explain detected community structure in networks. These features

were specifically chosen to be interpretable to a domain expert with some understanding of

network analysis. The features introduced in this chapter have been defined for individual

nodes or pairs of nodes, to understand their membership to specific communities.

In designing these experiments, we were motivated by problems in public health appli-

cations, where these social network analysis metrics may be used to understand phenomena
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such as social contagion [20, 164] and to plan interventions [163]. We envisage these results

could be used with a visualisation system where the communities assigned by an algorithm

can be explored by selecting individual nodes or pairs of nodes to understand their community

assignment. When a node flips between different communities on consecutive runs of the com-

munity finding algorithm, important feature values such as those identified in this work could

be visually reported and compared relative to other nodes in the same or in different commu-

nities for further study by an expert, contributing to an explanation for this node’s community

membership.

To extend the study presented in this chapter, we next consider the use of “community fea-

tures” as another “level” of graph feature, where metrics are calculated for a whole community

rather than an individual node or pair of nodes. The details of the chosen features, and results

of experiments, are laid out in Chapter 4, which follows this one.
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Chapter 4

Explainable Community Finding with
Community Features

In this chapter, we further explore the application of explainable AI techniques to the field of

social network analysis, continuing with our exploration of community finding algorithms. Our

work in this area is once again motivated by applications in the public health domain, where

community detection can be an important step in understanding structure in networks where

social contagion occurs [20, 164]. Being able to explore this structure through easily under-

stood social network analysis metrics allows experts to develop appropriate interventions [163].

While we have explored interpretable features calculated on nodes and pairs of nodes in the

previous chapter, we now turn to features which can be defined on whole sets of nodes, such as

those which comprise a community. When understanding social structure in the public health

domain, information on both the individual level and the whole network level are highly rele-

vant; the work of the previous chapter allows us to gain information about individuals in the

network, in relation to their communities, while exploring metrics defined on larger groups of

individuals would allow public health researchers to learn more about the bigger picture within

the network.

Here, we adapt our methodology from the previous chapter to a new classification prob-

lem. The goal of this methodology is to identify predictive features that relate to the commu-

nity membership according to an algorithm of interest, such that these can be used in future

explanatory visual analytics systems. The methodology does not itself explain the outputs of

the algorithms, but can be applied to any community finding algorithm to identify features that

may be valuable in understanding the community membership. Although the informative fea-
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tures may depend on the data used in the experiments, we have chosen to use a large dataset

of LFR data so that we can find the most predictive features across a wide number of graphs.

The LFR data is designed to produce a similar structure to real world graphs, so we hope that

the important features will translate to real applications, though verifying these results on in-

dividual real world graphs remains future work. We offer a brief recap of the steps in this

methodology, which are as follows:

1. We first select a longlist of social network analysis metrics which we believe are inher-

ently interpretable to users with social network analysis expertise. These are metrics

which are applied to a specific type of network entity; in the previous chapter, we did

this for individual nodes, and for pairs of nodes.

2. We then define a binary classification problem which distinguishes things in the network

in an informative way. For individual nodes, we wanted to know which were easily

assigned to a community, and which were not. For pairs of nodes, we wanted to know if

they were in the same or different communities.

3. For each experiment, we then train random forests on this binary classification using our

longlist of metrics as the input features, and use an importance score (in our work, this

is permutation importance or a Shapley value, though others may be used) to identify

which metrics from the longlist are most informative about our network entity.

4. We carry this out for a large number of networks to gain an understanding of the im-

portance of our metrics on the classification problem in general, rather than for one

particular graph.

5. Statistical tests, as well as a pilot study, allow us to identify which features are truly

statistically significantly more informative than the others in our longlist.

In this new setting we define features which are evaluated on groups of nodes, which we

refer to as the community-level. We then use these features to classify sets of nodes as either

“real communities” or “fake communities”. Our goal remains unchanged: to identify those

features which are most informative in explaining the results of a given community detection

problem, while being familiar and easily understood to social network analysis experts. These

interpretable features can then be used in future work to develop visual analytics systems that

enable a practitioner to understand the performance of the algorithms being applied to their

problems.
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Once again, we focus on the application of our methodology to explaining the outputs of

the Louvain [13], Infomap [137] and label propagation [130] algorithms, and use synthetic

graphs generated by the LFR benchmark [86] for evaluation. As before, the use of the LFR

generator allows us to vary the value of a mixing parameter, µ , such that we can explore the

effect of community separation on the importance of the various features. Low values of µ

correspond to well-separated communities, while higher values lead to communities that are

harder to identify. In all these ways, the experiments described herein are a direct extension of

the ones in the previous chapter.

In making this extension to our experiments, we envisage that a future visualisation sys-

tem which makes use of these insights could provide beneficial understanding not only for

specific nodes, but also at a higher level, aiding insight into the reasoning behind global com-

munity structure. Augmenting the same system with this additional information will allow

the contrasting of information about the whole network with information about communities,

and how specific nodes interact with those communities. This contrasting of global and local

information has been a focus of previous research applied to machine learning [113].

As with our previous experiments, we conclude with an analysis of the features which were

most predictive in our classification task. We once again found that there were similar results

across all algorithms. In this case, the cut ratio and internal-external metric, defined in sec-

tion 4.1.3, were consistently the most informative. However, as the number of inter-community

edges increases, relative betweenness becomes increasingly important. This chapter is based

on work presented at the Springer conference Complex Networks & their Applications (CNA)

2021 [139].

4.1 Methodology

In order to identify the interpretable features which can distinguish between real communities

and other sets of nodes, we propose the following methodology, adapted from the one used in

the previous chapter. We perform a comprehensive set of experiments in conjunction with dif-

ferent community finding algorithms, applied to networks with increasing levels of community

mixing. Specifically, we once again make use of the LFR benchmark generator, using different

network µ values to vary the level of mixing. For each µ value, a large set of synthetic graphs

are generated. Then for each experiment, we run the chosen community finding algorithm on

the set of graphs at the current µ value. For each graph, we perform 1000 runs of the algorithm,

and obtain the set of unique communities found across these 1000 runs. One node may appear
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in many different communities within this set, as the community structure may have been iden-

tified differently across different runs of the algorithm. However, each community will appear

only once in the dataset as we discard duplicates of the same set of nodes. We then calculate

our longlist of features for these communities. This gives us our set of candidate features for

our examples labelled as “real communities".

Then, we use a rewiring process to adjust the original network structure for each synthetic

graph. The feature values are recalculated for each community on the rewired graph, giving us

a set of features for our examples labelled as “fake communities". We call these “fake commu-

nities” as they are sets of nodes which were unlikely to have been clustered into a community

by the algorithm, given the adjusted structure of the graph. Although the set of nodes in the

community remains the same, the structure of the community has changed in the rewiring, re-

sulting in new values for the features. However, due to the one-to-one mapping between the

“real community" examples and the “fake community" examples, we can guarantee balanced

classes for the classification problem.

Given our labelled examples of “real communities" and “fake communities" generated as

described above, in the next step we train a random forest classifier to distinguish between the

two classes. The inputs to the classifier are the feature values as previously calculated. From the

resulting random forest model, we can extract permutation importance values [19] and Shapley

values for each of the input features and perform a statistical analysis to identify which are the

most informative. As before, we use the high-speed estimation approach, TreeSHAP [98], to

approximate the Shapley values due to their computational complexity in the original closed-

form definition [148]. Similarly to our previous experiments, permutation importance values

were preregistered in our statistical analysis report and used for our pilot study (described in the

later section 4.1.6), so these are reported as the main results and we perform further statistical

analysis on these alone. However, we include results using Shapley values as well to verify the

results from the permutation importance experiments, showing that they are largely invariant

to the explainability metric used. Henceforth we will refer to both permutation importance and

Shapley values as “importance scores”.

4.1.1 Graph Generation

As in the previous chapter, we have chosen to use the LFR generator in NetworkX [55] as this

allows us to create a large dataset of networks which mimic the structure of real data, which

is itself hard to come by. Ideally, it would be beneficial to carry out similar experiments on
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real data in future work. An additional benefit of the LFR generator is that we can generate

networks of differing levels of community mixing by varying the mixing parameter, µ , so that

we can assess how the most informative metrics are dependent on this factor. When generating

the graphs, we use the following hyperparameters: numbers of nodes 1000; τ1 and τ2 3 and 2;

average degree 20; maximum degree 50. τ1 and τ2 correspond to the power law exponent for

the degree distribution and the community size distribution in the created graph, respectively.

These values are chosen to match those used in the original LFR benchmark paper [86]. Power

analysis determined the number of graphs needed at each of the three µ values (0.2, 0.3 and

0.4) to be 119, which we round up to 120, requiring 360 graphs in total. Graphs used for the

experiments of this chapter were different from those of the previous chapter.

4.1.2 Community Detection

A key goal of this work is to develop an approach to produce feature-based explanations for

communities using a methodology which is agnostic to the community finding algorithm we

wish to explain. We apply our methodology to a number of popular stochastic community

detection algorithms, which are designed for detecting partitions (i.e. non-overlapping com-

munities). Specifically, we employ: Louvain [13], Infomap [137], and Label Propagation

(LPA) [130]. We select these algorithms as they have been widely employed in the literature

and also since each algorithm differs considerably in terms of the objective which it attempts

to optimize, as dicussed in the previous Chapter 3. In total, this gives nine experiments (i.e.

three algorithms on three µ values). However, we omit LPA on µ = 0.4 since it consistently

classifies all nodes in each graph as belonging to a single community.

4.1.3 Network Features

In this chapter, we make use of features which are defined on sets of nodes, rather than indi-

vidual or pairs of nodes. This will allow us to analyse information on a different resolution,

in particular, about whole communities. Therefore, while some of these features draw on the

values of features from the previous chapter applied to individual nodes, for example, the rel-

ative degree which takes a mean of the node degree across all nodes in the set, other features

defined here are not directly derived from those of the previous chapter. As before, however,

the features have been chosen so as to be interpretable to domain experts who have some pre-

vious experience with network analysis. Therefore, while these features may not be familiar to

a layperson, they should be considerably easier for a social network analysis expert to under-
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A. Relative Density and Relative Degree B. Relative Diameter

C. Relative Pathlength D. Cut Ratio and the Internal-External metric

Figure 4.1: Illustrative examples to aid with intuition behind community feature definitions. Reference
nodes and edges are highlighted in red.

stand, relative to the specific internal details of the community detection algorithm itself. We

consider the simplest features possible, omitting, for example, modularity in favour of those

which are easier to understand. Figure 4.1 provides illustrative examples to assist with intuition

of these definitions. Definitions for the full longlist of features chosen for these experiments

are as follows:

• Relative Density: For a set of nodes V connected by a set of edges E, the density of this

set is defined as: 2|E|
(|V |(|V |−1)) . In Figure 4.1A, there are 11 edges and 8 nodes. Therefore,

this set of nodes has a density of 2×11
8×7 = 0.393. Then, the relative density is the density

of the community divided by the density of the whole graph. A high value indicates that

the community has a higher frequency of edges than the graph as a whole, while a lower

value indicates that the community has a lower frequency of edges than the graph as a

whole.
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• Relative Diameter: For a set of nodes V , the diameter is the maximum length of the

shortest path between any two nodes. In Figure 4.1B, the shortest path between the

two red nodes is longer than that between any other two nodes, and has a length of 6.

Therefore, the diameter of this graph is 6. Then the relative diameter is the diameter of

the community divided by the diameter of the whole graph. A low value indicates that

the most distantly connected nodes of the community are still relatively close together

when compared to the whole graph, while a high value indicates that there are distantly

connected nodes within the community.

• Relative Pathlength: For a set of nodes V , the average shortest path length is defined

as: ∑s,t∈V d(s, t)/(|V |(|V |−1)) where d(s, t) is the length of the shortest path from s

to t. In Figure 4.1C, the average shortest path length is 1+1+1+2+2+3
4×3 = 10

12 = 5
6 . Then

the relative pathlength is the average shortest path length of the community divided by

the average shortest path length of the whole graph. A low value indicates that nodes

of the community are on average relatively close together when compared to the whole

graph, while a high value indicates that there are distantly connected nodes within the

community.

• Relative Degree: For a set of nodes V , the average degree centrality is defined as:

∑i∈V deg(i)/(|V |(|V |−1)) where deg(i) is the number of edges adjacent to node i. In

Figure 4.1A, the average degree centrality is 2+4+3+2+4+3+3+1
8×7 = 22

56 = 0.393. Then the

relative degree is the average degree centrality of the community divided by the average

degree centrality of the whole graph. A high value indicates that on average, members

of the community have a large number of connections when compared to the graph as

a whole, while a low value indicates that they have a low number of connections on

average when compared to the graph as a whole.

• Relative Betweenness: Let V be a set of nodes of which i, j and k are members. Let

σ( j,k) be the number of shortest ( j,k) paths, and σ( j,k|i) be the number of those

paths that pass through i. Then the betweenness centrality of node i is given by:

∑ j,k∈V σ( j,k|i)/σ( j,k) Note that if j = k, σ( j,k) = 1 and if either j or k = i, then

σ( j,k|i) = 0. Note also that this definition of betweenness centrality is as introduced in

section 3.1, and therefore as illustrated in Figure 3.1E in that section, where the red node

has high betweenness centrality. Then the relative betweenness is the mean betweenness

centrality of the nodes in the community divided by the mean betweenness centrality of

77



4. Explainable Community Finding with Community Features

the nodes in the whole graph. A high value indicates that the average node of the graph

has a higher betweenness centrality than the graph as a whole, meaning that the nodes

of the community are well connected. Meanwhile, a low value implies the opposite,

i.e. that some nodes of the community are not well connected to other members of the

community.

• Relative Closeness: Let V be a set of nodes of which i and j are members, and let d(i, j)

be the length of the shortest path between nodes i and j. Then the closeness centrality of

node i is given by: (|V |−1)/∑ j ̸=i d( j, i). Note that this definition of closeness centrality

is as introduced in section 3.1, and therefore as illustrated in Figure 3.1G in that section,

where the red node has high closeness centrality. Then the relative closeness is the

mean closeness centrality of the nodes in the community divided by the mean closeness

centrality of nodes in the whole graph. A high value indicates that the average node of

the graph has a higher closeess centrality than the graph as a whole, meaning that the

nodes of the community are well connected.

• Cut Ratio: Let wi j = 1 if nodes i and j share an edge, and wi j = 0 if they do not. Then

we calculate a cut ratio where set A is the set of nodes in the community, and set B is

the set of nodes in the graph not in the community, as follows: 1/|A||B|∑i∈A, j∈B wi j. In

Figure 4.1D, the red nodes represent those within the community, while the green nodes

represent all those in the graph outside of the community. Within the community, there

are 3 nodes, while outside there are 4, and there are 3 edges (the ones represented by

dashed lines) which connect nodes in the community to those outside. Therefore, the

cut ratio is given by 1
3×4 × 3 = 0.25. Intuitively, this represents the proportion of the

possible edges connecting the two communities which are actually present. Therefore,

the highest value is 1 if every node in the community is connected to every node outside

the community. The lower this value, the fewer of these possible connections exist.

Note that this definition of cut ratio is based on similar principles to the one adapted for

individual nodes in Chapter 3, but is not the same metric as it is defined here for sets of

nodes.

• Internal-External: Let wi j = 1 if nodes i and j share an edge, and wi j = 0 if they do not.

Then we calculate a measure of internal-external where set A is the set of nodes in the

community, set E is the set of edges in the community, and set B is the set of nodes in the

graph not in the community, as follows: |E|/(|E|+∑i∈A, j∈B wi j). Once again, we refer
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to Figure 4.1D, where the red nodes represent those within the community, and the green

nodes represent all those in the graph outside of the community. As before, there are 3

edges (the ones represented by dashed lines) which connect nodes in the community to

those outside, and there are 3 edges within the community itself. Therefore, the internal-

external metric is given by 3
3+3 = 0.5. Intuitively, this represents the proportion of edges

connected to nodes of the community which remain within the community. Therefore,

at the highest value of 1, the community is completely disconnected from the rest of the

graph. At lower values, it indicates that there are a large number of connections between

the community and the rest of the graph.

4.1.4 Graph Rewiring

The longlist of features above is used to calculate features for our set of “real communities",

generated using the same three algorithms discussed in Chapter 3: Infomap, Louvain and LPA.

We subsequently calculate feature values for “fake communities" using a rewiring approach as

follows. To rewire each graph, pairs of edges are selected and at random and their endpoints

are swapped using the double_edge_swap method in NetworkX which allows many of these

swaps to be made at once. For example, for edges (i, j) and (a,b), after swapping the edges

will be (i,a) and ( j,b), with the original edges removed. A noise level value is multiplied

by the total number of nodes in the graph to determine the number of edge swaps. For our

experiments, the noise level is set to 0.5. A swapping probability of 0.5 represents a balance

between a uniform structure and a random structure in the original discussion of graph rewiring

by Watts and Strogatz [177].

4.1.5 Community Classification

Given our labelled set of “real" and “fake" community feature values generated as per above,

we apply a random forest classifier to distinguish between the classes using the following

evaluation methodology. We first split the examples into 80% training data and 20% test data.

We then train the classifier 50 times on the training data, comprised of 10 repeats of 5-fold

cross-validation. An importance score is calculated for each node feature after the 50 runs,

using the held-out test data. These 50 values then provide us with a distribution of importance

score values for that feature.
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4.1.6 Statistical Methodology and Pilot Study

In order to confirm the suitability of the above methodology, we ran an initial pilot study on

20 LFR generated networks at each µ value (i.e. 60 networks total). This pilot study was used

to determine the behaviour of the underlying phenomena so that we could conduct a proper

power analysis. Note that the pilot study networks are not included in the final analysis, and

that for this pilot study, we used permutation scores alone and not Shapley values.

Distributions of each permutation importance for all features were created. We then ran

a Shapiro-Wilk test to determine the normality of the phenomena. As the majority of the

distributions in the pilot study followed a normal distribution (77%), we took the assumption

that the underlying phenomena were normal for our power analysis.

Our statistical methodology was also set before our experiments. Bonferroni-Holm correc-

tions are used in our analysis. The normality of the final permutation importance values on the

main experiment are confirmed using a repeat of the Shapiro-Wilk tests, and thus t-tests are

used to compare the features. Power analysis was conducted with the following parameters:

Cohen’s effect size of 0.3, significance level of 0.05, and a power of 0.9. We treat each of the

three community finding algorithms independently for analysis and use the pairwise t-tests to

identify significantly different pairs of features.

4.2 Results

Following the methodology described in the last section, we now detail the results of the ex-

periment performed on the complete collection of 120 LFR graphs. As discussed, our aim is

to identify which of the features listed in section 4.1.3 have a significantly greater importance

than the others in predicting whether a set of nodes represents a “real" or “fake" community.

Distributions of permutation importance for the features on each experiment are displayed be-

low in Figure 4.2. These distributions are constructed using the 50 permutation importance

values calculated during training, as described in section 3.5.

From our experimental results, we see qualitatively that the cut ratio and internal-external

metrics are consistently the most important features in distinguishing the “real communities"

from the “fake communities". However, as the µ value increases, there is evidence to suggest

that the relative betweenness may also have some importance. The Bonferroni-Holm corrected

t-tests identified significant differences between these three “important" metrics and all other

metrics in the study with the following exceptions:
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A. Infomap, µ = 0.2 B. Infomap, µ = 0.3

C. Infomap, µ = 0.4 D. Louvain, µ = 0.2

E. Louvain, µ = 0.3 F. Louvain, µ = 0.4

G. LPA, µ = 0.2 H. LPA, µ = 0.3

Figure 4.2: Results of the community feature experiments. Plots show the permutation importance of the
features, across three community detection algorithms and graphs with different levels of community
mixing (µ). A mean value is indicated as a black dot and median as a red dot. Lines indicate 95%
bootstrapped confidence intervals.
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• Infomap µ = 0.2: relative betweenness compared with relative diameter

• Louvain µ = 0.2: relative betweenness compared with relative diameter

• LPA µ = 0.2: relative betweenness compared with relative degree and relative density

The full set of statistical results is provided in Fig. 4.3.

In addition to the permutation importance experiments, we also generated results using

Shapley values, as these are well-known among the explainability community and are known to

have mathematically desirable properties. The results are shown in Figure 4.4. As with the per-

mutation importance results, we see qualitatively that the cut ratio and internal-external metrics

are consistently the most important features. The greater importance of relative betweenness

is also visible, though other features (relative degree and relative density) also appear to have

slightly more importance as well. Relative diameter is consistently the least important.

4.3 Discussion

The Infomap, Louvain, and LPA algorithms all performed similarly in our permutation impor-

tance experiments, with three features being consistently important for distinguishing the real

communities from the fake communities. These were: cut ratio and internal-external for all ex-

periments, with relative betweenness becoming increasingly important with increasing mixing

parameter. Both cut ratio and the internal-external metric relate to proportions of edges which

connect two communities. Thus, when the communities are more clearly defined, or when µ

has a low value, more agglomerative features are important for explaining community structure

for the set of nodes considered. However, as µ increases and the communities become less well

defined, divisive features, such as relative betweenness, become of increasing importance. A

possible explanation for this finding is that local connections and neighbours to the node set

can be used to understand the community structure when there are few cross-community edges,

but as these edges increase in prevalence, more global features, such as relative betweenness,

become important in explaining community structure.

When we swapped out the permutation importance score for Shapley values, we once again

found that cut ratio and the internal-external metric were consistently most important for all

algorithms and at all µ levels. The relative betweenness also grows in importance as the µ value

increases, as with permutation importance, however particularly so for the Infomap algorithm.

Additionally, we see that some of the other less important features have more variation in their
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A. Infomap, µ = 0.2 B. Infomap, µ = 0.3

C. Infomap, µ = 0.4 D. Louvain, µ = 0.2

E. Louvain, µ = 0.3 F. Louvain, µ = 0.4

G. LPA, µ = 0.2 H. LPA, µ = 0.3

Figure 4.3: Results of Bonferroni-Holm corrected pairwise t-tests for different detection algorithms and
µ values. Significant is represented with colour, with a key in the upper right. A significance of 0
represents no significant difference; a significance of 1 represents a significant difference.
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A. Infomap, µ = 0.2 B. Infomap, µ = 0.3

C. Infomap, µ = 0.4 D. Louvain, µ = 0.2

E. Louvain, µ = 0.3 F. Louvain, µ = 0.4

G. LPA, µ = 0.2 H. LPA, µ = 0.3

Figure 4.4: Results of the community feature experiments. Plots show the Shapley values of the features,
across three community detection algorithms and graphs with different levels of community mixing (µ).
A mean value is indicated as a black dot and median as a red dot. Lines indicate 95% bootstrapped
confidence intervals.
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importance according to the Shapley value. For example, the relative pathlength appears more

important at higher µ values, particularly for Louvain. This slightly diminishes the perceived

importance of the relative betweenness when visually scanning our results plots.

4.3.1 Relation to Results on Node and Node-Pair Features

Surprisingly, despite the fact that the community detection algorithms use different objective

functions and optimisation strategies, the most informative features were once again the same

for all. This mirrors our results in Chapter 3, where we found similar results for the three

community detection algorithms for node and node-pair features. This provides evidence that

post-hoc explainable network analysis is feasible, independent of the choice of algorithm.

Furthermore, our finding here that relative betweenness grows in importance as the µ value

increases also relates to the results of our node-pair experiment in Chapter 3, where maximum

edge centrality increased in importance with a growing value of µ . In both cases, this is a

divisive feature, which we hypothesised was due to the need for more global information in

explaining community structure when communities are more well-mixed. This contrasts with

the agglomerative features that are consistently important in all experiments at lower amounts

of community mixing.

4.4 Conclusion

In this chapter, we have adapted our methodology presented in the previous chapter to a new

level of social network analysis feature: those evaluated on sets of nodes, rather than individual

nodes or pairs. Our aim in doing so was to identify metrics which could be used to improve un-

derstanding global community structure of a network, for incorporation into a visual analytics

system that could be used by public health researchers with social network analysis expertise

for understanding social networks. The metrics identified in the previous chapter could also be

included to provide local information about individuals within the network.

Beyond the development of this visual analytics system, additional areas for future work

include: extending this study to real-world network data; further exploration of the effects of

the graph rewiring process on the results, e.g. by varying the number of edge swaps; incorpo-

ration of localised measures, such as betweenness centrality, into the longlist of features; and a

qualitative assessment of the explainable features using the feedback of domain experts.
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4. Explainable Community Finding with Community Features

These possible adaptations of our presented experiments are beyond the scope of this thesis.

Instead, we next examine the application of predictive uncertainty quantification to a setting

with real social network data. Uncertainty quantification differs in many ways from the iden-

tification of interpretable features as presented in this chapter and the last. Nevertheless, it is

another approach which aids greater understanding in the presence of black-box algorithms.

We explore these ideas further in the next chapter, Chapter 5.
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Chapter 5

Uncertainty Quantification in Social
Network Problems

Further to the work in the previous chapters on applying explainable AI techniques to social

network analysis, we continue by exploring how uncertainty quantification can be applied to a

prevalent problem in applications developed for social networks. Unlike the work of the previ-

ous chapters, the uncertainty quantification approaches we explore are applied to deep learning

techniques, however our focus is still on social networks. Uncertainty quantification is not usu-

ally regarded as an explainable AI approach in itself, as the methods used can themselves be

black-boxes [47, 83, 124]. Nevertheless, uncertainty quantification provides additional insight

in settings where predictions can be misleading or biased, and has been considered closely

related to explainable AI in its intentions [145]. The work of this chapter was carried out

in collaboration with Meta Platforms, who own the Facebook platform and associated data,

firstly during a research internship between June 2021 and September 2021, and then con-

tinued through a research collaboration agreement between October 2021 and February 2022.

Therefore, the specific prediction problem we address is one encountered by those who manage

large social media platforms such as Facebook. A workshop paper on the work of this chapter

is in preparation.

On such platforms as Facebook, content moderation is a growing problem due to the con-

sistently increasing scale of the user base and the quantity of uploaded content. In particular,

Facebook has over 2.9 billion monthly users as of 2021. At the present, machine learning

systems are not a complete replacement for human reviewers in identifying content which

breaches platform policies. Conversely, it is increasingly difficult to rely solely on human
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5. Uncertainty Quantification in Social Network Problems

reviewers, as the scale of online content continues to grow. A good compromise is to incor-

porate the insight from both machine learning and human reviewers. One way to do this is

by first using machine learning to filter the large pool of content, before passing this filtered

selection to the human reviewers [168]. During the filtering process, the aim is to identify

content which is likely to cause the greatest harm. At Facebook, more than 95% of content

violating hate speech standards is removed by AI [21], though hate speech constitutes only one

type of policy-breaching content. Such AI systems [144] are trained to automatically classify

content as violating community standards and remove harmful content as soon as it is created.

Nonetheless, Facebook continues to use human reviewers in addition to their machine learning

approaches.

The criteria for prioritisation when passing content for human review are two-fold: firstly,

the degree of harm which could be caused must be assessed (for example, content promoting

physical violence takes precedence over nuisance spam). However, all other things being equal,

we can also take into consideration the reach of the content. It is more important to remove

that which will be viewed by thousands of users than that which no one will see. Thus, for a

given degree of harm, we use the number of views as a proxy for the overall reach of the harm

of content. It follows that predicting the number of views a piece of content will receive is an

important problem in this space. In particular, it is important to predict so-called ‘viral’ content,

since if it is harmful, it can lead to a large number of users being exposed to inappropriate or

dangerous content.

Ideally, we would like to predict the popularity of the content as early as possible, to pre-

vent avoidable harm. Unfortunately, predicting content popularity at the time of its creation

(known as a “cold start” prediction), in contrast to predicting its popularity after the initial

cascade of engagement has been observed, is known to be challenging [7, 102, 111]. In the

work by Martin et al. [102], the authors attribute this to the unpredictability of complex social

systems and argue that high accuracy would effectively require a perfect “ex-ante” knowledge

of the world. The highly-skewed nature of popularity distribution, in which a large proportion

of content receives no engagement, is an additional challenge. Previous studies, such as the

work by Arapakis et al. [7], focused on content with non-zero popularity, which artificially

simplifies the problem and hides the fact that models fail to generalise in the presence of a

highly-inflated proportion of unpopular content. Though we have no statistical evidence for

the reasons content might receive no views, we can intelligently speculate based on our under-

standing of how platforms such as Facebook operate. Such content may include: individual
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photos in large photo albums; content posted by spam accounts with few or no “friends”; or

content which is deleted very quickly after first being posted. In this chapter, we evaluate the

performance of approaches in the face of a large proportion of content receiving zero views.

Thankfully, predicting the exact number of views that will be received by a piece of content

is not only challenging, but unnecessary. As stated, we are particularly interested in highly viral

content which is likely to reach many users, and less interested in distinguishing content which

will receive very few views from that which will receive none. Therefore, instead of making a

prediction of the exact number of views, we focus on the prediction of narrow, high-probability

intervals, under the assumption that this is a simplification of the problem and still allows us

to identify content which will receive significantly more views than others. In order to do this,

we employ uncertainty quantification approaches.

Uncertainty quantification as we apply it here differs from the explainability methodol-

ogy introduced in the previous two chapters, in that the predictive problem is fundamentally

changed rather than understood with the additional information gained by post-hoc explana-

tions. Nevertheless, it has philosophical similarities; in both cases, we are exploring ways to

improve user understanding of algorithmic outputs in a setting where black-box approaches

provide insufficient information with which to reason about the solution. Here, we replace a

“point prediction”, i.e. a single number representing the expected number of views, with an

upper and lower bound. Bounds not only provide an estimate of the true value, as point predic-

tions do, but their range implies something about the degree of uncertainty in the prediction.

For example, if there is a small gap between the upper and lower bounds then we might be

more convinced that we can make a close estimate of the true value than if there is a large

gap. In this way, having both an upper and lower bound provides an additional dimension of

information than a single point prediction.

We perform our analysis using a large real-life dataset of content collected at Facebook,

for which features are recorded at the time of its creation, making it a “cold-start” prediction

problem, where the estimation of exact popularity is highly challenging. The data used for this

analysis is proprietary and was made available to us only for the duration of the collaboration

agreement. The purpose of our work is to evaluate the performance of well-known existing

methods for uncertainty quantification at generating high-quality intervals in the face of the

presence of a highly skewed distribution, where much of the content receives zero views, and

to identify whether there is an approach which can work well in this setting. To our knowledge,

this specific domain problem is a novel application of existing uncertainty quantification ap-
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proaches, and we hypothesise that there will be poor performance due to the assumptions made

about the data distribution by existing approaches. In our experiments, we compare well-

known methods MC Dropout [47] and quantile regression [77] to some statistical baselines,

observing that, while quantile regression is a minor improvement over these, MC Dropout fails

to perform well in the setting with the zero-skewed distribution. We chose these two methods

as they are commonly used approaches to uncertainty quantification, and represent modelling

of the two uncertainty types - aleatoric and epistemic uncertainty. MC Dropout was chosen

over other more computationally demanding approaches such as deep ensembles [83], which

are less scalable in storage. Preliminary experiments were also done with quality-driven pre-

diction intervals introduced by Pearce et. al [124], though we did not develop this approach as

it performed poorly with our dataset. Recent advances have led to new methods for prediction

interval generation [57, 72, 143] which could be considered in future work.

We then propose a novel methodology through incorporation of a binary classifier with

MC Dropout to separate out the content which receives zero views from that which doesn’t, as

the large proportion of zeros in the dataset causes a skewed distribution which we hypothesise

causes the poor performance of MC Dropout. This allows improvement over the performance

of all other methods in some regions. In particular, though it performs worse than other meth-

ods when prediction intervals are small, it eventually improves over other methods as the size

of performance intervals grows. However, the size of prediction intervals using this method

has an upper bound, meaning it is unable to compete at all at the largest prediction interval

sizes. We further explore the limitations of this approach in this chapter.

5.1 The Cold-Start Prediction Problem

Our goal is to identify whether there is an uncertainty quantification approach which can per-

form well at the challenging cold-start prediction problem, i.e. the prediction of content popu-

larity at the moment of its creation, when no engagement has yet been observed. In particular,

we are interested in predicting the popularity in the form of number of views over a given

time horizon after features are recorded, which in this case is 7 days. In this section, we will

first demonstrate the challenge of predicting content popularity at its time of creation, thereby

motivating our interest in uncertainty quantification.

For our research, we consider a dataset composed of content shared on Facebook, com-

prised of several types, including text posts, photos, videos, comments, and other similar vari-

ations on these. A breakdown is shown in Table 5.1. The total proportion of content which
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5.1. The Cold-Start Prediction Problem

received zero views is 59%, which reaffirms a similar observation reported in the work by

Arapakis et al. [7] on news resharing activities on Twitter.

Content Types
Content Type Count 0s Count
Photo 25271 18113
Post 25809 17013
Video 10439 8601
Comment 18815 3495
Total 80334 47222

Table 5.1: A breakdown of content types contained in our cold start dataset. For each content type, we
show the number in our dataset and the number of those receiving 0 views.

The full distribution of the number of views is displayed in Figure 5.1. View count in

this distribution is normalised by the mean number of views received across all content, and

plotted with a log scale due to the long-tale distribution shape. The curve begins just below 0.6,

reflecting the fact that 59% of content receives no views. There is initially a steep increase in

the curve, reflecting the fact that a large proportion of the content receives only a small number

of views. The steepness begins to decrease at a CDF of around 0.9, indicating that almost 90%

of the content receives a small number of views in this region. From here, the curve gradually

plateaus, 99% of the content receiving a moderate number of views or less. The long asymptote

indicates that a very small amount of content receives some very high number of views.
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Figure 5.1: The distribution of log-transformed counts of views received by content items within 7 days
of their creation.

The dataset was collected from content produced over the course of a month (from 26th

August 2021 to 18th September 2021). For each content item, we record over 1000 features at
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the beginning of the time horizon, including several anonymised features describing the user

who posted it, the page it was posted on and features of the content itself. The number of

views accumulated on it in the next 7 days is then recorded as the label. With reproducibility

in mind, we restrict our attention to content posted on public pages, therefore sampling from a

distribution which other researchers also have access to.

To illustrate the challenge of predicting popularity at “cold start”, i.e. at the moment of

content creation, we gather a second dataset from the same timeframe, which we call the “cas-

cade” dataset as it has been gathered after the intial cascade of views has been observed, and

conduct an experiment to compare the difficulty of the prediction problem on the two datasets.

The second “cascade” dataset is composed of content items sampled once the content is over

a minute old, allowing us to observe the beginning of the engagement cascade which we have

not yet observed for the “cold start” data. In contrast with our “cold start” dataset, we are able

to record a set of features which characterise this observed social engagement, in addition to

the original features used in our “cold start” dataset. For example, these features include those

about the number of views received over different time horizons, such as 10 seconds or 30 sec-

onds, and the rate at which views are being received. We then train two regressors to predict

popularity on each of the two datasets. For the “cascade” dataset, the additional features are

included for training. For our regressors, we use gradient boosting with 500 estimators with a

maximum depth of 5, and train for 500 epochs.

We then evaluate performance of these two regressors, using three metrics which are de-

fined as follows:

• p80 Ratio Error: The factor of 10 for which our prediction is within this distance from

the true value 80% of the time. For example, if the p80 ratio error is 2, it means that our

predicted number of views is within 102 = 100 of the true number of views 80% of the

time. A lower value is better, as it indicates that our prediction is within a smaller margin

of the true value. This metric is a version of the relative error.

• Non-View Weighted Magnitude Accuracy: The proportion of data points for which the

magnitude of the prediction is correct (i.e. log10(prediction) ≈ log10(true views)) A

higher value for this accuracy indicates that the model is able to predict the magnitude

of views correctly across the whole dataset, regardless of the number of views.

• View Weighted Magnitude Accuracy: The proportion of data points for which the mag-

nitude of the prediction is correct, weighted by number of views. A higher value for this
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Point Prediction Metrics
Metric Cold Start Data Cascade Data
p80 Ratio Error 8.82 3.44
Proportion Predictions Magnitude Accuracy 0.823 0.942
Proportion True Views Magnitude Accuracy 0.0475 0.942

Table 5.2: Comparison of point prediction accuracy for cascade data vs. cold start data using gradient
boosting.

accuracy indicates that the model is not only able to predict the magnitude of views ac-

curately, but in particular, performs well on content receiving a higher number of views,

which is the region of the dataset which is most important for content moderation.

These metrics were chosen as they allow for better comparison of results from two very

long-tailed distributions than standard metrics such as RMSE and MAE, which are not infor-

mative in this setting. The results in Table 5.2 quantitatively highlight the magnitude of the

problem: whereas the popularity of content on the “cascade” dataset can be predicted with a

very high proportion of 94% of the true views matched in order of magnitude by the predic-

tion when weighted by number of views, a similar exercise on the “cold start” dataset achieves

only 5% on this metric. This difficulty in making accurate predictions at content creation time

motivates our experiments to identify an uncertainty quantification approach which can pro-

vide high-quality prediction intervals. The prediction of upper and lower bounds requires less

certainty about the exact number of views, while providing additional information which can

be used to prioritise potentially harmful content for human review.

5.2 Problem Formulation

Due to the difficulty in predicting the exact number of views a piece of content will receive at

the time of its creation, we therefore consider instead predicting upper and lower bounds on

the number of views the content will receive. This provides an additional axis of information;

not only can we get a rough idea of the expected number of views, but also an estimation

of the certainty of this prediction. Thus, we are less likely to miss content which ultimately

receives a large number of views, i.e. “goes viral” just because our prediction accuracy is low.

By including both an upper and lower bound, we can also account for content which has a

middling probability of receiving many views, in addition to any content we would’ve picked

up using a single “point prediction” of a very high number of views.
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However, we first need to quantify how to evaluate prediction intervals. When training

a model to predict upper and lower bounds, the first metric of interest is the frequency with

which the true value falls inside the bounds, which is essentially a measure of accuracy. If the

true value falls between the upper and lower bound, we can consider this a correct prediction.

However, it is very easy to achieve close to 100% accuracy using this metric alone: by sim-

ply setting all lower bounds to be an arbitrarily low number, and all higher bounds to be an

arbitrarily high number, almost all true values will fall inside them. In this case, the prediction

of bounds is accurate, but highly uninformative, as we don’t learn anything about the likely

number of views. Therefore, we are interested in constraining the prediction of bounds by

minimising the distance between them. By considering both metrics, we encounter a trade-off:

we would like the interval to be as small as possible, while containing the true value with the

highest possible probability. We formally define these two metrics, the coverage and prediction

interval width, as follows.

5.2.1 Coverage and Prediction Interval Width

Let x ∈ X ⊆ Rd be the feature vector of a content item and y ∈ Y ⊆ R be the number of views

of the content item over a fixed time horizon.

Suppose that we have a model x → (g(x),h(x)), where for every given feature vector x,

[g(x),h(x)] is a prediction interval such that y ∈ [g(x),h(x)] if the interval is accurate. Here

g(x) and h(x) are lower and upper boundaries of the prediction interval.

We define the expected coverage C as follows:

C = P[y ∈ [g(x),h(x)]] (5.1)

Thus coverage represents the proportion of prediction intervals for which y falls within the

bounds [g(x),h(x)], which can intuitively be thought of as the interval accuracy metric.

We define the expected prediction interval width W as:

W = E[|h(x)−g(x)|]. (5.2)

As explored previously, larger intervals enable higher coverage. In our experiments, we

would therefore like for the prediction interval width |h(x)− g(x)| to be as small as possible

for a given coverage. For this reason, we will generate intervals of several different sizes and

evaluate approaches by plotting the interval width against coverage. It may be the case that

some approaches perform better in different regions of this plot.
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5.2.2 Baseline for interval predictions

Having established these metrics, we now bring our attention to the definition of a simple

baseline model for calculating prediction intervals. The purpose of this model is to give us

something against which to compare the uncertainty quantification approaches. The input for

this model, as with all the uncertainty quantification approaches, are the features of the content,

as discussed previously. However, for the baseline, we don’t make use of all of these features.

The output will be the predicted upper and lower bound, creating a prediction interval.

For our first baseline, we don’t use any of the features and instead compute symmetrical

pairs of quantiles from the empirical distribution of views observed in the training data. The

empirical distribution is an estimate of the cumulative distribution that generated the sample,

and is a step function which jumps up by 1
n at each of the n datapoints. Thus, the function is

given by:

Fn(t) =
1
n

n

∑
i=1

1Xi≤t

The symmetrical quantiles we calculate are (1
2(1−α), 1

2(1+α)). Quantiles are points which

divide the range of a probability distribution into continuous intervals with equal probabilities,

so in this case, 1
2(1−α) of the content items would fall below the lower bound, for example.

We then use these constant values as the upper and lower bounds of the prediction interval for

every item in the test set. Here, α is a value we can vary to adjust the size of the prediction

intervals. By the definition of a quantile, we can hope to achieve an observed coverage of α

for the prediction intervals we have generated ( 1
2(1+α)− 1

2(1−α) = α).

This baseline produces a constant interval for all data in the test set, i.e. it does not con-

dition on the input features. To iterate on this initial approach, we also calculate symmetrical

quantiles in the same way from distributions of item views conditioned on content type (i.e.

text, photo, video etc.) in the training set. For each item in the test set, we then use as a pre-

diction interval the upper and lower quantiles calculated from the corresponding training set

distribution of the same content-type. In this sense, we are conditioning on a single feature.

With this approach, prediction intervals will still be constant for content items within each

content type, so it remains a relatively uninformed approach.

Against these baselines, we will compare two popular existing approaches on our “cold-

start” dataset, to assess whether either perform well on this challenging and unusual data dis-

tribution. We also propose our own approach, which we call HZIM, which incorporates a
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binary classifier to identify that content which receives zero views, in an attempt to avoid the

issues this high proportion of data introduces. We will describe each of these approaches in the

coming subsections.

5.2.3 MC Dropout

The first of the existing approaches we evaluate is the Monte Carlo (MC) Dropout method

introduced in the work by Gal et al. [47]. MC Dropout makes use of dropout, which is normally

used as a regularisation technique to prevent overfitting. When dropout is used, some units of

the neural network are randomly dropped (along with their connections) during the training

process, to prevent their co-adaptation. In the case of MC Dropout, this dropout regularisation

is instead used to calculate prediction intervals. The network is trained in the same way as

normal, with the main difference occurring at inference time. Rather than passing the input

data through the network once, the data is passed through several times with random activation

of the dropout layers. Intuitively, this gives several estimates of the true value using several

perturbed versions of the trained neural network. This selection of sample predictions can then

be used as a sample distribution, from which an expected value can be calculated, as well as

quantiles to represent upper and lower bounds of the prediction interval. We formalise this as

follows.

During training with dropout, units are randomly dropped with probabilities pk for every

weight layer k ∈ [1..K], where K is the number of layers in the neural network. With a regular-

isation term included, the loss is given by:

L =
1
N

N

∑
i=1

l(yi, ŷi)+λ

K

∑
k=1

(||Wk||22 + ||bk||22)

where N is the number of data points, each having an output ŷi and true label yi, and Wk

and bk denote the weight matrix and bias vector of the kth layer. l is the unregularised loss

function, which in our case is the mean-squared error. λ is a hyperparameter which determines

the strength of the regularisation.

To apply the MC Dropout approach to calculate prediction intervals, we then also make

multiple forward passes using this network at test time. On each forward pass, weight w j,k (i.e.

the j−th weight in the k-th layer) is set to 0 with probability pk, the dropout probability defined

for layer k during training. We denote this weight at test time, which is 0 with probability pk

or the original weight w j,k with probability 1− pk, as w̃ j,k. A forward pass of the network then

results in:
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ỹi = f (xi, w̃ j,k)

Thus, each forward pass is dependent on the resulting random variables w̃ j,k. We sample

T = 100 such forward passes, resulting in an output ỹt
i for each t < T . Finally, to generate

prediction intervals for content item i, we estimate a symmetric pair of quantiles (α

2 ,1−
α

2 )

from the sample distribution {ỹt
i}T

t=1.

5.2.4 Quantile Regression

The second existing method we evaluate is quantile regression [75, 76]. In this case, we train

two neural networks to predict each of the upper and lower bound respectively. Each network

is trained as a regression model, where the loss function is designed such that it predicts a given

quantile, α , conditional on the input data, rather than an expected value. Intuitively, the value

it predicts should be such that the probability of the true value being below this is α .

Specifically, this is conditional quantile regression, where we estimate a quantile of Y con-

ditional on X . Formally, the conditional distribution function of Y given X = x is:

F(Y |X = x) := P{Y ≤ y|X = x}

and the αth conditional quantile function is:

qa(x) := inf{y ∈ R : F(y|X = x)≥ α}

In the machine learning setting where we work with a dataset, Xi describes the features of

data point i while Yi is the label. With our dataset (Xi,Yi) we aim to estimate a conditional

quantile function qα by using a neural network for approximation. Each network is trained

using a pinball loss [153], which aims to under-predict against the true value with probability

τ , a hyperparameter representing the desired quantile. Let y be the true value (in this case, the

number of views the content receives), τ be the target quantile, and z be the output of the neural

network. Then the pinball loss is given by:

Lτ =

(y− z)τ y ≥ z

(z− y)(1− τ) z > y
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This loss function penalises under-prediction (z < y) or over-prediction (z > y) relative to

the parameter τ . By varying τ , the model can be trained to predict different quantiles of the

target distribution.

For this approach, we train two neural networks in parallel to generate the lower and upper

bounds respectively. These are once again generated symmetrically by setting τ = α

2 for the

first network and τ = 1− α

2 for the second to obtain an interval (α

2 ,1−
α

2 ).

5.2.5 Hierarchical Zero-Inflated Method (HZIM)

In initial experiments, MC Dropout was vastly outperformed on our metrics by the baselines

and quantile regression, demonstrating that it is poorly adapted for the setting with a zero-

inflated distribution. We aim to improve its performance, and ideally outperform the other

methods, by incorporating a binary classifier to form a hierarchical model. Intuitively, the idea

is to separate out the content which receives zero views using the binary classifier, and to use

MC Dropout on the remainder of the data only. In this way, we hope that the poor adaptation of

the MC Dropout approach to a high proportion of zero-receiving content can be circumvented.

Specifically, we incorporate the binary classifier model as follows, and call this new model

HZIM (Hierarchical Zero-Inflated Method).

The MC Dropout neural network is identical in architecture and methodology to the one

used previously, but is instead trained on a dataset composed only of the non-zero data points.

In parallel, we train a simple feedforward two-layer neural network to perform binary classifi-

cation separating content receiving zero views from that receiving a non-zero number of views.

I.e. these two models are trained separately. We then generate prediction intervals as follows.

We first use the binary classifier to predict whether the piece of content will receive zero

or a non-zero number of views. In the former case, we immediately set the prediction interval

to [0,0]. In the latter case, we then use the trained MC Dropout model to make an interval

prediction as described previously.

By incorporating the binary classifier, we hope that we can improve performance over plain

MC Dropout in two ways:

• Reducing the mean size of prediction intervals by reducing many of them to a width of

0 where the model is confident the content will receive no views.

• Improving the performance of the MC Dropout model on non-zero data points by dis-

carding the consideration of a large peak at zero in the distribution.
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5.3 Experimental Setup

For our main experiment, we compare the performance of our baselines, MC Dropout, quantile

regression, and HZIM at generating prediction intervals for our "cold start" dataset. Our aim

is to discover whether any of them performs well at generating high-quality intervals (i.e.

intervals with a high coverage relative to the interval width) in the face of our unusual data

distribution. A high coverage can easily be achieved by setting intervals arbitrarily wide, as

setting an extremely low lower bound and high upper bound will likely catch most of the

data, which we demonstrate with the baselines. We hope to discover a method which can

improve over these baselines, thus being well-adapted for use on this “cold start” problem. In

this context, one model outperforms another if it achieves the same coverage using smaller

intervals, or better coverage using intervals of the same size.

In order to assess coverage in relation to the interval width, we use a range of α values for

each method and recalculate the coverage and mean interval width for each value of α . These

pairs of values for coverage and mean interval width are then used to generate a curve, which

are displayed in our plots. Since better performance corresponds to a higher coverage for the

same mean interval width, a method is performing better than another in any region where it

has a larger area under the curve (AUC).

For MC Dropout, quantile regression and the MC Dropout model in HZIM, we train neural

networks with 3 linear layers, dropout layers with dropout probability 0.1, and ReLU activa-

tions. For the HZIM method, we also separately train a binary classifier with just 2 linear

layers, between which there is a ReLU activation, and a sigmoid function applied to the output.

For both MC Dropout and HZIM, these trained models are used for all values of α; for quantile

regression, new models must be trained for new values of α , as this is a hyperparameter used

in the loss function.

In addition to evaluating coverage (the proportion of data points for which the true value

falls inside the prediction interval), we also evaluate the proportion of data points for which

the true value falls above the upper bound, and below the lower bound, and generate similar

plots for each of these. A different type of error is represented by each of these metrics (i.e.

overestimation or underestimation), so in this case larger AUC corresponds to more errors

made in the corresponding region.
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Figure 5.2: Coverage vs confidence interval length on “cold start” data. Acronyms correspond to the
following methods: BL1 - Baseline 1 (quantiles taken from the empirical baseline); BL2 - Baseline 2
(as BL1, but conditioned on the content type); HZIM - our Hierarchical Zero-Inflated Model.

5.4 Results

We observe the performance of the methods in Figure 5.2, where we compare coverage to

mean prediction interval width. We separate MC Dropout into a distinct subplot as it is unable

to achieve performance on the scale displayed for the other methods. With this separate subplot

we demonstrate the improvement HZIM makes by the inclusion of a binary classifier.

For both the baselines and quantile regression, the lowest interval width of zero achieves a

fixed coverage of 59%, representing the total proportion of content receiving zero views, while

HZIM performs worse at this point due to errors introduced by the binary classifier. While

the other methods predict that everything receives zero views for an interval width of zero,

i.e. a point prediction, this is not the case for HZIM. Instead, the MC Dropout model (which

doesn’t see any content receiving zero views in training) is used for those datapoints which

are classified by the binary classifier as receiving more than zero views. Therefore, when the

binary classifier misclassifies content as receiving a non-zero number of views, the coverage

drops, causing this lower performance for an interval width of zero.

As mean prediction interval width increases, all methods achieve increasing coverage.

HZIM quickly outperforms other methods, though stops abruptly at a coverage of 0.8. This
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is caused by the MC Dropout model component of HZIM not generating any intervals larger

than a certain width. Beyond this point, quantile regression continues to outperform the base-

lines.
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Figure 5.3: Two error types vs confidence interval length on “cold start” data. On the left are the
proportion of data points for which the true value lies above the upper bound of the prediction interval
(i.e. underestimation has occurred) and on the right are the proportion for which the true value lies
below the lower bound (i.e. overestimation has occurred).

In Figure 5.3 we see the proportion of ground truth labels falling above and below the

upper and lower bounds. For the baselines and quantile regression, all of the errors fall above

the upper bound, but decrease as intervals grow in size. In contrast, HZIM and MC Dropout

incur some lower-bound errors, though these decrease to zero when the intervals are large

enough.

Performance of binary classification Metrics outlining the performance of the binary clas-

sifier are shown in Table 5.3 and in Figure 5.4. We trained the binary classifier with all available

data, as there is only a slight data imbalance. The binary classifier achieves a good perfor-

mance, with a precision around 80% on both zero and non-zero view content. The recall is

slightly better on zero view content. This is unsurprising, since there is more zero view content

in the dataset. Despite the good performance, binary classifier errors lead to some downsides

of the HZIM method. These are reflected in some of the results shared above, and are discussed

further in section 5.4.1
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Binary Classifier Performance
Metric Metric Value
Precision, Zeros 0.80
Recall, Zeros 0.89
Precision, Non-Zeros 0.81
Recall, Non-Zeros 0.68

Table 5.3: Binary classifier performance metrics.
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Figure 5.4: Binary classifier confusion matrix.

5.4.1 Discussion

These results demonstrate that quantile regression is able to outperform the baselines, while

MC Dropout performs very poorly, and HZIM, despite marking an improvement over MC

Dropout, performs better than quantile regression and the baselines in only some regions. It

is worth exploring several of these details individually and in greater detail, especially those

which contain surprising or counter-intuitive elements, before summarising a full interpretation

of the results. Some elements of particular interest are as follows:

5.4.1.1 Poor performance of MC Dropout

Of all the methods, MC Dropout performs particularly poorly, starting with a low coverage of

less than even 0.1 for the lowest interval width. The interval widths produced by MC Dropout
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are also severely restricted, reaching a maximum of 1.0 on our log scale. Unlike other methods,

MC Dropout is not designed to directly calculate or predict quantiles of the label distribution,

but instead calculates quantiles on bootstrapped predictions of the mean value. Therefore, the

size of the interval width is determined by the variation in the sample distribution, and in all

cases here, this appears to be very low, preventing large interval widths being reached.

Though MC Dropout was proposed with some theoretical guarantees which would allow

this sample distribution to represent the true distribution, it may be the case that our highly

irregular distribution does not fulfil the assumptions made in the original MC Dropout paper,

preventing a representative sample distribution being generated. This could account for the

inability to produce intervals larger than 1.0 on our log scale, and therefore a poor performance

unable to exceed 0.8. These limitations are the motivation for developing an improved hierar-

chical method. However, this inability to produce large intervals carries over to HZIM, despite

its improved performance.

5.4.1.2 Truncation of HZIM

In the results plots for HZIM compared against the baselines and quantile regression, the curve

is truncated at a mean interval width of roughly 1.0. Although this intuitively seems as though

it could be extended, in fact the size of the intervals is limited by the MC Dropout model,

as discussed above. For quantile regression and baseline methods, the interval widths can be

increased to the order of magnitude of the variance in the dataset. For MC Dropout and HZIM,

the interval widths are constrained to the order of magnitude of the variance in the predictions

made by the different versions of the model after random dropout, which is far less. Therefore,

it is not possible to manually extend this curve by setting larger intervals as it is with the other

methods, despite its promising trajectory.

5.4.1.3 Coverage for a mean interval width of zero

For both of the baselines and quantile regression, the coverage achieved at a mean interval

width of zero is a fixed value at 59%. This occurs since an interval width of zero corresponds

to setting both the upper and lower quantile to 0.5, which results with both an upper and lower

bound of zero. Therefore, the coverage is exactly the proportion of the dataset which receives

zero views, which in our dataset, is 59%.

As discussed above, MC Dropout calculates quantiles on a bootstrapped distribution which

fails to capture this large presence of zeros. We therefore introduce a binary classifier in HZIM
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to improve the performance of MC Dropout, however the coverage at zero still falls short of

59%. This is due to errors introduced by the binary classifier. For some content which receives

zero views, the binary classifier incorrectly identifies it as a non-zero data point. Therefore,

the predicted interval is generated from an MC Dropout model which has been trained on the

dataset with all the zeros removed, and the interval will not include zero. Therefore, HZIM

cannot achieve 59% as some proportion of these 59% zeros will have been misclassified and

coverage will not have been achieved.

5.4.1.4 Overall Performance of HZIM

From the above results and discussion, we can conclude that HZIM is able to improve vastly on

the performance of MC Dropout on its own (for example, achieving a much higher coverage of

around 55% at an interval width of zero where MC Dropout achieves less than even 10%). In

one region of the curve, HZIM is even able to outperform the baselines and quantile regression

(for a mean interval width between roughly 0.2 and 0.8). However, the performance of HZIM

is restricted by both of its hierarchical components. At the lower end (mean interval width

< 0.2) errors introduced by the binary classifier limit its performance in comparison to the

baselines and quantile regression. At the higher end, the MC Dropout component is unable to

produce large interval widths to extend the curve to higher coverage values. We conclude that

HZIM is an improvement to MC Dropout, but is only better than other methods for a specific

coverage range.

5.4.1.5 Final Results Discussion

Overall, we find that quantile regression is an improvement over the baselines, while MC

Dropout is highly restricted by a seeming inability to adapt to the setting of a high propor-

tion of content receiving zero views. In particular, MC Dropout generates only relatively small

prediction intervals, and additionally achieves poor coverage relative to their size. By incor-

porating a binary classifier to separate out the content receiving zero views, as we do with our

approach, HZIM, we are able to improve upon the coverage achieved by MC Dropout alone.

However, HZIM is still restricted by the inability of MC Dropout to produce large confidence

intervals. Despite performing better than the other approaches for an interval width greater

than roughly 0.2, the performance of HZIM is also impeded at interval widths lower than this

by errors introduced by the binary classifier, where content receiving zero views are incorrectly

classified as receiving at least one view.
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These results indicate that quantile regression, and to some degree HZIM, could be suitable

for generating prediction intervals in the “cold start” prediction problem. In the case of HZIM,

a strong performance is demonstrated for intervals of a certain size, but further work would

be required to explore how intervals of a larger size could be generated if necessary. MC

Dropout appears to be poorly adapted and therefore inappropriate for this problem, where

simple statistical baselines are able to outperform it.

5.5 Conclusion

In this chapter, we have explored how uncertainty quantification, a technique providing ad-

ditional information to a regular “point prediction” for improved user understanding, can be

applied to predictive problems in a setting with social networks. In doing so, we have pre-

sented a preliminary evaluation of existing methods against baselines for generating prediction

intervals for social media content popularity prediction. We then improved the performance

of MC Dropout under some conditions by incorporating a binary classifier into a hierarchical

model. Nevertheless, we have shown that the errors caused by the binary classifier introduce

limitations. Based on these results, we have demonstrated that quantile regression and HZIM

may be appropriate methods for generating prediction intervals in the “cold start” prediction

problem.

Recent advances in parallel work have led to new methods for prediction interval genera-

tion which could be considered in future work. Among these are NOMU (Neural Optimization-

based Model Uncertainty) [57] and Quality-Driven Deep Ensembles [143]. The first of these

uses two separate neural networks, one of which makes the usual model prediction, and the

other of which predicts the model uncertainty. Some multiple of this model uncertainty, de-

termined by a calibration parameter, c, is both subtracted and added to the model prediction

to generate lower and upper bounds. The second approach, Quality-Driven Deep Ensembles,

builds on the work of Pearce et. al [124], which uses a single neural network architecture but

generates three outputs: the model prediction, and the upper and lower bounds. An aggregation

method is applied over several such neural networks. The quality-driven prediction intervals

approach introduced by Pearce et. al was left out of our study due to its poor performance in

initial experiments, and other more computationally demanding approaches such as deep en-

sembles [83] were also omitted. We prioritised MC Dropout over the deep ensembles approach

as it is more scalable in storage, requiring only one copy of the model to be stored where the

deep ensembles approach requires several.
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For all methods in our study, we have calculated symmetrical quantile-pairs. However,

other pairs of quantiles can be used to obtain a coverage of α , for example, (0,α) or (1−α,1).

Preliminary results suggested that attempting to optimise the coverage-interval width trade-off

by varying the chosen quantiles did not have a significant effect on the results, despite our

skewed distribution. Nevertheless, a full experimental exploration has been omitted and could

be the subject of future work.

We now shift our attention from the application of explainability and uncertainty quan-

tification techniques to social network analysis, to the application of such techniques to a new

field. In particular, we are interested in optimisation and specifically, fitness landscape analysis.

Like social network analysis, optimisation is a field where complex, stochastic algorithms are

frequently employed, making it suitable for the application of explainability ideas found in the

field of machine learning. Interestingly, this is also a field where graph (i.e. network) structure

has been extracted and used in visual explanations for fitness landscape analysis, linking it in

another way to our previous work on explainability for social network analysis. A key differ-

ence is that these graphs do not represent social interactions. In the next chapter, Chapter 6, we

develop a novel visualisation technique to aid user understanding for fitness landscape analysis

through the use of such graphs.
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Chapter 6

Extrema Graphs for Fitness
Landscape Analysis

Having explored the application of explainable AI and uncertainty quantification approaches

to social network analysis, we now consider another domain outside of traditional deep learn-

ing: optimisation. As with social network analysis, optimisation is a field where highly com-

plex algorithms are applied to solve challenging problems, often including the incorporation

of stochastic processes. Thus, this makes optimisation another field highly relevant for the

application of explainability approaches more commonly explored in machine learning.

One growing area of optimisation is fitness landscape analysis. A fitness landscape is a

functional mapping between solutions to an optimisation problem, and their corresponding

fitness values. In essence, this is a topological representation of the search space for the op-

timisation algorithm, which lends itself well to visual analysis. Since features of a fitness

landscape can have considerable impact on the performance of a metaheuristic when applied

to the optimisation problem, it can be highly beneficial to visualise these before developing

problem-specific algorithms. For example, one common issue occurs when the algorithm be-

comes trapped in a local optimum, i.e. a location in the fitness landscape which is optimal in

relation to all closely neighbouring regions, but not the sought globally optimal solution.

A prominent existing technique for visualising the fitness landscape is the Local Optima

Network (LON) [118], for which an example can be seen in Figure 6.1. A LON represents

the fitness landscape using a directed graph, where nodes are minima and edges represent

a likely transition taken by the optimisation algorithm between these minima. The graphical

representation allows for the use of network algorithms for visualisation, such as force-directed
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Figure 6.1: An example image of a LON, a prominent visualisation technique for fitness landscape anal-
ysis. This LON represents the Rastrigin function with 5-dimensional decision space using the default
settings from Adair et al. [2]. The dark red node represents the global minimum. The series of red nodes
show the basin of attraction for the global minimum, while other blue nodes represent basins for local
minima. Arrows are also included showing the direction of travel in the basin-hopping algorithm used
to construct the LON.

approaches. LONs were first proposed for the analysis of NK landscapes [118]. NK landscapes

are mathematical models used to represent fitness landscapes in optimisation and evolutionary

computation. In an NK landscape, each point represents a potential solution, which are all

possible strings of length N in a given alphabet. The parameter K determines the landscape

ruggedness. LONs have since gone on to be used in a wide range of combinatorial settings

[119], as well in the continuous [2] and multi-objective [40] domains. A key concept in the

construction of a LON is that of neighbourhood, and a number of approaches to this have been

taken depending on the specific representation at hand. However, as with any visualisation,

LONs are limited to the incorporation of certain information; for example, only the minima are

included. Therefore, in this chapter we aim to develop a complementary visualisation approach

that can be used alongside LONs to provide additional information. We focus on a method

similar to this rather than on other topology-based visualisations (for example, those from

Morse theory or those developed for volume multifield data) as it requires minimal information,

i.e. the locations of extrema, rather than knowledge of the full manifold. It is also not required

to visualise the entire space. In particular, we aim to develop a novel visualisation approach

to capture the general characteristics of function landscapes with input dimensions of three or

higher (similar to contour plots for two-dimensional input spaces). We expect that this will

assist the design process of problem-specific optimisation algorithms by providing additional

information not found in other visualisation methods.
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To this end, we apply extrema graphs. These are a network representation of relationships

between the extrema (i.e. the minima and maxima) of a function applied to a specific range

of datapoints. Extrema graphs were originally used for isosurface extraction in volume visu-

alisation, where transitions are captured between both maxima and minima embedded in two

dimensions through dimensionality reduction techniques. For dimensionality reduction, we

use multidimensional scaling in our prototype for fitness landscape visualisation. The inclu-

sion of both minima and maxima means that regions in which the distance between the minima

and maxima is small can be identified, such that the ensuing small headroom makes passing

between them difficult for solutions. As well as including the extrema as nodes in our network

visualisation, we also include regularly spaced points on the lines directly connecting these

extrema, which we refer to as edge nodes. This allows us to visualise features of the landscape

between the extrema themselves. We then visualise the resulting network by projecting it into

two dimensions with multidimensional scaling (MDS), which allows for preservation of the

distances between extrema, a characteristic which is lost in other layouts such as force directed

graphs. Additional visual encodings are used to supply information, such as the colouring of

both extrema nodes and edge nodes to represent fitness value, and the discrimination of extrema

nodes from edge nodes through size.

We assess our proposed extrema graph technique on a number of well-known benchmark

problems, which we analyse to understand the information that can be gleaned from their usage.

We then further evaluate our approach through an expert interview, for which we gained ethical

approval. We report the qualitative comments, both positive and negative, of this expert, as well

as performing a quantitative test of the expert’s understanding. The expert was shown to have

a strong ability to match extrema graphs to the corresponding fitness landscape which they

represent. This chapter is based on work from a paper presented at the LAHS workshop at

ACM’s Genetic and Evolutionary Computation Conference (GECCO) 2023 [141].

6.1 Extrema Graphs

Similarly to a LON, extrema graphs use a graphical representation where nodes consist of ex-

trema (in the case of LONs, only the minima) and edges represent some metric of distance

between these extrema. However, extrema graphs differ from LONs in both the construction

and the visualisation of this graph, for example, in the inclusion of both maxima and minima.

In this section, we will provide a detailed description of the extrema graph approach as applied

to a given fitness landscape. The incorporation of all extrema is infeasible for large land-
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scapes with many extrema due to the computational expense in identifying them. To generate

our extrema graphs, we have therefore used the Niching Migratory Multi-Swarm Optimiser

(NMMSO) [39] to sample extrema to include in the graph. NMMSO is an algorithm which

identifies multiple maxima of multi-modal problems by using a swarm of individual optimisers

which work in different regions of the search space. Swarm elements are able to migrate away

from their parent swarm if they are identified as being in the vicinity of a separate peak, and

swarms are able to merge if they are identified as being concerned with the same peak. Though

NMMSO is a good multimodal optimiser capable of finding many, if not all, of the extrema

in our benchmark problems, it could be substituted for another approach. In this chapter, we

focus on developing a novel visualisation technique containing information beneficial for the

design process of algorithms which cannot found in other visualisation approaches, rather than

optimising the process for identifying extrema.

6.1.1 Graph Construction

The graph is then constructed from these extrema in the following steps. A full overview of

the graph construction process is contained in Algorithm 6.1. The process begins by running

NMMSO 2N times on our function of interest, f : Rm → R, where there are N runs for the

minima and N for the maxima. This identifies the extrema, which we then initialise as the

nodes for our graph, G. Initially, we do not have any edges.

Next, an edge is added between two nodes where the Euclidean distance between the cor-

responding extrema is less than a threshold, whether these extrema are minima or maxima.

The threshold t is given by a hyperparameter ρ multiplied by the Euclidean distance between

the bounds of the search space, such that t = ρ∥bu −bl∥ where bu and bl vectors are the upper

and lower bounds of the search space. We call the hyperparameter ρ the radius percentage.

This hyperparameter can take values between 0 and 1, thus determining the proportion of edges

which are included, and can be chosen by the problem owner based on their requirements when

designing an optimiser (for example, if it depends on a certain neighbourhood value) as well

as their own personal perception of the visualisation.

Once the edges have been determined, they are then replaced with a line of nodes, which

we call edge nodes. In the visualisation there are therefore no edges in the graph, however

the extrema nodes have a 10x larger visual representation than the edge nodes, such that these

take the appearance of edges between the extrema nodes. This is demonstrated in the exam-

ple extrema graph of Figure 6.2. The benefits of drawing the edges as a sequence of nodes
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Algorithm 6.1 Extrema Graph Construction1

Input: For a problem with dimensionality m: function f : Rm → R; upper and lower bounds
on the search region, bu,bl ∈ Rm; number of fitness evaluations, 2N; radius percentage, ρ;
number of edge nodes per edge, e

Output: Extrema graph and 2D node locations
1: Run NMMSO algorithm for N fitness evaluations to obtain nmax maxima
2: Run NMMSO algorithm for N fitness evaluations to obtain nmin minima
3: Initialise graph G = (V,E) with |V |= nmax +nmin and E = /0
4: Set the threshold, t = ρ∥bu −bl∥
5: Initialise location matrix L ∈ Rn×|V | such that for every node i ∈ V , L_,i = oi where oi is

the location of optimum i in the landscape
6: for pairs of extrema, oi,o j do
7: If ∥oi −o j∥< t, add edge (i, j) to E
8: end for
9: for edges (i, j) in G do

10: Add e nodes to V and corresponding locations in the
search landscape to L such that these locations are evenly
spaced along the line connecting oi and o j

11: Remove (i, j) from E
12: end for
13: Perform MDS on L to reduce to 2 dimensions
14: Output G = (V, /0) and L
15: Note: ∥·∥ denotes the Euclidean norm in n dimensions

1An implementation of the algorithm in Python is available at https://github.com/sophiefsadler/extrema_graphs.

are twofold: firstly, this allows for easy variation of the colour along the connecting line be-

tween extrema to visualise changes in fitness value, corresponding to specific locations in the

landscape. Secondly, it provides a visual indication of how the search space is folded by the

dimensionality reduction. These benefits offset the downside of additional visual clutter. Each

of these edge nodes also has an associated location in the search landscape, such that they are

linearly spaced along the line connecting the two relevant extrema. The associated locations in

the search landscape of both the extrema nodes and the new edge nodes are stored in a location

matrix, L, as described in lines 5 and 10 of Algorithm 6.1.

This process produces the final graph topology, where we have a number of extrema nodes

and a number of edge nodes, each having a corresponding location in the search landscape.

The final step before we can visualise the extrema graph is to translate these locations in high-

dimensional space to locations in 2-dimensional space. In our extrema graph prototype, we

use MDS [81] to perform this translation as it aims to preserve relative distances, though there
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Figure 6.2: Example Extrema Graph (for the Sphere function in 2D)

are many other relevant dimensionality-reduction techniques which could be applied, includ-

ing Landmark MDS [32] or t-SNE [165], which has previously been applied for visualising

LONs [167]. MDS performs well with our choice of graphical structure as its preservation

of relative distances increases the chance that edge nodes lie in a sequence that can be easily

understood to follow a path between two extrema nodes, thereby making it clear which two

nodes the edge is connecting. MDS is also a good choice when the structure of the manifold

is unclear. The chosen dimensionality-reduction method should be applied to all nodes - both

extrema nodes, and edge nodes, to determine their location in the extrema graph visualisation.

It should be noted that, while MDS aims to preserve pairwise distances when projecting to

lower-dimensional space, it is impossible to do so perfectly and therefore there may be some

unintuitive distortion of the space. This motivates the use of edge nodes to aid understanding.

6.1.2 Visual Encoding

The MDS drawing of the extrema graph is visualised directly. However, in order to distinguish

minima, maxima, and edge nodes, as well as to provide other useful information about the

search landscape topology, we use additional visual channels in our encoding.

Firstly, extrema nodes are larger than edge nodes to distinguish them as local extrema. All

nodes are then coloured according to an isoluminant colour scheme representing the fitness

value at the corresponding location in the search landscape. As we know the locations of all

nodes in the high-dimensional search space (these are stored in matrix L in Algorithm 6.1), we

can evaluate the function on these locations to obtain these fitness values. In our prototype, we

use Matplotlib’s Viridis colour scheme, which varies from yellow for the highest values through
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green, blue and finally purple to the lowest values. The Viridis colour scheme is designed to

improve graph readability for readers with common forms of color blindness, making it widely

accessible for all audiences. In addition, it spans many colours, making differences easy to see,

and is perceptually uniform, meaning that values close to each other have similar colours and

values far away from each other have very different colours. This works well in the extrema

graph setting to show smooth transitions from areas of high function value to low function

value.

When using this colour scheme, minima are usually represented in purple (low values) and

maxima in yellow (high values), though this is not guaranteed as local minima or maxima may

not have fitness values as low or high as the global minima and maxima. Edge nodes are also

coloured according to this scheme, allowing for interpretation of the shape of the landscape

between two extrema. The global minima are marked separately in red to distinguish them

from other minima, which may be globally non-optimal despite appearing similar in colour

when using the Viridis colour scheme. Red was chosen as it is a good highlighting colour [114]

which differs considerably from those which appear in the Viridis colour scheme.

An example extrema graph is displayed in Figure 6.2, to demonstrate these visual encod-

ings. The scale on the right-hand side of the plot displays the fitness values which the Viridis

colour scheme represents: 0 at the lowest, purple end, and 50 at the highest, yellow end. Thus,

we can see in the extrema graph itself that there are four maxima in the corners of the graph,

which are connected by smaller edge nodes to the global minimum at the centre, represented

in red. None of the visual features described here are present in LONs, and are therefore a key

differentiator of the two methods. In the case of a LON, we would see only a single node for

the sphere function in 2D, represented without colour.

6.2 Experimental Results and Illustrations

In order to demonstrate the efficacy of extrema graphs for understanding search landscapes,

we demonstrate them as applied to a number of well-known, continuous benchmark functions:

Sphere, Rastrigin, Schwefel, Ackley, Griewank and Rosenbrock. These are defined as follows.
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Sphere Function

The Sphere function is defined in n dimensions as:

f (x) =
n

∑
i=1

x2
i

Our search bounds were defined by the hypercube

xi ∈ [−5.12,5.12], and in this region there is one

global minimum at x = 0 with a function value of

f (0) = 0.

Rastrigin Function

The Rastrigin function is defined in n dimensions as:

f (x) = 10n+
n

∑
i=1

(
x2

i −10cos(2πxi)
)

Our search bounds were defined by the hypercube

xi ∈ [−5.12,5.12], and in this region there is one

global minimum at x = 0 with a function value of

f (0) = 0.

Schwefel Function

The Schwefel function is defined in n dimensions

as:

f (x) = 418.9829n−
n

∑
i=1

xi sin(
√

|xi|)

Our search bounds were defined by the hyper-

cube xi ∈ [−500,500], and in this region there

is one global minimum at x = 420.9687 =

(420.9687, . . . ,420.9687) with a function value of

f (420.9687) = 0.
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Ackley Function

The Ackley function is defined in n dimensions as:

f (x) =−20exp

(
−0.2

√
1
n

n

∑
i=1

x2
i

)

− exp

(
1
n

n

∑
i=1

cos(2πxi)

)
+20+ exp(1)

Our search bounds were defined by the hypercube

xi ∈ [−32.768,32,768], and in this region there is

one global minimum at x = 0 with a function value

of f (0) = 0.

Griewank Function

The Griewank function is defined in n dimensions

as:

f (x) =
n

∑
i=1

x2
i

4000
−

n

∏
i=1

cos
(

xi√
i

)
+1

Our search bounds were defined by the hypercube

xi ∈ [−5,5], and in this region there is one global

minimum at x = 0 with a function value of f (0) = 0.

Rosenbrock Function

The Rosenbrock function is defined in n dimensions

as:

f (x) =
n−1

∑
i=1

(
100(xi+1 − x2

i )
2 +(xi −1)2)

Our search bounds were defined by the hypercube

xi ∈ [−5,10], and in this region there is one global

minimum at x = 1 = (1, . . . ,1) with a function value

of f (1) = 0.
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Radius Percentage Values
ρ Search Bounds

Sphere 0.75 [−5.12,5.12]D

Rastrigin 0.08 [−5.12,5.12]D

Schwefel 0.1 [−500,500]D

Ackley 0.05 [−32.768,32.768]D

Griewank 0.25 [−5,5]D

Rosenbrock 0.75 [−5,10]D

Table 6.1: The value of the “radius percentage" hyperparameter (ρ ∈ (0,1]) used during graph con-
struction, alongside the bounds of the search region explored.

We have produced an extrema graph for each function in 2,3 and 5 dimensions to demon-

strate the performance and variation across these differing numbers of dimensions. Addition-

ally, the extrema graph for the Sphere function in 10 dimensions can be found in the cor-

responding section below, as an example of how the approach scales to larger dimensional

spaces. In the graph construction, we used 20,000, 30,000 and 50,000 fitness evaluations

respectively to generate extrema graphs in 2,3 and 5 dimensions. The radius percentage hy-

perparameter, ρ was chosen for each function individually; these values are as in Table 1. As

this value controls the number of edges included in the extrema graph, using a larger value of

this hyperparameter allows more information about the fitness landscape to be captured and

included. However, for functions with large numbers of maxima and minima, a large radius

percentage can lead to an extrema graph with too much visual clutter to be understood, and also

drastically increases computation time. For our evaluation, we chose this value experimentally,

by testing a range of values and selecting the one for which the resulting extrema graph con-

tained the best quantity of valuable information in the eyes of our interpretation. These values

were then fixed across all dimensions so that all extrema graphs for a given function could be

directly compared. Note that the NMMSO runs need not be rerun in order to test new values

of ρ , so these were performed only once.

6.2.1 Benchmark Visualisations and Interpretation

For each of the benchmark functions, we present a figure containing four subplots: the conven-

tional surface plot already introduced in the previous subsection, and an extrema graph for the

function in 2D, 3D and 5D.

Sphere In Figure 6.3, we see the results for the Sphere problem – the problem with the

simplest fitness landscape considered herein. Figure 6.3B shows an extrema graph of a 2D
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A. B.

C. D.

Figure 6.3: A surface plot for the Sphere function (subfigure A), in addition to extrema graphs for the
Sphere function in 2D, 3D and 5D (subfigures B, C and D respectively).

landscape. The graph consists of five extrema nodes: four nodes shown in yellow, with the

central node being shown in red. As described in Section 6.1.2, the red node corresponds

to the global minimum, while yellow nodes have high fitness value (so are maxima). The

larger extrema nodes are connected by smaller edge nodes, also coloured according to fitness.

By contrast, a LON for this case would comprise of a single node (representing the global

minimum) with no edges. Here it is possible to observe the maxima, which correspond to

the corners of the landscape shown in Figure 6.3A; the scale of the fitness in those nodes is

determined by the bounding box selected when instantiating the problem. The colour of the

internal edges, connecting the maxima to the minimum, show a steady decrease in fitness (the

colour gradually progresses from yellow to purple). This represents the smooth slope of the

landscape, which has no local minima. The outer edges decrease to a trough before climbing

back towards the adjoining maxima. This is a graphical representation of how the surface

cuts the landscape’s bounding box, which is the U-shape that can be seen at the edge of the

landscape in Figure 6.3A.
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Figure 6.4: Extrema Graph for the Sphere function in 10D

Figure 6.3C shows the corresponding 3D Sphere landscape. The characteristics highlighted

in the 2D case can be seen here. In this case, there are eight nodes representing maxima. This is

to be expected, as any instance of this problem will feature a hypercube comprising 2D corners,

which form the maxima. Each maximum is again directly connected to the minimum via an

edge, which again exhibits the steady decrease we would expect from the smooth landscape.

Each adjacent maximum is again connected by an edge that shows the U-shape formed by the

bounding box, however in this case there are additional edge nodes. This is a result of the

compression of a 3D landscape into two dimensions, and shows connections between maxima

in the third dimension. The same topology is visible in the 5D graph shown in Figure 6.3D,

though the number of edge connections in this case makes it difficult to observe direct con-

nections between them. It is, however, still possible to identify the smooth progression from

maxima to minimum by following the colour of the edges as they move toward the centre of

the graph. There are again 25 = 32 nodes representing maxima.

For the Sphere function, we also generated an example of the extrema graph in 10 dimen-

sions, to show how the approach scales to higher dimensions. This can be seen in Figure 6.4.

As with the other plots, there is a single minimum surrounded by maxima, though there are

now too many of these to easily count, and the number of edge nodes renders it infeasible

to identify direct connections. Due to distortion of the space, we no longer see the smooth

progression to the centre of the graph. From this we can see the beginnings of extrema graph

limitations as the number of dimensions grows, though some key elements (the presence of a

single minima surrounded by many maxima) can be identified regardless.

Rastrigin Figure 6.5 illustrates the Rastrigin examples. Again, we display the conventional

landscape view in Figure 6.5A and the corresponding 2D extrema graph in Figure 6.5B. In
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A. B.

C. D.

Figure 6.5: A surface plot for the Rastrigin function (subfigure A), in addition to extrema graphs for the
Rastrigin function in 2D, 3D and 5D (subfigures B, C and D respectively).

some ways, the visualisation is not dissimilar to the Sphere graph shown in Figure 6.3B. There

are four maxima, again shown in yellow, though we note that the scale is different as it depends

on the fitness values in a specific graph. The principal difference is the presence of a number

of local minima, represented as nodes within the graph. The Rastrigin objective function is

formed of the sum of squared decision variables (accounting for the similarities to the Sphere

case) which is offset by a cosine term introducing regular local minima (accounting for the

additional extrema nodes). The regularity of the minima can be seen by the way in which the

nodes have been placed into a grid arrangement. Clearly, the graph is missing regions of the

landscape. In this case, we know this is because of the stochastic nature of the multimodal

optimiser that has been used to sample the space as the cosine term guarantees regular local

minima, as visualised in Figure 6.5A. One option that could be used to address this and provide

a more complete map would be to run multiple repeats of the optimiser in the way that a

LON is constructed, however, this would increase the computational cost which is currently

minimised by the use of only two optimiser runs, one for the maxima and one for the minima.
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A. B.

C. D.

Figure 6.6: A surface plot for the Schwefel function (subfigure A), in addition to extrema graphs for the
Schwefel function in 2D, 3D and 5D (subfigures B, C and D respectively).

An interesting characteristic visible from the edge nodes is that the problem is non-convex.

This is shown by the regular progression of colour between nodes.

The 3D case shown in Figure 6.5C exhibits similar characteristics to the 2D case, albeit

in a less uniform layout because of the distorted projection of the additional dimension. The

minimum is still shown at the centre of the graph; however, the graph shows fewer connections

between the inner core and the outer maxima. This again is likely to be an artefact of the way

in which the multimodal optimiser has traversed the space while sampling. This effect is even

more pronounced in the 5D case (Figure 6.5D).

Schwefel The Schwefel problem is similar in construction to Rastrigin. Figure 6.6B indicates

this in that the graph has a similar regular structure. Noise in this case is introduced by a sine

term rather than the cosine, and taking the square root of the absolute value of each decision

variable introduces local minima at varying heights, rather than the steadily decreasing minima

of Rastrigin. In Figure 6.5B, the 2D Rastrigin extrema graph, the further a minimum is toward

the global minimum the lower the fitness value. In Figure 6.6B, for Schwefel, the minima
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A. B.

C. D.

Figure 6.7: A surface plot for the Ackley function (subfigure A), in addition to extrema graphs for the
Ackley function in 2D, 3D and 5D (subfigures B, C and D respectively).

increase and decrease as they progress to the global minimum. Another interesting aspect

of this problem compared to Sphere and Rastrigin is that it only has one maximum. This is

placed at the opposite end of the graph from the minimum, which is again shown in red. While

these characteristics are, as has been the case in the other problems, visible in the 3D case

(Figure 6.6C), they are more difficult to observe in the 5D case (Figure 6.6D). We theorise that

this is because of the effect of the more rugged landscape on the sampling process, leading to

fewer connected edges which in turn leads to a less precise embedding with MDS.

Ackley Figure 6.7 illustrates extrema graphs for the Ackley problem. The 2D graph in 6.7B

follows the typical layout we have seen in previous cases, with maxima arranged around a

central minimum (again, shown in red). The regions between the external maxima and the

minimum are sparse. This, in combination with the high concentration of minima identified

near the global minimum, indicates that the optimiser has not struggled to locate the problem’s

central funnel. Those maxima and local minima that have been found are arranged in a some-
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A. B.

C. D.

Figure 6.8: A surface plot for the Griewank function (subfigure A), in addition to extrema graphs for
the Griewank function in 2D, 3D and 5D (subfigures B, C and D respectively).

what regular fashion in a square shape around the central global minimum, which is as would

be expected for the problem. When considering the 3D case (Figure 6.7C) the number of local

minima nodes found near the global minimum has reduced considerably. This indicates that

the funnel is becoming steeper, and the optimiser is less likely to be trapped by local minima

once it locates solutions within the funnel. Having increased to 5D in Figure 6.7D, the distance

between the funnel and the maxima nodes is increased. This is due to the MDS projection,

which has placed nodes towards the corners of the projection as it seeks to keep nodes that are

distant in the 5D space distant in the corresponding 2D embedding.

Griewank As can be seen in Figure 6.8A, the Griewank landscape is highly regular. This

regularity has resulted in a distinct extrema graph (Figure 6.8B). As seen previously, the global

minimum is placed toward the centre of the graph. The local minima and maxima are placed

around it, organised into lines. These lines cut across the fitness landscape, and the peaks and

troughs visible in the 2D landscape (Figure 6.8A). This effect is visible in the 3D case, shown
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A. B.

C. D.

Figure 6.9: A surface plot for the Rosenbrock function (subfigure A), in addition to extrema graphs for
the Rosenbrock function in 2D, 3D and 5D (subfigures B, C and D respectively).

in Figure 6.8C, and the 5D case, shown in Figure 6.8D. In both cases, compressing the extra

dimensions into a two-dimensional extrema graph has resulted in curved edge nodes. While in

the 2D and 3D cases all of the maxima and local minima have been located, the optimiser has

not sampled the entire 5D landscape.

Rosenbrock The final problem we consider is Rosenbrock. As shown in Figure 6.9A, this

problem is characterised by a deep trench of reasonable fitness, only a specific portion of which

actually achieves the global minimum. Figure 6.9B illustrates the 2D extrema graph. Here,

there is a single maximum, due to a slight tilt in the fitness landscape that biases the value of

one of the maxima to be marginally higher than the other corners (however, by expanding the

bounds of the problem the opposite side of the landscape in the x2 axis becomes visible). In

the lower right-hand corner of the graph are a set of connected local minima at values close to

the global minimum, as well as the global minimum itself. This indicates the trench, and this

characteristic can be seen in Figures 6.9C for the 3D case and 6.9D for the 5D case. In both
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the 3D and 5D cases the optimiser has located maxima in other corners, and in both cases these

are connected to the trench (and, in some cases, the global minimum itself) by decreasing edge

nodes as was the case in the Sphere example.

6.3 Expert Interview

We also conducted an interview with an FLA expert to ascertain whether extrema graphs as we

have presented them can be easily understood, and whether they fulfil the intended purpose of

capturing the general characteristics of function landscapes in high dimensions, so that they can

be easily recognised. Expert interviews are a common assessment of visualisation techniques,

usually consisting of studies with a small number of experts. Five or fewer experts can find the

majority of issues with a visualisation [160]. In line with standard ethical practice, anonymity

of participants/experts is protected. In this case, we perform such an evaluation with one expert

and will expand this evaluation in future work.

Experimental Design The interview took the following format. We began by introducing the

premise of our approach and the aims of our research. This was followed by some technical

discussion of the methodology, and finally by provision of examples in the form of the Sphere

function extrema graphs in 2D, 3D, 5D and 10D.

In the second stage, we presented randomly ordered extrema graphs and randomly or-

dered surface plots for the remaining benchmark functions in 2D (Ackley, Griewank, Rastri-

gin, Rosenbrock and Schwefel), and asked the expert to match each extrema plot with one of

the surface plots. At this stage, we did not tell the expert whether the answers were correct,

but immediately presented randomly ordered extrema graphs for the benchmark functions in

3D and asked the expert to again match these to the surface plots. Although the expert was

not informed of the correct answers for the 2D plots, we cannot rule out that a learning effect

could take place to improve the expert’s performance on the subsequent 3D plots. This ap-

proach was chosen to assess the expert’s understanding as it gives us a quantitative evaluation

of performance, in contrast to other qualitative elements of the expert interview. The interview

was concluded with an exploration of the benefits and drawbacks of our approach as perceived

by the expert.

Participant Response For the 2D functions, the expert correctly matched the Ackley, Ras-

trigin and Schwefel graphs to their surface plots without difficulty, but deliberated over the
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matching of the Griewank and Rosenbrock functions and ultimately matched these incorrectly.

For the 3D functions, the expert once again deliberated over the matching of the Griewank

and Rosenbrock functions, but this time got the matching of all 5 functions correct. This indi-

cates that the expert was able to gain enough insight from the extrema graphs to identify the

corresponding functions. Increased exposure may have led to the improved performance in

the second round, despite the expert not being told the correct answers for the 2D functions

inbetween the two rounds.

During the discussion in the final stage of the interview, the expert identified the ability of

extrema graphs to capture the ruggedness of the landscape, which is derived from the concise

representation of the spatial relationship of the extrema, as their main benefit. The expert

believed that extrema graphs can provide an overview of the functions in higher dimensions,

in particular with respect to their function variability. Furthermore, the expert highlighted that

this method may be useful in visualising paths of optimisers for analysing their performance

on specific problems.

Regarding drawbacks, the expert noted that the appearance of the extrema graphs may be

sensitive to methodological details. The expert highlighted with the following comments some

examples of possible sensitivities: the use of edge nodes may introduce bias into the MDS

procedure towards regions where there are more edges (i.e. where there are more maxima and

minima closer together in Euclidean space); interpolating edge nodes between extrema “as the

crow flies” restricts the view of the landscape to the regions directly connecting extrema; and

finally, the NMMSO algorithm expends some proportion of its work towards finding the global

optimum, so it may ignore certain optima.

We agree that our method is highly dependent on the efficacy of the multimodal optimiser

in finding distinct extrema. Nonetheless, we believe the sensitivity due to this is minimal in our

demonstration, especially due to the high number of function evaluations used for the known

synthetic problems explored in this chapter, and focus here on evaluation of the visualisation

technique itself.

During this informal discussion of benefits and drawbacks, the expert provided insights

that may lead to potential further work, detailed in section 6.4 below. We conclude based on

the expert’s feedback that extrema graphs provide the benefit of capturing a realistic idea of

landscape ruggedness, while potentially being sensitive to details in the methodology used to

generate these visualisations.
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6.4 Discussion

The extrema graphs of the benchmark functions and descriptions of their visual features in

Section 6.2.1 demonstrate how they can be used to represent fitness landscapes with a 2-

dimensional visualisation. Through these examples, we encounter some specific points for

further discussion and exploration. For instance, the 10D extrema graph for the sphere func-

tion, presented in Figure 6.4, indicates some limitations of this approach as the number of

dimensions grow, which represents one direction of exploration for future work. It would be

beneficial to identify further whether extrema graphs experience limitations for other bench-

mark functions as the number of dimensions grows, and to identify ways to circumvent this

problem. In this setting with a high number of dimensions, the trade-off between including a

large amount of information while avoiding visual clutter becomes more important, motivating

further investigation into how we can quantify an optimal value of ρ to balance this trade-

off. We also discovered with the Schwefel function that some characteristics became harder

to observe in the 5D case, which we hypothesised was due to the effect of the more rugged

landscape on the sampling process. The presence of fewer connected edges in this case could

also be addressed if we were able to quantitatively identify an optimal value for ρ . Interest-

ingly, the identification of a methodology for automatically determining the value of the radius

percentage hyperparameter was an avenue of future work suggested by the expert during the

expert interview. One approach for doing so could be to identify an information-content metric

with which to measure the performance of the extrema graph visualisations.

In addition to this suggestion, the expert also offered visual adaptations which could be con-

sidered for future work. Specifically, the expert suggested replacing the edge nodes with edges

consisting of coloured line segments. These segments could represent fitness value through

use of colour as in our version of the extrema graph visualisation, while providing alternative

information to the current implementation during the embedding stage. In this case, rather than

including points along the edges in the MDS process, only extrema would be embedded, leav-

ing the connecting edges to overlap in the final visualisation. In this case, intersecting edges

with different colours would provide information about the folding of the search space during

dimensionality reduction.

Some limitations of extrema graphs are accepted here as a trade-off for associated benefits.

For example, the extrema included in the graph are limited to those identified by NMMSO,

however the use of just two runs of this optimiser keeps the computational complexity low.

Similarly, the visual clutter introduced by edge nodes is accepted for the benefit of the infor-
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mation gained about the general characteristics of the landscape, and how these change for a

given value of ρ .

One of the commonly cited reasons for a visualisation, especially in the field of explain-

able AI (XAI), is that we seek to represent a complex concept to a lay audience. The expert

interview conducted in this study has shown that extrema graphs can convey useful informa-

tion characterising problem landscapes to experts, however it would be beneficial to scale the

human-centred evaluation by interviewing more experts. Since access to experts is limited, this

is an inherent limitation to expert interviews. Additionally, while we have not tested whether

our visualisations can be understood by a non-expert, it would likely be more difficult for a

non-expert to perform such analysis. Two avenues of future work are therefore to explore the

extent to which these are accessible to non-expert users, and – in the event that they are not

intuitive – to perform an investigation into approaches by which the technical barrier to entry

could be reduced.

Faster methods for multidimensional scaling could be used to draw our extrema graphs,

similar to stressed-based layout methods in graph drawing [69] which have been accelerated

via many methods [48, 74, 80, 190]. Using a more scalable MDS algorithm would allow ex-

trema graphs to scale to larger data sets. For our prototype presented in this chapter, we have

chosen MDS as it preserves relative distances and we have found that this often ensures that

the connectivity of the edge nodes is retained, enabling us to see which extrema have been

connected by these. It is also a good choice when the structure of the manifold is unclear.

Beyond enhancing the visualisation, there are several ways this study could be extended.

A larger range of problems should be explored, including those with discrete representations,

in contrast to the continuous benchmarks considered here. A further area of exploration is the

use of extrema graphs for visualising multi-objective search spaces. A key consideration will

be how to represent solution quality, and whether trade-offs between solutions that define such

problems are usefully visualised in an extrema graph.

6.5 Conclusion

In this chapter, we have presented a novel methodology for visualising fitness landscapes

through the use of extrema graphs. We have shown that the incorporation of both minima

and maxima can provide valuable information, and that appropriate use of dimensionality re-

duction is key for visualising ruggedness of the landscape. The use of sampled “edge nodes”

replacing edges assist with giving a complete picture of this ruggedness. Through an expert
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interview, we have investigated the interpretation of these graphs by an expert, and showed that

they were able to match the extrema graphs to the corresponding landscape in most cases.

Though we have explored a number of improvements that could be made in the discussion

section, we will describe avenues for future work in greater detail in the next chapter, Chapter 7,

where we will further cover areas of future research relating to all chapters of this thesis.
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Chapter 7

Future Work

In this thesis, we have applied a set of explainable AI and uncertainty quantification techniques

to a specific selection of domains outside the realm of traditional deep learning, with a focus on

social systems and networks. However, a whole world of additional techniques and application

domains exist beyond these, and there are many directions for work which builds upon this

including the following broad areas:

• The application of a greater number of explainable AI or uncertainty quantification tech-

niques to the problems we have presented.

• The exploration of explainability in domains which bridge network science with deep

learning, such as graph neural networks (GNNs).

• The application of explainable AI to other domains beyond either deep learning or those

explored in this thesis.

• Further novel visualisation developments which build upon ours.

• The application of our methodology for identifying interpretable features to new domains

outside of network science.

In this chapter we will identify future work which is most closely relevant to the work we

have presented, covering several of these areas. We will first discuss some direct extensions of

the experiments and ideas in each of the chapters, before exploring some broader areas which

may relate to the work of more than one of the earlier chapters.
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7.1 Extensions to the Work on Explainable Community Finding

In Chapters 3 and 4, we performed experiments to identify which features from a longlist of

interpretable social network analysis metrics were best able to explain the outputs of commu-

nity finding algorithms. In both chapters, we applied a similar methodology, using permutation

importance scores and Shapley values to quantify the contribution of features to the predictions

on a binary classification problem related to community membership. We also performed these

experiments on the same three community detection algorithms in each chapter: the Louvain

algorithm, the Infomap algorithm, and the label propagation algorithm. For these reasons, we

will address direct extensions to the work of these chapters together, as they share some ideas

and limitations.

Additional Community Detection Algorithms In both cases, a first avenue for further ex-

perimentation would be to apply the methodology to more community detection algorithms.

In our experiments on all feature-levels, i.e. node features, node-pair features and community

features, we found that the most informative were consistent across the three algorithms we

experimented on. It would be worth investigating whether this trend continues for other com-

munity detection approaches, or if not, to identify the differences between algorithms which

lead to alternative important features. It would also be interesting to extend the work of this

thesis by applying a similar methodology to overlapping community detection algorithms, as

we focused only on those which partition the nodes. Future work would need to determine

suitable adaptations to our methodology to allow for this. Extending even further, we note

that several community detection approaches reliant on deep learning have now been pro-

posed [66, 92, 149, 182]. Although the work of this thesis was more concerned with exploring

the application of explainable AI techniques to problems outside the scope of traditional ma-

chine learning, it would also be interesting to explore how the outputs of these approaches

based on deep learning could be explained.

Alternative Datasets Another area of future work mentioned in both chapters is the applica-

tion of this methodology to real data. In both cases, our experiments were performed on graphs

generated by the LFR algorithm, which offered us some benefits in that it allowed us to inten-

tionally vary the value of the mixing parameter, µ , and to perform our experiments on a large

dataset. However, it would be beneficial to perform some case study experiments on specific

datasets of interest, to identify whether the same features are important for real data, which the
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LFR graphs are designed to mimic. It would also be possible to calculate an estimation of the

value of µ for this real data, so that the results could be directly compared to those from the

experiments on LFR data.

Alternative Explainability Approaches Beyond the algorithms themselves, and the data,

another element of the experiments which could be adjusted is the choice of explainability

approach. Any metric which allows calculation of some form of importance score could be

used, though we chose permutation importance and Shapley values as they are both well-

known, while permutation importance scores are simple to implement and understand, and

Shapley values come with desirable theoretical guarantees. One appropriate replacement could

be the Shapley-Lorenz approach [52], as it is well-suited to settings such as ours where the

response variable is categorical.

Visual Analytics System Aside from extending the experiments with new algorithms, data,

or explainability approaches, the main avenue for future work which directly follows the exper-

iments of Chapters 3 and 4 is the development of a visual analytics system whose design draws

from the results of these experiments. One motivating application of these experiments was the

ability for community structure to inform research of public health researchers studying social

contagion [20, 164] and planning interventions [163] for preventing the spread of harmful be-

haviour on social media platforms. Initially, it would be beneficial to perform a qualitative

assessment of the chosen features to assess their ability to inform public health experts who

work with social network data. Beyond this, we then envisage designing a system which allows

the user to highlight specific nodes, pairs of nodes, or sets of nodes in a social network and to

understand the community structure of these nodes on the basis of the chosen informative fea-

tures. For example, it may assist public health researchers in identifying key players in a social

network who are most able to disseminate information to other actors. The incorporation of

features on node and node-pair levels, as well as the community level, would allow for analysis

on both a local and global scale within the network. The design of this system constitutes a

significant portion of the future work which directly follows from the experiments presented in

these chapters.
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7.2 Extensions to the Work on Uncertainty Quantification in

Social Network Problems

In Chapter 5, we then applied uncertainty quantification approaches to a regression problem

faced by social media platforms dealing with large social networks. In particular, this regres-

sion task involved predicting the number of views a piece of content would receive over a 7-day

window. By using uncertainty quantification approaches, we adapted the problem to predict

an upper and lower bound on this number, showing that quantile regression was able to out-

perform our statistical baselines, and that MC Dropout could outperform both the statistical

baselines and quantile regression when combined with a binary classifier into a hierarchical

model, which we called HZIM.

Additional Uncertainty Quantification Approaches As with the work of the previous two

chapters, an obvious area for future work would be to expand this study to include more un-

certainty quantification approaches, of which there are many. For example, a simple technique

similar to MC Dropout is the Deep Ensembles approach [83], thought we chose to focus on

MC Dropout as it is more scalable in storage. Meanwhile, there have been several new ap-

proaches [57, 72, 143] proposed since we began this work, such as that developed by Pearce et

al. [124] where the trade-off between coverage and prediction interval width is explicitly en-

coded in the loss function of a neural network. We performed preliminary experiments using

this method by training it on our dataset, however this showed very poor performance on our

zero-inflated distribution, as hyperparameter tuning did not produce suitable trade-offs between

coverage and interval size. Formal experiments would be required to validate this finding. The

Lower Upper Bound Estimation (LUBE) method [72] uses a similar approach, optimising pre-

diction intervals through the construction of a specific loss function. By contrast, the Neural

Optimization-based Model Uncertainty (NOMU) method [57] proposes a network architecture

consisting of two connected neural networks, where one performs the usual prediction and the

other predicts the uncertainty in the first.

Conformal Methods Conformal methods make use of an additional held-out calibration set

to calculate a set, fixed adjustment which will be applied to all interval predictions, based on

the rate of errors in the calibration set relative to the desired coverage. As well as the various

uncertainty quantification approaches mentioned above, it could also be beneficial to incor-

porate conformal methods into those we already evaluated. Conformalisation has previously
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been combined with quantile regression [136], however could also benefit HZIM, which was

unable to generate arbitrarily large prediction intervals due to the limitations of MC Dropout.

Adjusting these predictions using conformalisation could allow us to compare HZIM with our

other methods at larger interval sizes.

Asymmetrical Quantiles Another area for further experimentation could be the use of asym-

metrical quantile pairs to generate prediction intervals. For all methods in our experiments, we

calculated prediction intervals using a hyperparameter α such that the intervals were symmet-

rical, i.e. the upper and lower bounds corresponded to quantiles (α , 1−α). However, other

pairs of quantiles can also be used to approximate a coverage of α . For example, we could

consider setting the lower bound at 0 for all intervals, and using the uncertainty quantification

approach to estimate an upper bound of α , since we expect a large proportion of content to

receive zero views regardless. This approach would be equivalent to attempting to ignore the

large skew in the distribution, and rank content based on the estimated upper quantile of the

number of views it may receive. We also performed preliminary experiments to assess whether

we could identify optimal intervals based on coverage when varying the quantile prediction

for the lower bound in increments, and setting the upper bound to be a quantile α greater than

this. However, these preliminary results indicated that there was little gain in performance over

using symmetrical intervals. Nevertheless, a full analysis of the effect of the chosen quantiles

could be considered for future work.

Selection of Content Items Finally, we have discussed in detail the application for this work:

the selection of potentially-harmful content items for human review; however, we have not

discussed how we can use the prediction intervals in order to select content. In a paper by

Mehta et. al [104], upper quantiles are shown to perform better than mean values in top-k

selection problems. In these top-k selection problems, k items are chosen from a larger set

with the objective to maximise the highest value found amongst the k items. We would like

to use the upper quantile predictions found by the methods evaluated in our study to identify

whether these perform better at this task than mean value predictions in the setting with our

unusual distribution. Additionally, it would be interesting to extend this problem to consider

evaluating the methods on the sum of the top h highest values found amongst the k items,

rather than the value of the single highest. The previous work by Mehta et. al indicates that

upper quantiles could be more useful for this setting, however it would be worth evaluating

performance using both the upper and lower quantiles as some aspects of our data distribution
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breaches the assumptions made in their work. These studies could indicate whether predicted

quantiles would be beneficial for identifying viral content for human review.

7.3 Extensions to the Work on Extrema Graphs for Fitness

Landscape Analysis

Chapter 6 introduced our novel visualisation technique for fitness landscape analysis, where

we applied extrema graphs to generate a graphical representation of the problem landscape.

These extrema graphs represent both minima and maxima of the search space as nodes in a

graph, and connects with edges those whose Euclidean distance is less than a certain threshold,

which is determined by a hyperparameter which we call ρ . These edges are then replaced

with a sequence of nodes in the final visualisation, which represent evenly spaced points on

the line connecting the two extrema. Our visualisation encodes fitness value using colour,

and is generated using MDS to reduce the number of dimensions to two so that the graph

can be visualised. We evaluated our technique by generating extrema graphs for a series of

benchmark functions, and performing an interview with a fitness landscape analysis expert to

gather feedback and assess how easily these benchmark visualisations could be interpreted.

Extensions to Evaluation One immediate area of future work would be to extend this eval-

uation by interviewing more experts, as well as to explore how extrema graphs in this context

can be understood by non-experts, who may be working in domains where fitness landscape

analysis is beneficial, but is not their core expertise. We expect that non-experts may not be

able to interpret information from these visualisations as well as experts, and it may also be

beneficial to investigate how our extrema graph visualisation can be adapted to make it easier

for non-experts to understand.

Alternative Benchmark Functions Our original work could also be easily extended by gen-

erating example visualisations for more benchmark functions and incorporating into further

expert interviews an exploration into how good the extrema graph visualisation is at repre-

senting various landscape features. Beyond generating more visualisations similar to the ones

we have already included, future work could also include the application of extrema graphs

to other types of problems, such as discrete problems or problems with multi-objective search

spaces. Some examples include those introduced by Kumar et. al [82], and those introduced

by Tanabe et. al. [158] To adapt our visualisation for multi-objective problems, we will need to
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consider how to represent solution quality, and it remains to be seen whether trade-offs between

solutions that define such problems are usefully visualised in an extrema graph.

Adaptations to Visualisation Some elements of the extrema graph visualisation could also

be adapted or changed, and it would be beneficial to explore through user studies which types

of representation are most useful for different problem settings. For example, the expert we

interviewed in our work suggested that “edge nodes” could be replaced with coloured line

segments, and the multidimensional scaling (MDS) algorithm applied to extrema only in the

dimensionality reduction. Therefore, points along the connecting edges of the extrema would

not contribute to the distortion of the space during dimensionality reduction, but the colouring

of line segments along the edges would still indicate the fitness value at these points, offering

an alternative view which would allow intersecting edges to indicate how the space has been

folded. Additionally, faster versions of the MDS algorithm could be used, which would also

allow us to scale our approach to larger datasets, which we could include in further benchmark

function exploration.

Automatic Detection of ρ Another area which could accelerate practical usage of extrema

graphs is the automatic selection of an appropriate value of ρ for the given dataset. In gen-

erating our benchmark visualisations, this hyperparameter was set experimentally, by trying

several values and selecting the one which generated extrema graphs with a high information

content, while minimising visual clutter. Although it may be beneficial to users in many cases

to be able to select the value of ρ according to the type of problem on which they are working,

it is also time-consuming to test several values if unsure about which will generate a visualisa-

tion which is most valuable. Therefore, it would be highly beneficial to find a way to automate

this, based on some metric of information content of the final visualisation.

Parameter Identifiability Problem Finally, one of the primary motivations behind devel-

oping the method was to investigate the fitness landscape of a maximum likelihood estimation

(MLE) function. When fitting a mathematical model to real-world observations, we often query

whether the parameters are identifiable [78]. In particular, our work was motivated by the use

of a compartmental model for disease progression in COVID-19. Compartmental models seg-

ment population members into different buckets, such as those who are infected and those who

are recovered, and model transitions between these states using differential equations [71].

Specifically, parameter identifiability relates to the identification of the convexity of the rel-
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evant MLE function, and there are common statistical procedures in biomathematics for this

purpose. Current work focuses on deploying extrema graphs to the parameter identifiability

problem, to complement standard parameter identifiability approaches.

7.4 Explainability for Other Social Network Analysis Problems

In the previous sections of this chapter, we have explored how the work of this thesis can be

directly extended in further experiments or related applications, however there are also other

areas and domains in which we can apply the techniques we have introduced. The work of

this thesis has explored how explainability techniques can be applied to problems in social net-

works and systems, specifically community detection problems, and the prediction of content

popularity on social media websites. However, approaches that we have used could also be

applied to other such network problems. In particular, the work of Chapters 3 and 4 could be

adapted for any network problem where we can identify a list of interpretable features which

may be of interest, and represent one element of the problem we wish to understand with a

binary classification task.

Identification of Key Players One such network problem could be the identification of key

players in a network, for which several algorithms exist, such as the work by Borgatti et al. [15].

In their paper, they motivate the development of their KPP-Pos algorithm by demonstrating

that off-the-shelf centrality metrics of individual nodes are not sufficient to perform well at

identifying key players; nevertheless, it could be beneficial to apply a similar method to the

one we propose in Chapters 3 and 4 to identify a set of metrics which are most closely relevant

to the outcome of the KPP-Pos algorithm which can be visualised together. This approach

could be even more beneficial when dealing with more complex approaches to identifying key

players, such as the one proposed by Fan et al. [38] which makes use of deep reinforcement

learning.

Graph Sampling Outside of identification of key players, there are also other types of algo-

rithm we could apply our important features approach to, such as graph sampling algorithms.

These algorithms aim to provide a sample of nodes and edges from a large graph while cap-

turing its properties, so that further social network analysis can be performed on a graph of

smaller scale. Some previous studies showed that certain graph sampling algorithms can be

biased towards nodes of high degree [54,90]. Applying our methodology to identify important
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features would potentially also have been able to identify this limitation, as degree centrality

was included in our list of features and would’ve been highlighted as one of importance when

using these algorithms. This demonstrates the benefit that explainability can bring to network

problems such as these, where understanding features of importance can highlight potential bi-

ases in the sampling process. Therefore, it could be beneficial to apply a similar methodology

to ours for identifying important network features to an array of graph sampling algorithms, of

which there are many [5, 54, 90, 134].

Other Network Problems Beyond these, there are many other new and emerging ap-

proaches in social network analysis which could be approached with explainability to improve

understanding. Some of these directly relate to community detection, but incorporate novel or

more complex approaches designed to deal with large or dynamic networks, such as the work

by Ma et al. [101] which combines problems in identifying key players with community detec-

tion, or the work by Panizo-LLedot et al. [123] which uses a multi-objective genetic algorithm

approach to apply community detection to dynamic graphs.

The Incorporation of Uncertainty Quantification Finally, future work could also consider

combining some aspects of the work of this thesis on explainability with the uncertainty quan-

tification approaches introduced in Chapter 5. Recent work by Watson et al. [176] has shown

how Shapley values can be used to explain conditional entropy in machine learning models,

such as when calculated by MC Dropout, demonstrating how explainability approaches can in

fact be used on the black-box models which are themselves designed to estimate uncertainty.

However, this area remains relatively unexplored.

7.5 Explainability for Graph Neural Networks

In addition to the traditional social network analysis problems mentioned in the previous sec-

tion, the domain of graph neural networks (GNNs) could also greatly benefit from the devel-

opment of relevant explainability approaches. The work of this thesis has primarily focused on

domains outside of deep learning, though our focus on network data relates closely to the prob-

lems tackled by GNN approaches. For example, existing work has used GNNs for community

detection [149, 151], which we explored in Chapters 3 and 4.

Though several approaches already exist for explaining the outputs of GNNs [100, 183,

184, 186], including those which adapt and apply Shapley values for this setting [34, 126],
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this is still a relatively new area of work. For example, existing approaches focus primarily

on instance-specific explanations, while only one approach, XGNN [184], provides model-

level explanations. Several of these approaches identify important nodes or edges, for example

by removing them and examining the effect on the prediction. Future work could focus on

trying the reverse: adding nodes or edges, studying the effect on the prediction, and then using

this to develop model-level explanations. In particular, future work could focus on the use

of visualisation to aid explanation of GNN outputs by exploring how predictions vary across

similar graphs. So far, little work has focused on visualisation for explainability of GNNs, aside

from the work by Agarwal et al. [3], which introduces the GraphXAI library which includes

some functionality to visualise important nodes or edges of a network. Nevertheless, it remains

future work to explore how this can be done in a dynamic way for large networks, or to explore

predictions across many networks at once.

Additionally, we could consider combining existing explainability approaches for GNNs

with insight gained by using social network analysis metrics as we used in our experiments of

Chapters 3 and 4, for example by visualising important nodes and edges identified by another

approach, and then incorporating into a visual analytics system some exploration of the values

of relevant metrics of these important elements, for example betweenness centrality.

7.6 Applications Beyond Network and Graph Problems

Finally, we can consider applications that go even beyond work which is closely related to

that of this thesis, including those which deal with data outside of networks and graphs. Some

of the methodologies we have introduced here may be applied in other domains, including

the identification of important features in non-deep learning algorithms using a proxy binary

classification problem, as in Chapters 3 and 4, or an adaptation of our extrema graph visu-

alisation of Chapter 6 which allows us to visualise other types of data which has undergone

dimensionality reduction.

For example, there are many other stochastic algorithms which do not fall under the field

of deep learning and may be applied to various problems outside of social network analysis

or those which apply to network data, including stochastic optimisation approaches such as

simulated annealing [73] and quantum annealing [31], swarm algorithms, and evolutionary

algorithms (including genetic approaches). In some of these fields explainability is a growing

topic of interest [6, 9, 115], while in others it remains under-explored, and these could present

opportunities to apply a similar methodology to ours for identifying interpretable features.
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Separately, the zero-skewed distribution we encountered in the popularity prediction prob-

lem of Chapter 5 resembles a type of Tweedie distribution, which is normally characterised by

a large proportion of data labelled zero. There are several domains where datasets distributed

as a Tweedie distribution are known to be common, for example in ecology, cancer metasta-

sis, organ blood flow, genomic structure, and actuarial studies. Thus, any prediction problem in

these domains which deals with such a distribution could be another area where our uncertainty

quantification results would also apply, and could be used to gather insight.

Finally, our extrema graph approach of Chapter 6 depends on the use of dimensionality

reduction to enable visualisation, suggesting that visualisation techniques making use of MDS

or similar algorithms could be another avenue for future work. Indeed, this could even be

combined with work on uncertainty quantification, as a previous paper by Hägele et al. [60]

explored how MDS could be used to visualise uncertain data. Dimensionality reduction has

also commonly been used for visualisation of deep learning methods to aid with understand-

ing. For example, in the work by Rauber et al. [132] they project the learned representations

of hidden layers of neural networks for visualisation. Thus, further exploration can be done

to discover how visualisation techniques combined with dimensionality reduction can aid ex-

plainability for algorithms both within and outside the domain of deep learning.

7.7 Conclusion

In this chapter, we have summarised some broad directions for future work which expands upon

that proposed in this thesis, though there likely exist even more than we have detailed here.

Many of the summarised ideas are immediate extensions to the experiments we have performed

within in each of the respective chapters, though we have also explored some possible future

work in other social network analysis problems and beyond.

Following the work of this thesis, the first angle of future work which we will explore is

further adaptations of the extrema graphs visualisation introduced in Chapter 6, specifically by

applying our technique to visualise loss landscapes of neural networks to gain insight into the

effects of the chosen neural architecture. Having explored avenues for future work, we will

now conclude this thesis with closing remarks in the final chapter, which follows this one.
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Chapter 8

Conclusion

In this thesis, we have explored the application of explainable AI methodologies to new prob-

lems in domains where network data is of primary consideration, namely social network anal-

ysis and optimisation. In particular, we have focused on the community detection and fitness

landscape analysis problems. We have also applied existing approaches in uncertainty quantifi-

cation to a problem faced by social media companies handling large social systems, highlight-

ing the shared motivation of explainability and uncertainty quantification to improve decision-

making on the basis of outputs from black-box algorithms. We summarise these contributions

in the following list, before expanding with further details:

• The development of a methodology for identifying the most informative features for

community detection algorithms, which may also be adapted to other types of algorithm

outside the space of traditional deep learning in the future.

• The application of this methodology to 3 algorithms, and therefore the identification of

node, node-pair and community features which may be relevant for visual analysis of

community structure in networks.

• A study evaluating the performance of uncertainty quantification approaches in the face

of a highly-skewed distribution type.

• The development of a technique for improving the performance of MC Dropout on such

a dataset.

• The development of a novel visualisation technique (the extrema graph) to capture the

general characteristics of function landscapes for fitness landscape analysis.
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• An analysis of the insight gained from this extrema graph approach on six benchmark

problems.

In Chapter 3 we developed a methodology for identifying features that are highly predic-

tive for explaining the results of community detection algorithms. We included only those

features which can easily be understood by a social network analysis expert, and in this case,

created two longlists of features defined on single nodes or pairs of nodes respectively. Our

methodology requires that a binary classification problem be defined which makes use of these

features. In the case of the single nodes, we distinguished those which are easy to assign to a

community from those which are hard, on the basis of how much variation there is in their com-

munity membership over many runs of the community detection algorithm. In the case of pairs

of nodes, we distinguished those which are in the same community from those which are in

different communities. We then ranked features using a score of their importance in these clas-

sification problems; specifically, we use permutation importance and Shapley values, though

other importance scores could also be used. We concluded from our experiments that there

are a small number of features which are consistently important across the three community

detection algorithms we tested, which included clustering coefficient, triangle participation,

eigenvector centrality, expansion, cosine similarity and the Jaccard coefficient. In future work,

we envisage the development of a visual analytics system to explain community membership

of nodes in a given network which includes the ability to explore these metrics for given nodes

in a network, and relates their values to the node’s community membership.

We then extended these experiments to a third longlist of features and a third binary clas-

sification task in Chapter 4. In this case, we defined features on whole sets of nodes, and

classified them as real communities or fake communities. We first calculated our features on

real communities of nodes, before a rewiring process on the network adjusted the values of the

features and changed the structure such that the same set of nodes no longer represented a real

community. Once again, we found that the most important features were invariant across the

community detection algorithms we experimented with, indicating the possibility of including

them in the aforementioned visual analytics system. In this case, the primary features of in-

terest were the cut ratio, the internal-external metric, and relative betweenness. In the visual

analytics system, we envisage being able to relate values of these features for sets of nodes to

their identity as a community, explaining why nodes have been clustered in a certain way.

These experiments made use of existing post-hoc explainability metrics, in this case per-

mutation importance scores and Shapley values, in the domain of social network analysis,

142



demonstrating the efficacy of using approaches from explainable AI in domains outside of

traditional machine learning. To further address problems important in social network inter-

actions, we next explored how uncertainty quantification approaches could be applied in this

domain, though we turned our attention to a regression task making use of neural networks

in this case. This work is the content of Chapter 5. In particular, we studied the “cold-start”

prediction problem, where social media platforms aim to quantify how many views a piece of

content will receive over a given time horizon. Though this problem is challenging, it is also of

high importance for social media platforms, who aim to prioritise content efficiently for review

to ensure that minimal harm is caused by inappropriate posts. To our knowledge, this is not a

problem where uncertainty quantification had been previously applied.

This problem is difficult not only due to the relative lack of informative features when

compared to content collected even a few minutes after its creation, but also due to the highly

skewed nature of the content popularity distribution, where many items of content receive no

views at all. This skewed distribution presented a novel challenge against which we evaluated

the performance of existing uncertainty quantification approaches MC Dropout and Quantile

Regression, finding that, although Quantile Regression improved marginally over our statis-

tical baselines, MC Dropout was poorly adapted for this setting. To remedy this issue, we

developed a hierarchical model using a binary classifier alongside MC Dropout to improve

its performance. Our results indicated that this model, which we called HZIM, outperformed

Quantile Regression in some regions, but was still limited by an inability to generate arbitrar-

ily large prediction intervals. Thus, either HZIM or Quantile Regression could be appropriate

methods to use for this particular problem, depending on the context.

Finally, in Chapter 6, we investigated how explainability could benefit the work of another

field: fitness landscape analysis. We employed the use of visualisation as a tool for explain-

ability, while also using a network representation, thus linking this work to our experiments in

social network analysis. In particular, we developed a novel visualisation approach for repre-

senting fitness landscapes using extrema graphs, which had previously been used for isosurface

extraction in volume visualisation. In the fitness landscape setting, extrema graphs as we ap-

plied them represent both minima and maxima as nodes of a network, while also incorporating

points along the lines connecting the extrema as additional “edge nodes”. All the included

points in the fitness landscape are projected to 2D using MDS for visualisation, with “edge

nodes” receiving a visually smaller representation than the extrema nodes themselves. Colour

is also used for all nodes to encode fitness value. To demonstrate the information gained from
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visualising a fitness landscape in this way, we generated example visualisations for six bench-

mark functions, and observed in an expert interview that a fitness landscape analysis expert

was largely able to match these representations to the surface plot of the 2D landscape. This

indicates that this approach could be used in the future to help design optimisers for new types

of problem, or even, as the expert suggested, to analysis the behaviour of existing optimisers.

At the beginning of this thesis, we introduced the motivating research question with which

we approached this work:

How can we apply or adapt existing techniques from explainable AI and uncer-

tainty quantification to new problems in network applications and social systems?

Through the work of our contributions, we have addressed this central research question

in several ways, to show that existing approaches from explainable AI and uncertainty quan-

tification can be applied in other domains outside the realm of deep learning and in particular,

those which deal with networks. The application of work from one domain to problems faced

in another will continue to be an area of relevance in the coming years, especially in the face

of rapid developments in the field of machine learning, a field which can both inform and learn

from other computer science disciplines such as visualisation, human-computer interaction

and evolutionary computation. The insight gained from all of these domains, and the further

development of explainability approaches which benefit all fields, will be essential to ensure

that artificial intelligence is developed to serve humanity effectively that we can thrive in the

coming decades and beyond.
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