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Abstract

As a solution for the lost-in-space star identification
problem we present Star Identification using Graph Neu-
ral Network (SIGNN), a novel approach using Graph At-
tention Networks. By representing the celestial sphere as
a graph data structure, created from the ESA’s Hipparcos
catalogue, we are able to accurately capture the rich in-
formation and relationships within local star fields. Graph
learning techniques allow our model to aggregate infor-
mation and learn the relative importance of the nodes and
structure within each stars local neighbourhood to it’s iden-
tification. This approach, combined with our parametric
data-generation and noise simulation, allows us to train a
highly robust model capable of accurate star identification
even under intensive noise, outperforming existing meth-
ods. Code and generation techniques will be available on
https://github.com/FloydHepburn/SIGNN.

1. Introduction
Celestial navigation is an offline alternative to a reliance

on global positioning systems, which are vulnerable to po-
tential threats such as satellite malfunctions or signal inter-
ference from third parties.

There are two primary problems, star detection, that is to
pinpoint prospective stars within an image, and star recog-
nition, the correct identification of a given star. The former
is a widely solved issue [21, 30], whereas the latter remains
a point of active research [18, 20].

Whilst the focus of modern research is in spacecraft and
attitude determination [18, 23], the techniques and methods
used can be applied to terrestrial navigation. Navigation
requires the accurate pinpointing and recognition of stars.
Modern pattern recognition techniques can vastly improve
both star acquisition and identification and have been shown
to do so when applied to attitude determination. We further
examine their efficacy on systems grounded to the Earth’s
surface alongside the challenges that entails.

Machine learning’s broad use in astronomy is well estab-

lished, with the vast data involved being prime for machine
learning data analysis [19]. Galaxy classification [22], star
cluster classification [16], spectral analysis [1] and pulsar
identification [4] are just a few examples. Recently, deep
learning approaches to star recognition have made use of
convolution neural network (CNNs) [14] and generative ad-
versarial networks (GANs) [6], whilst examining perfor-
mance within noisy environments.

Recent advances in Graph Neural Networks (GNN)
demonstrate their ability to learn complex relationships in
graph structured data [32]. In this paper we present our
novel approach to star identification by applying GNNs to
a graph representation of the celestial sphere. We combine
this with our parametric data-generation and noise simula-
tion to ensure a robust tolerance to noise.

2. Existing Work

Traditional star identification solutions are broadly di-
vided into two sub-categories (sub-graph isomorphism and
star pattern recognition). These classical approaches are
well reviewed by the literature [8, 18, 20]. We also re-
view the latest approaches to star recognition using machine
learning techniques.

2.1. Sub-graph isomorphism

Sub-graph isomorphism techniques aim to match ob-
served star configurations against pre-computed known pat-
terns. The triangle algorithm [10] and it’s variations [13]
represent each star as a star triplet formed from it’s nearest
neighbours, with the intent to later match detected triplet
structures against a pre-computed database. The pyramid
technique [11] builds on this by including an additional star
for more varied and detailed initial patterns. Hash map-
ping [27] is shown to enable faster retrieval and matching
with the known configurations.

2.2. Star pattern recognition

This approach involves creating a star feature that repre-
sents each prospective star based on its spatial and intrinsic



properties. The grid algorithm [15] forms a pattern vector
from the position between a target star and its neighbours
on a pre-defined grid and is further improved [12] to ad-
dress shortfalls with noise tolerance. More recently, [29,31]
represented stars using radial patterns, described via polar
coordinate systems and discretized into a pattern vector for
matching.

2.3. Machine Learning within Star Recognition

Machine learning (ML) approaches have enabled a tran-
sition away from hand crafted star patterns, instead leverag-
ing ML methods to autonomously generate and recognise
star patterns using the inherent information in the data. RPN
Net [28] applies a two-fold star pattern generator and classi-
fier approach, utilising an auto-encoder/decoder [3] to gen-
erate a learned representation of each star tolerant to noise.
Initial inputs are created from the discretized distances be-
tween a target star and its neighbours, concatenated with the
discretized inter-neighbour distances, encoding the overall
relationship for the neighbourhood and target star. Stars
can similarly be represented via radial patterns for use in
CNNs [17]. However these discretization processes can
lead to a loss of finer detail between nodes, impacting per-
formance.

Jiang et al. [9] transform star patterns into “spider-
images”. Connections are drawn between stars in a de-
fined neighbourhood radius and colour encoded using their
discretized distances, each bin being assigned a different
colour. This image representation is fed into a two-stage hi-
erarchical CNN for classification. Whilst this method con-
verts spatial relationship into a visual format suitable for
CNNs, it still suffers a loss of detail in the discretization and
the resulting spider images may not fully capture the intri-
cate geometrical relationships between stars. By represent-
ing star-fields as polar coordinates and applying a log-polar
transform before discretization, it is possible to encode both
distances and relative angles [26].

All these techniques result in a degradation of the initial
representation before it is applied to the model. In using
GNNs with graph structured data we are able to utilise the
full information available in each stars neighbourhood.

3. Methodology
Our proposed method for star identification represents

the celestial sphere as a graph data structure, allowing our
GNN to model and learn the complex relationships between
nodes (stars), capturing spatial distances, relational connec-
tions, and topological structure alongside the initial node
features. GNNs are particularly well-suited to this task due
to their ability to effectively process and learn from the in-
tricate relationships within graph-based data, enabling ac-
curate recognition of star configurations under varying de-
grees of noise and interference.

3.1. Graph Construction

We model the celestial sphere as an undirected complete
graph G = (V,E) where each node v ∈ V represents a
star and each edge (u, v) ∈ E represents an angular dis-
tance between u and v. The graph is modified to include
only those edges below a certain angular distance threshold
(pattern radius), simulating FOV limitations in star sensors.
This causes each star to have a neighbourhood N (i) derived
from simulating sensor field of view (FOV) and star magni-
tude sensitivity (section 3.4). Our GNN is trained on noisy
variations of this celestial graph with each prediction being
based on a node’s (star’s) local neighbourhood information.

3.2. Source Detection

When considering an image of the night sky, potential
stars are detected via a process of source detection [21, 30].
This produces the absolute positions of source centroids
(measured in pixel coordinates) and their brightness levels
(measured in pixel values). The angular separation between
sources is calculated by mapping coordinates to a reference
frame using arcseconds per pixel based on camera param-
eters. Brightness data is processed to give each source a
magnitude relative to its local neighbourhood. This pro-
cessed data is used to transform an image into its graph rep-
resentation as in section 3.1. Each source becomes a node
whose feature is its relative magnitude within the defined
pattern radius. Each source connects via an edge to each
other source within its pattern radius with the edge attribute
storing the angular separation between each pair. The re-
sulting image graph would be a subgraph of the celestial
sphere graph and is used as input to our trained GNN to
identify the nodes (stars) within.

3.3. Graph Attention Network

We employ a 2 layer graph attention network (GAT)
[5, 24] to process this graph data. The GAT layers are im-
plemented using PyTorch geometric [7]. By using a 2 layer
GAT, the neighbourhood comprises a star’s closest neigh-
bours as outlined above and also their neighbours’ neigh-
bours similarly defined (section 3.4). The relative bright-
ness of each star within its neighbourhood is assigned to its
initial feature vector x0

v . An initial linear feature transform
expands dimensionality whilst at each GAT layer the feature
vector is updated through the GAT process.

The transformation of a node’s feature in our GAT layers
using multiple attention heads is given by:
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Figure 1 shows the neighbourhood representation of Sir-
ius after being passed through two GAT layers and its FOV.
A final linear classification layer utilises this 2-hop repre-
sentation to generate logits for each node within the input
graph, corresponding to the probability distribution over the
catalogued star IDs. These values are then used to deter-
mine the final prediction and confidence scores. Our GNN
architecture is outlined in Figure 2.

Figure 1. Example of the receptive field and messaging passing
for the star Sirius within a two layer GAT network. Sirius is con-
nected to its neighbours within a radius of 3◦ (red edges). Those
neighbours are connected to their neighbours within a radius of 3◦

(orange edges).

3.4. Data Generation

We use the Hippacros star catalogue, which contains ac-
curate RA/DEC coordinates and magnitude for each star,
to create our reference celestial sphere graph. Coordinates
are used to create an adjacency matrix of the angular sep-
aration between each star pair using the Vincenty formula
[25]. Each node stores a star’s data (RA/DEC, Vmag, ID)
and is connected to it’s neighbourhood N (i) with an edge
whose attribute stores the angular separation between the
connected star pair.

Similar to kernel density estimation, we could choose
the neighbourhood to be all stars within a fixed bandwidth
[9, 15, 17] (in our case pattern radius which is angular dis-
tance) or select the K-nearest neighbours as in [10,28]. Both

approaches were tested. We used a fixed bandwidth as this
enables more variation in local neighbourhood representa-
tions due to the varying star densities across the celestial
sphere. This information is in itself a useful characteris-
tic of a star-pattern. Whilst a fixed bandwidth could lead
to star-patterns with few neighbours, the two-hop nature of
our model allows nodes with few direct neighbours to ag-
gregate information from further afield. The multiple atten-
tions heads are able to learn the importance and relationship
between node feature and edge attributes, making it possible
to highlight nodes that are particularly reliable or informa-
tive for a target nodes prediction.

We filter the celestial graph by removing stars with a
magnitude of 6 or higher (6.0 being the magnitude visible
to the naked eye). We use a fixed pattern radius, τ , of 3 de-
grees to connect each star to its neighbours. Stars with less
than 2 direct neighbours are also removed. With a 2-hop
GNN, each star’s receptive field can cover a radius of up to
6 degrees, and a diameter of up to 12 degrees.

The above method results in a graph of 4274 nodes and
20,310 edges spanning the night sky. This represents an
idealised version of the celestial sphere under perfect con-
ditions. In reality we will have to contend with various
noise types that corrupt and diminish the information within
an image, impacting our predictions. To ensure the mod-
els resilience to this noise we develop several functions to
dynamically introduce noise into the celestial graph. Our
GNN training is performed on a mixture of noisy variations,
both in type and severity, to enable the resulting model to
accurately predict star IDs from images captured under dif-
fering atmospheric and physical conditions. Whilst our ce-
lestial graph currently contains information about RA/DEC
coordinates and absolute Vmag, this knowledge is only used
to generate and add noise augmentation to the angular dis-
tance and relative magnitude data used during training and
is not input to the model. This is because any test image, in
a scenario with no apriori information, will be unable to de-
termine this information. Instead angular distance between
sources can be derived alongside a relative neighbourhood
magnitude.

We consider real-world detection causes and effects to
inform our choices for noise generation during training and
tabulate the issue, the effect on output from source detection
algorithms and how it is countered during training (Table
1). Where a problem is due to an algorithm inaccuracy, the
sensor issue entry is left blank.

Positional Noise Positional noise refers to a shift in the
observed position of a star/source. It is typically introduced
during the source centroiding process as a result of atmo-
spheric conditions, sensor noise, or optical aberrations such
as lens distortion. In the context of our graph representation,
it alters a star’s connectivity and edge attributes (which rep-



Figure 2. SIGNN model architecture for star pattern recognition using GAT layers.

Sensor issue Source detection Sample noise

Weather conditions (e.g. cloud cover) Missing stars Drop stars
Incorrect magnitude Magnitude noise

Object occlusion (e.g. branch) Missing stars Drop stars
Atmospheric scattering Variation of star magnitude Magnitude noise

Atmospheric scintillation Variation of star position Positional noise
Variation of star magnitude Magnitude noise

Incorrect centroid detection Variation of star position Positional noise
Lights (e.g. passing aircraft) False stars False star noise

Lens distortion Variation of star position Positional noise

Noisy CCD sensor (dark current)
Missing stars Drop stars

Incorrect magnitude Magnitude noise
False stars False star noise

Table 1. Real-world detection issues are considered along with a suggested sample noise type during training.

resent the angular distance between stars). Existing work
usually applies positional noise as a pixel offset on simu-
lated images [28]. We instead apply it as an angular offset,
directly altering the RA/DEC values to provide consistency
with astrophysical data. This yields physically meaningful
results independent of sensor properties. This approach en-
ables objective comparison with known astronomical units,
rather than unknown pixel quantities, ensuring reproducibil-
ity and precision in future error analyses and comparisons
as discussed in the supplementary material.

Parameters detailed in Table 2 determine the range and
intensity of noise. We use a randomly uniform distribution
to determine the direction of each nodes offset (0-360◦) and
apply the angular distance following a Gaussian distribu-
tion. After applying this noise to all stars, we recalculate the
angular distances between each node and rebuild the graph
with the new data. Figure 3 shows an example.

Dropped Star Noise This simulates missing stars due to
atmospheric conditions, occlusion or noisy CCD sensors.
Dropped stars distort real stars patterns as they reduce the
connectivity of the graph and alter the calculated relative
magnitudes. To simulate this, we randomly select a per-
centage of nodes within the graph to be dropped, removing
them and their connections (see Figure 4)

Figure 3. Example of positional noise, green markers show post-
noise positions. Red tails indicate the shift from their original po-
sitions.

False Star Noise This occurs during the source detection
process, resulting in erroneous (false) sources, commonly
caused by aircraft, sensor noise or satellites. False stars dis-



Figure 4. Example of dropped star noise. Stars marked with an x
have been dropped from the graph.

tort real stars patterns by increasing the connectivity of the
graph and altering the calculated relative magnitudes. Ad-
ditionally, confident predictions on false stars and their sub-
sequent use as a guiding star could lead to a breakdown in
navigation. To simulate this noise, we randomly create a
percentage of false nodes and insert them into the graph.
Each false node’s celestial co-ordinates and magnitude are
randomly generated. Once complete we recalculate the an-
gular distance and connectivity of all nodes (see Figure 5).

Figure 5. Example of false star noise, genuine stars are in green.
False noise stars inserted into the graph are red.

Star Magnitude Noise This is a deviation in the per-
ceived brightness of a star, caused by atmospheric condi-
tions, light pollution or sensor noise. We apply magnitude
noise as a randomly determined percentage modifier. Figure
6 shows an example of magnitude noise.

Figure 6. Example of magnitude noise, showing the resulting shift
in each star’s visible magnitude after noise is applied.

3.5. Sample Preparation

In real use cases calculating true magnitude values
within an image is infeasible without calibration using al-
ready known stars. However, the relative magnitude of each
star to their nearby neighbours can be obtained easily from
the raw pixel brightness values. In our method, before a
graph is sent to the model for training we first normalise
(min-max scale) each stars magnitude relative to its directly
connected neighbours. This effectively determines a lo-
cal brightness ranking that is used for each node’s feature
and one that is capable of being calculated in a test image.
This approach allows us to use magnitude and brightness
as a meaningful feature in the identification process and is
demonstrated to be successful in our results. Additional de-
tail on brightness and relative magnitude is available in sup-
plementary material.

3.6. Hyperparameters and Architecture

We used a Bayesian optimization process [2] to establish
the optimal model structure and parameters of our GAT net-
work, testing a variety of layer variations and parameters.

3.7. Training

We create a data-loader that generates variations of the
initial celestial sphere graph each time it is accessed. This
graph is stripped of each node’s RA/DEC information be-
fore being sent to the model. The final graph prior to input
contains nodes (whose feature is their relative magnitude),



an edge index (denoting connectivity), and edge attributes
(angular distance between connected nodes). Each epoch
generates 1024 variations with 20% sampled equally from
each of the noise types and 20% with no noise. We train
across 500 epochs using a batch size of 64 with a LR sched-
uler and early stopping enabled.

4. Results
4.1. Testing Using Simulated FOV Graphs

For testing we instead generate sub-graphs of the celes-
tial sphere graph centred on randomly generated RA/DEC
coordinates across the night sky, simulating all stars and
connections in a 10◦ radius, which simulates a narrow-
angle FOV image (FOV-graphs). Figure 7 shows an exam-
ple FOV-graph generated by centering on Sirius, the bright-
est star in the night sky, illustrating it’s node connectivity.
Nodes beyond the outer ring are not simulated for this im-
age, showing how the limited FOV clips the information
available to the outer nodes. Nodes within the central ring
are guaranteed to have their entire receptive field available
within the image. This graph is passed as input to the model.
We apply softmax to the resulting logits output to obtain
each stars identity probabilities, the argmax of which is each
nodes final prediction.

Figure 7. FOV-graph centered on Sirius with a 10◦ radius. Stars
with an angular separation of less than 3◦ are connected to each
other with an edge.

4.2. Testing Schema

Testing is structured to analyse each noise type at dis-
crete noise levels. We generate randomly positioned FOV-
graphs with specific noise types and intensity applied. We

also test when all noise types are applied. We test 20,000
images at each stratified noise level as outlined in Table 2
resulting in a total testing of 800,000 simulated images en-
compassing a total of ≈ 28 million star predictions.

Noise Type Start End Step

Position (Std Dev in radians) 0.0001 0.001 0.0001

Magnitude (Percentage) 1% 10% 1%

False (Percentage) 5% 50% 5%

Dropped (Percentage) 5% 50% 5%

Table 2. Testing Schema for Noisy Star Pattern Recognition. Each
noise type is tested from the start to the end using the indicated
step size.

4.3. Comparative Analysis

We compare with existing ML approaches [9, 26, 28]
and classical approaches [15] by extracting, where possi-
ble, data from published results as described in the supple-
mentary material. Table 3 outlines the main methodologies
for each approach in their pattern construction and training
process.

The comparator group all make predictions for a single
star which is placed at the centre of the FOV. Our approach
for SIGNN was to solve the more difficult problem of pre-
dicting all stars across the FOV simultaneously using the
output logits for each node’s star-identity. For comparison
we show results for all predictions within 6◦of the FOV cen-
tre. Since SIGNN outperforms the other methods using this
more difficult approach, we did not test single star predic-
tion which is an easier task and would achieve even better
results for SIGNN.

Table 4 and Figure 8 shows each method’s testing per-
formance towards false noise (added stars). SIGNN out-
performs comparative ML and classical approaches at each
noise level, significantly so in the presence of higher per-
centages of false stars.

Whilst SIGNN is trained on drop noise as a percentage,
to provide equivalent comparison we test using the same
process as [9, 28] by dropping N stars.

SIGNN is shown in Table 5 and Figure 9 to outperform
comparative ML and classical approaches at each noise
level for dropped star noise.

As the comparator group use varying experimental se-
tups and apply positional noise as a pixel deviation, which
has a different meaning dependant on the simulated sen-
sor, their results first need to be converted into a common
reference frame of angular distance. SIGNN already trains
and tests using angular distances. Details on the conversion
process are available in supplementary material. Figure 10



Algorithm Training Comparison

Pattern Type Vmag Target Position Noise False Noise Dropped Noise
SIGNN All in radius 6.0 All stars in FOV Degrees Percentage Percentage

RPNet [28] N-Nearest 6.0 Single star Pixels Percentage N Stars
Spider-Image CNN [9] All in radius 6.0 Single star Pixels Percentage N Stars
Grid Algorithm [15] All in radius 6.0 Single star Pixels Percentage N Stars

Table 3. The comparison group: Pattern type indicates whether nearest neighbour or a fixed pattern radius is used to define the neighbour-
hood. All algorithms are tested on starfields up to magnitude 6.0. Apart from our method, the approaches identify a single star at the centre
of the FOV. Noise is added in each dimension as indicated, although we also test N dropped stars for fair comparison. Grid Algorithm
parameters and results based on its use in RPNet [28].

Performance towards False Noise

10% 20% 30% 40% 50%
SIGNN 0.989 0.963 0.935 0.903 0.866

Spider-Image 0.987 0.883 0.702 0.531 0.267
RPNet 0.986 0.836 0.672 0.492 0.356

Grid Algorithm 0.933 0.837 0.750 0.608 0.303

Table 4. Performance for false stars. Additional stars were added
to the starfield according to the indicated percentage. Results for
RPNet [28], Spider-Image CNN [9] and Grid Algorithm [15] were
obtained from [28], [9] and [28] respectively.

Performance towards N Dropped Stars

1 2 3 4 5
SIGNN 0.993 0.987 0.981 0.975 0.968

Spider-Image 0.946 0.899 0.777 0.600 0.390
RPNet 0.976 0.956 0.922 0.874 0.810

Table 5. Performance for N dropped stars. N stars were removed
from the FOV and compared to results for RPNet [28] and Spider-
Image CNN [9]. Drop results were unavailable in the literature for
Grid Algorithm [15].

shows each model’s performance in terms of angular dis-
tances. Whilst RPNet has a slightly higher initial accuracy,
SIGNN outperforms all comparative methods as noise is in-
creased, and is tested up to a larger positional movement.

Results for magnitude noise are discussed in supplemen-
tary material as its use and implementation varies signifi-
cantly between SIGNN and the comparison group.

Confidence scores and filtering The impact of false stars
on their surrounding predictions is visualized as an exam-
ple in Figure 11. False stars are shown as red dots (•).
Markers are shown for correct (dots) and incorrect (×)
stars. These predicted stars are coloured by their confidence
scores (viridis colour map). We observe incorrect predic-
tions tend to have lower confidence.

Incorrect stars negatively impact navigation. To min-

Figure 8. Graph representation of Table 4. False noise perfor-
mance across noise levels compared with [9, 15, 28]. False noise
from 10% to 50%.

Figure 9. Graph representation of Table 5. Drop noise perfor-
mance across noise levels compared with [9,28]. Drop noise from
1 to 5 stars.

imise this impact we propose using the confidence scores
to filter the identifications and reduce the risk of selecting
an incorrectly identified (or false) guide star. By threshold-



Figure 10. Position noise performance for standard deviation noise
levels compared with [9, 15, 28].

Figure 11. Subgraph showing correct/incorrect identifications
coloured to prediction confidence scores. Markers for false stars
are also visible. False noise of 28%.

Threshold Correct Lost Incorrect Lost

0.80 9.23% 92.11%
0.90 14.06% 97.20%
0.95 29.05% 98.40%
0.99 31.49% 99.68%
0.999 51.19% 99.99%

Table 6. Percentage of correct/incorrect predictions removed at
different confidence thresholds.

ing results based on confidence we can remove the majority
of incorrect results whilst retaining large portions of correct
results as shown in Table 6. By filtering out predictions with
a confidence lower than 0.999 we are left with less than five
hundred incorrect IDs vs 13.6 million correct ones out of
the original 28 million predictions.

All Noise We perform an additional test with all noise
types applied simultaneously. We test 10 levels of noise,
increasing each types intensity by 10% towards maximum
value. Maximum value of positional noise is 0.001 radians,
dropped noise is 20%, false noise is 20% and magnitude
noise is 4%. Figure 12 shows how the model performs in
this combined test.

Figure 12. Accuracy for all noise types applied together.

5. Discussion and Future Work
SIGNN is shown to outperform existing classical and

ML approaches to star identification, even when identify-
ing all stars in an FOV (compared to existing approaches
of identifying a single centrally placed star). We compare
positional noise, commonly reported as pixel deviation, via
angular distance offsets to allow a fair comparison between
methods that are otherwise tied to a simulated sensor setup.
SIGNN is initially trained and tested in this manner, allow-
ing for easy comparison in future works and clearer inter-
pretation of its performance on different sensors. SIGNN is
modelled and evaluated at a threshold of 6.0 (for narrow-
FOV sensors) and 5.0 (for wide-FOV sensors), available
in supplementary material, showing it’s broad applicability
and ability to be trained towards varying use cases. Con-
fidence thresholds are shown to be an effective and simple
method to remove the majority of incorrect predictions.

Future work will explore using these scores to weight
predictions, enabling cross-validation. Validated high confi-
dence stars can be used to re-assess low confidence sources
using the known catalogue. We aim to address the edge-
of-image problem, where stars lose information when posi-
tioned towards the edge of an image. This would be achiev-
able via a modified dataset and generation technique, able
to represent this edge-of-image noise.
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