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Abstract 

 

Buildings account for about 30% of global final energy and 28% of total energy sector 

emissions. Applying solar heat for cooling could reach 1.5 EJ per year, accounting for nearly 

17% of energy use for cooling in 2050. Almost half the worldwide building energy demand is 

for space and water heating. Solar thermally driven diffusion absorption cooling and heating 

systems present the opportunity to sustainably meet the growing building cooling and heating 

energy demand. This research describes how improving a building's thermal envelope design 

and adopting solar heat capture technology can reduce a building's heating and cooling energy 

demand. TRNSYS simulation software has been used to determine the cooling and heating 

demand of a thermally efficient (TE) building in four climatically varying locations in India, 

Tunisia, Russia, and the UK. The building design criteria varied, including the thermal 

characteristics of the building envelope material and the use of a solar heat capture device fitted 

to a diffusion absorption cooling system. The results show that the TE building has less 

combined heating and cooling loads than that constructed using local building regulations for 

the four climatic locations, except in India, where insulative properties lead to a requirement 

for additional cooling. A solar-driven diffusion absorption cooling system, modelled with the 

EES modelling tool and compared with experimental data, could reduce the TE building 

cooling energy consumption by 70% for India and Tunisia climatic locations and TE building 

heat energy demand by up to 28% for Russia and the UK climatic zones. The economic analysis 

demonstrates that while energetically compelling, local fuel costs mean the energy and CO2 

impacts are not immediately translated to short-term financial benefits. The solar collector and 

storage design indicates that the mass flow rate, collector area, and buffer tank volume 

influence the cooling engine’s generator temperature. Also, the solar collector achieves the 

optimum 190-205 °C temperatures with up to 10 kg/hr mass flow rates. Using a small buffer 

store of 2 litres/ m2 of solar collector area, the solar fraction was between 40-65 %. On the 

other hand, a cold energy storage design, with tank sizes between 120-500 litres, provides 

adequate cooling energy throughout the year, with a latent heat medium (eutectic water-salt 

solution) storing more than three times the energy and less heat loss than sensible heat storage 

(ethylene glycol and water mixture). The discounted payback times for Tunis, New Delhi, 

Volgograd, and Swansea are 12.7, 6.8, 0.8, and 2.1 years, respectively, compared with 

residential air source heat pumps, reported to have paybacks between 3 – 15 years.  
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Chapter 1 : Introduction 

 

1.1 Introduction 

In 2021, buildings accounted for 30% of global final energy consumption and 27% of total energy sector 

emissions. The International Energy Agency (IEA) reports the energy use in buildings increased from 

115 EJ in 2010 to almost 135 EJ in 2021, with electricity accounting for about 35% of building energy 

use. Despite the progressive shift from fossil fuels to other options, fossil fuel constitutes at least 35% 

of total buildings' energy [1].  

About half of the worldwide energy demand for buildings was used for space and water heating in 2021 

[2]. Building space cooling is the fastest-growing end-use in buildings, and the energy used to cool 

buildings has doubled since 2000 [1,3]. The leading equipment used to maintain building temperature, 

air conditioners (AC) and electric fans, account for about 20% of the total electricity consumed in 

buildings worldwide [4]. Also, building space cooling energy is projected to triple by 2050 to 6000 

TWh/year globally, equating to installing ten new air conditioning equipment each second for the next 

30 years [5]. Thus, the high use of heating and cooling equipment over the next three decades will drive 

up global electricity and carbon emissions. 

Under the current climate and socioeconomic conditions, about 2-4 billion people will need cooling in 

residential building spaces to avoid health risks from deadly heatwaves [6,7]. Also, in Europe, it was 

estimated to cost between € 22-89 million per year to generate additional electricity for cooling purposes 

and compensate for the climate change impact. Globally, it is estimated that a 1 K average ambient 

temperature increase could result in cooling energy consumption costing $ 75.1 billion [8,9]. High 

temperatures recorded within building spaces and heatwaves increase mortality and morbidity rates, 

severe discomfort, and adverse health effects for low-income families, where the indoor temperature 

could exceed 35 °C [10-12]. Besides, the increased ambient temperature-induced climate change, poor 

building design, and lack of access to mechanical cooling systems have forced more than one billion 

people worldwide to dwell in uncomfortable indoor temperatures [13,14].  

The demand for air-conditioning is growing faster because of increasing wealth in sunbelt countries, a 

record increase in high temperatures and associated discomfort in summer months, population growth, 

and a reduction in unit costs [15-18]. Most homes in hot climates have yet to purchase their first air-

conditioning equipment. In India, for example, the annual sales of room air conditioning equipment are 

growing at around 20% annually [19], while in China, the adoption of air conditioning equipment in 

urban households has increased from 1% in 1990 to almost 100% in 2010 [20]. Besides, about 2/3 of 

the world’s households could own air-conditioning equipment by 2050 [5]. Moreover, summertime 
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overheating occurs in many temperate regions with rare air-conditioning usage in domestic buildings, 

e.g., the northern USA, the UK, France, Germany, and New Zealand [21,22].  

Most countries use conventional cooling systems, e.g., heat pumps, based on the vapour compression 

cycle (VCC) to deliver building space cooling [23,24]. Among the carbon dioxide equivalent (CO2-eq.) 

emissions of conventional cooling systems, AC equipment energy consumption accounts for more than 

70%, followed by refrigerant leakages of fluorinated gases (F-gases) such as Chlorofluorocarbons 

(CFCs), Hydro-chlorofluorocarbons (HCFCs) and Hydrofluorocarbons (HFCs) [25-28]. The solar-

powered diffusion absorption system (DACS) uses ammonia refrigerant, which has less environmental 

impact than F-gases. Ammonia has no ozone depletion potential (ODP) and lower global warming 

potential (GWP). However, it has toxicity and corrosion issues which need mitigation with strict safety 

standards and adequate training [29,30].  

To achieve NetZero by 2050, building energy consumption must drop by 25%, and fossil fuel use must 

decrease by more than 40% to today's levels [1]. Additionally, for new buildings and 20% of the existing 

building stock to achieve the NetZero milestones by 2030, the building envelopes must be thermally 

efficient to reduce thermal energy consumption [1].  

The absorption cooling cycle (ACC) differs from VCC in using a thermally driven generator instead of 

the VCC's mechanically driven compressor [31]. The most common working pairs for absorption 

cooling systems are water-lithium-bromide and ammonia-water [32,33]. This diffusion absorption 

cooling cycle uses ammonia-water working pairs with hydrogen as the auxiliary gas.   

Solar air-conditioning is an alternative to conventional cooling systems to meet rising cooling and 

heating demands and reduce building carbon emissions [34,37]. Solar cooling is attractive because the 

demand for daytime cooling typically matches the availability of sunshine. Energy storage is generally 

implemented to meet night-time cooling demand and compensate for the intermittency of the solar heat 

source. For heat-driven cooling applications, solar thermal collectors generate heat to drive thermal 

chillers to deliver cooling for building thermal comfort [36,38,39]. A solar-powered DACS uses a solar 

heat source to minimise the pressure on electricity grids and produces fewer operational carbon 

emissions than heat from fossil fuels [5,13]. 

1.2 Basic layout, Solar Polar cooling system principles and current markets. 

This section presents an overview and description of the science of a diffusion absorption 

cooling cycle (DACC) used by Solar Polar Limited. The source of information is from 

published literature on DACC systems. Thus, there may be differences in what Solar Polar 

limited supply. Solar Polar Limited's objective is to convert the DACC system currently used 

for refrigeration into building air-conditioning applications. Thus, variations in cooling 
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applications are highlighted where possible. Firstly, a description of the DACC layout and 

principles is presented. Secondly, the current markets are described. 

1.2.1 Basic layout and principles of the Solar Polar system 

A basic layout of the DACC cycle is shown in Figure 3 [40]. The DACC was invented and 

patented by Von Platen and Munters [41]. It uses ammonia-water-hydrogen as a working fluid, 

where ammonia is the refrigerant, water is the absorbent, and hydrogen gas is an auxiliary gas. 

Ammonia (refrigerant) transports energy from a low-temperature source to a high-temperature 

sink. At the same time, water (absorbent) absorbs the ammonia (refrigerant) at low partial 

pressure to release it at high pressure [42]. The hydrogen (auxiliary gas) provides pressure 

equalisation throughout the thermodynamic cycle [43].  

The DACC system has eight main components: absorber, solution heat exchanger, generator 

bubble pump, rectifier, condenser, evaporator, gas heat exchanger, and solar thermal collector 

[40]. Two circulating loops pass through the absorber. The absorber has a sub-component 

known as a reservoir, which resides at the bottom of the absorber. The location of the reservoir 

is such that a refrigerant-rich solution, consisting of ammonia and water, flows from it to the 

bottom section of the generator via a solution heat exchanger (SHE). The solution heat 

exchanger absorbs heat from warm, weak ammonia-water solution returning from the outer 

space of the generator to the absorber [40,44].  

The generator houses a bubble pump, where refrigerant-rich solution from the absorber is 

heated to produce refrigerant vapour (ammonia). The shape of the generator allows ammonia 

vapour bubbles to separate from the ammonia-water solution and subsequently flow towards 

the rectifier. The rectifier ensures that any remaining water in ammonia vapour is removed so 

that ammonia vapour flows to the condenser. The condenser rejects heat from ammonia vapour 

so that ammonia vapour is condensed to ammonia liquid before it flows to the evaporator. Heat 

is absorbed from a conditioned space into the evaporator to achieve the desired cooling effect. 

The gas heat exchanger (GHE), positioned between the evaporator and absorber, extracts heat 

from hydrogen and ammonia gas from the absorber and moves it towards the evaporator. A 

solar thermal collector converts light from the sun into useful heat energy to power the 

generator. The DACC system can be thermally driven by energy sources such as waste heat or 

solar thermal energy [40,43-46]. 
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Figure 1.1 Diffusion Absorption Cooling Cycle (DACC) diagram [40]. 

The performance of the solar-powered DACC system is measured as a ratio of the heat removed 

by the evaporator to the heat supplied to the generator by the solar collector. Commercial 

DACC cooling systems typically require temperatures of 150–200 °C to achieve refrigeration 

[16]. Thus, solar collectors that can generate 150–200 °C temperatures have been the focus of 

solar-powered DACC research studies. Recent investigations of refrigerant-absorbent pairs 

other than ammonia-water aim to reduce generation temperatures, e.g., R22- 

dimethylacetamide [47] and ammonia-lithium nitrate [48]. Lower generation temperatures 

allowed low-temperature flat plate and evacuated tube solar collectors to be studied. Rattner et 

al. [49] reviewed passively operated DACC systems and showed that 125–200 °C generator 

temperatures are required to deliver a cooling coefficient of performance (COP) below 0.2. 

Also, Zohar et al. [47] predicted 135–150 °C generator temperatures for R22-

dimethylacetamide and R32-dimethylacetamide working fluid pairs. 

1.2.2 Solar Polar’s current market 

Solar Polar's solar-powered DACS is currently used to refrigerate vaccines (med box) and food 

crops (crop box) in remote and off-grid locations worldwide with high solar radiation levels, 

such as in Africa, Middle Eastern countries and South America. Solar Polar's med box and crop 

box have been successful because they have few electrical parts, low running costs, and low 

maintenance requirements. Their modular construction capability makes them adaptable to 

different needs [50].  
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Solar Polar aims to diversify into the building air-conditioning sector using the existing solar-

powered DACS as a viable alternative to mainstream air-conditioning systems. Solar Polar 

Limited would like to apply solar-powered DACS to cool and heat buildings for human thermal 

comfort. The fundamental challenges of switching Solar Polar’s existing DACS refrigerator to 

building cooling include solar energy design, building integration and a route to market entry.  

1.3 Research aim and objectives.  

This research aims to use modelling to design a solar-powered diffusion absorption cooling 

and heating system to meet building cooling and heating demands for a standard building. This 

research uses a solar-powered diffusion absorption cooling and heating system to meet building 

cooling and heating demands. The study quantifies the heat source from solar thermal 

collectors as well as the cost and avoided carbon emissions. The design maximises solar capture 

and storage to reduce the need for backup energy to meet building thermal loads. For the 

building heating needs, the energy from the solar collector is used to meet the heating load. On 

the other hand, for the building cooling load, the solar fraction for the solar collector is 

evaluated with and without a hot store and cold store so that an economic analysis and 

environmental impact assessment are performed on the optimised operating system with the 

highest solar fraction. Although the average COP of the diffusion absorption cooling machine 

is 0.2 [51], the significance of the solar-powered DACS is revealed when the economic and 

environmental assessment is completed, along with the energetic analysis [36,52].  

TRNSYS modelling software is used to model the solar collector and storage system and to 

simulate the cooling and heating demand for a building. Additionally, the Engineering 

Equation Solver (EES) software is used to complete the thermodynamic modelling of the solar-

powered DACS and compare it with experimental data. The experiments were previously 

conducted by Solar Polar Ltd and Imperial College, London, and the experimental results in 

published literature by Najjaran et al. [51] have been shared with this author to complete this 

research.   

This research has the following objectives: 

Objectives: 

1. Review the design parameters and operational characteristics of the solar-powered 

diffusion absorption cooling and heating system to assess equipment technical 

capabilities and requirements for cooling and heating buildings (Chapters 1-3, 6). 
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2. Develop simulation and appropriate models to calculate the cooling and heating loads 

for a residential building in appropriate selected climatic locations (Chapters 3, 4).  

3. Evaluate and calculate the sizing of external compound parabolic concentrating 

(XCPC) solar collectors that meet the thermal energy requirements for solar-powered 

diffusion absorption cooling and heating systems (Chapters 3, 5 - 8). 

4. Evaluate the physical and technical requirements and capabilities of implementing 

thermal energy storage systems in the solar-powered diffusion absorption cooling and 

heating system (Chapters 5 - 9).  

5. Calculate the auxiliary energy consumption and complete an economic analysis of the 

solar-powered diffusion absorption cooling and heating system (Chapters 8-10).  

6. Design a standard building with a thermally efficient envelope, i.e., low thermal 

transmittance (U-value) with thermal characteristics meeting or contributing to 

achieving the NetZero milestones for 2030 (new buildings) and 2050 (all buildings) 

(Chapters 3, 4). 

7. Calculate and analyse the environmental carbon impact of the solar-powered diffusion 

absorption cooling and heating system and assess how that fits with the NetZero 

milestones to 2030 (new buildings) and 2050 (all buildings) (Chapter 10). 

8. Examine and recommend solutions for integrating the solar-powered diffusion 

absorption cooling and heating system with buildings (Chapters 8,9). 

1.4 Outline of the Thesis 

This thesis comprises twelve Chapters and Appendices. The current Chapter presents the 

introduction of the thesis, the research aim and objectives, the basic layout of Solar Polar's 

solar-powered DACS system, and the structure of the thesis. 

Chapter Two is a literature review on cooling and heating systems, solar energy capture, 

building integration requirements, and building use considerations. 

Chapter Three explains the methodology applied for this research based on modelling using 

TRNSYS and EES software. This Chapter describes the modelling theories implemented, the 

strategy used, the performance parameters investigated, and the justification of assumptions. 

Also, it details the source of the experimental data and how it was used in the research.  
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Chapter Four presents the results of the modelling and simulation of building energy demand 

for a standard building as well as a local building for case study locations in Swansea (United 

Kingdom), New Delhi (India), Volgograd (Russia), and Tunis (Tunisia) cities. The Chapter 

describes the strategy employed and the building design specification and presents results for 

the thermal energy performance for both a standard building and a local building.  

Chapter Five presents the solar thermal energy production and storage results from the XCPC 

solar collector design.  

Chapter Six presents the cooling engine performance by describing how the cooling engine is 

modelled and presents the modelling results with EES software. Then, a comparison is made 

between the modelling and experimental results, explaining how the experimental results will 

be used going forward. The Chapter describes how the cooling engine will be integrated with 

the building.  

Chapter Seven explains how the cooling engine cools a standard New Delhi and Volgograd 

building. The Chapter begins with the rationale for the design approach to maximise solar 

energy capture. Then, the results are presented for a sensitivity analysis based on the mass flow 

rate in the solar collector, the solar collector's area, and the thermal energy storage volume. 

Chapter Eight presents the results of the solar energy capture and storage capabilities and how 

auxiliary energy may be used to meet the lag between demand and supply. The Chapter also 

discusses the thermodynamic and practical implications of hot thermal storage.    

Chapter Nine evaluates cold energy storage as an alternative to the hot storage analysis 

previously presented in Chapters 7 and 8. The Chapter discusses the design logic applied, the 

cold storage capacity and the cold store energy loss.  

Chapter Ten presents the economic evaluation and the environmental impact assessment of the 

solar-powered DACS system using cold energy storage for the building cooling loads and 

direct solar thermal power for building heating. 

Chapter Eleven discusses the main findings of this research and the impact of the results on 

current applications and future opportunities. The discussion also includes possible design 

improvements and practical ways to proceed with future works.  

Chapter Twelve presents the conclusion and recommends further improvement for future work. 
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1.4.1 Overall methodology of how all chapters is connected to achieve the objectives. 

Chapter One presents the thesis introduction and Research Objectives. Chapter Two (literature 

review) synthesises existing knowledge on solar thermal energy capture, building cooling and 

heating energy systems, building thermal energy performance and use considerations, and 

applying thermodynamic modelling techniques. This comprehensive review establishes the 

theoretical basis for the subsequent Chapters and to achieve the first Research Objective. 

Chapter Three describes the research methodology based on the TRNSYS and EES modelling 

theories, the strategy used, the performance parameters investigated, and the justification of 

assumptions providing the basis for achieving the first, second, third and sixth Research 

Objectives.  

Chapter Four describes the strategy employed and the building design specification and 

presents results for the thermal energy performance for both a standard building and a local 

building, ensuring that the second and sixth Research Objectives are achieved. Chapter Five 

discusses the XCPC solar collector design, thermal energy production and storage results used 

to achieve the third and fourth Research Objectives. The cooling engine performance discussed 

in Chapter Six allows the thermal energy requirements for the solar-powered diffusion 

absorption cooling and heating systems to achieve the first, third, and fourth Research 

Objectives. The sensitivity study in Chapter Seven is based on the mass flow rate in the solar 

collector, the solar collector's area, and the thermal energy storage volume, which contribute 

to achieving the third and fourth Research Objectives. Solar energy capture and storage 

capabilities and the quantification of backup energy contribute to achieving the third and eighth 

Research Objectives. 

The assessment of cold energy storage (Chapter 9) as an alternative to hot thermal energy 

storage completes achieving the fourth, fifth, and eighth Research Objectives. In Chapter Ten, 

the economic and environmental assessment based on solar-powered DACS is completed, 

achieving the fifth and seventh Research Objectives. 
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Chapter 2 : Literature review 

 

2.1 Introduction  

 

This literature review covers the main topics of solar energy capture, building cooling and 

heating systems, building thermal performance, building use considerations, and the 

thermodynamic modelling techniques applied to study building thermal energy systems. The 

review on solar energy capture introduces the available energy in solar radiation and the types 

of solar thermal collectors and storage materials used in building cooling and heating systems. 

The study of building cooling and heating systems presents the performance features of 

equipment used to deliver thermal comfort, the device options, and the thermodynamics of 

solar absorption cooling systems. The review of building thermal performance describes the 

mechanisms of heat gain and loss within and through the building thermal envelope and how 

the building heat balance is used to calculate the thermal load. Afterwards, several building 

thermodynamic modelling tools are presented on how they are used to calculate thermal loads 

and design solar thermally powered cooling and heating systems.  

2.2 Solar Energy capture 

 

The sun is a sphere of intensely hot gaseous matter with a diameter of 1.39 x 109 m and has an 

effective blackbody temperature of 5777 K. The energy produced at the sun’s core must be 

transferred out to the surface and radiated to space. The radiation in the sun’s core is in the x-

ray and gamma-ray parts of the spectrum, and the radiation’s wavelengths increase as the 

temperature reduces at larger sun radial distances [53]. 

The solar constant is the amount of solar energy per unit time received on a unit area of the 

surface perpendicular to the sun’s rays, and its value is approximately 1367 watts per square 

meter (W/m2). The solar constant is used in solar energy applications to determine the 

maximum amount of solar energy that can be received at the top of the Earth’s atmosphere at 

a given location. However, the amount of solar energy available on the earth’s surface at a 

given site is lower due to atmospheric absorption, scattering, time of day, season, latitude, and 

cloud cover [53,54]. 

Total solar radiation is the amount of solar energy that reaches the earth’s surface, and it is 

related to the solar constant and the angle at which the sun’s rays hit the earth’s surface. Total 

solar radiation, often called global radiation, is the sum of the beam and the diffused solar 

radiation on a surface. The beam solar radiation is the solar radiation received from the sun 
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without being scattered by the atmosphere. In contrast, diffuse solar radiation is the solar 

radiation received from the sun after its direction has been changed by scattering by the 

atmosphere [53,54]. 

The solar collector is the main component that captures solar energy and converts it into 

thermal energy to drive solar thermally powered cooling and heating systems [37,54,55]. The 

main solar collector types are described in this section.  

2.2.1 Solar thermal collectors 

 

A solar thermal collector converts solar radiation into thermal energy and transfers the heat 

through a fluid in the collector for intended uses [53,54,56]. In buildings, the heat collected can 

be used for space heating, hot water service, space conditioning equipment, and many other 

applications [57]. Many solar thermal collectors are available on the market, and they can be 

categorised into two major systems: non-concentrating or stationary and concentrating. 

Besides, there are hybrid systems that combine photovoltaic and thermal collector features 

called photovoltaic/thermal (PV/T) collectors [58,59].  

A non-concentrating collector has the same area for absorbing solar radiation. In contrast, a 

concentrating solar collector uses reflective surfaces to focus solar radiation to a smaller 

receiving area to increase radiation flux [54,60]. Non-concentrating solar collectors are 

primarily used in residential and commercial building spaces and for hot water heating 

applications. Concentrating solar collectors are suitable for high-temperature applications in 

solar power plants [54,60]. The heat transfer fluids typically used in solar collectors include 

water, air, oil, glycol water, and molten salts. Non-concentrating solar collectors used in 

residential building heating applications include flat plate collectors, unglazed collectors, 

evacuated tube collectors, and solar air collectors [54]. Moreover, according to Evangelisti et 

al. [60] the solar collectors used for space heating and cooling applications include flat plate 

collectors, evacuated tube collectors, and compound parabolic collectors.  

2.2.1.1 Flat-plate collectors using liquid 

 

The flat plate collector is the most common low-temperature collector, and its components 

include a cover, absorber plate, headers, insulation, casing, and heat removal tubes and fins 

[54,60]. The absorber plate is typically made of metal or polymer material to absorb incident 

solar radiation. The absorbed solar energy heats up a fluid flowing through tubes or channels 

in the flat plate. The cover is a glazing material able to transmit the radiation to the absorber. 



11 

 

The casing encapsulates the insulation at the back and sides to reduce collector heat losses. The 

indicative operating temperature range is 30-80 °C [54].   

2.2.1.2 Evacuated tube solar collectors 

 

Evacuated tube solar collectors consist of glass tubes, each containing an absorber plate and a 

pipe through which flows a heat transfer fluid [54,60]. The space between the glass tube and 

the absorber plate is evacuated free of air to reduce heat losses from the collector. Sunlight is 

transmitted via the glass tube to the absorber plate, which heats up. The captured heat is 

transferred from the absorber plate to fluid inside the pipe attached to the absorber plate. The 

tubes are connected to a horizontal tank where the heated water is transported for intended use. 

The typical operating temperature range is 50-200 °C [54].  

Three fundamental types of evacuated tube collectors are water-in-glass, U-type, and heat-pipe 

type, Figure 2.1, [60,61]. The water-in-glass type has glass tubes, each filled with a small 

amount of water, to be heated by the sun’s rays. The heated water by the solar radiation drives 

the heated water by natural convection into the horizontal tank. Cold water from the tank 

substitutes the warmer water. In the U-type design,  the absorber plate is bent into a U-shape 

so that the fluid flows through the entire tube length twice compared to once in the water-in-

glass type. Also, the U-type consists of two glass tubes with evacuated space in between to 

improve thermal efficiency [60-63].  The heat-pipe type is equipped with a heat-pipe system to 

recover heat from the absorber to the horizontal tank instead of having fluid flowing through 

pipes in the absorber plate. With the heat-pipe mechanism, heated fluid in the heat pipe 

vaporises and rises to the top of the pipe, where it condenses to release heat to a sink such as 

the horizontal tank [62,63].   

 

Figure 2.1: Representations of (a) a water-in-glass collector, (b) a U-type collector, and (c) a 

heat pipe collector taken from ( [60]). 
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2.2.1.3 Compound parabolic concentrating (CPC) collector  

 

Compound parabolic concentrators (CPC) apply reflectors to focus the sun’s rays onto an 

absorber, thereby increasing the amount of heat capture, Figure 2.2 [64,65]. CPC can accept 

incoming radiation over a wide range of angles and uses multiple internal reflections to focus 

any radiation entering the aperture or acceptance angle onto the absorber surface at the bottom 

of the collector. The absorber configuration can be flat, bifacial, wedge, or cylindrical. The 

reflector is made of curved surfaces, each with a parabolic shape. CPCs have a concentration 

ratio between 1 and 5 and an operating temperature range of 60 to 240 °C [54]. 

Two major CPC design types are symmetrical and asymmetrical. The absorbers of the 

symmetrical type include flat, bifacial, or wedge, and they can be a straight channel or 

multichannel. In contrast, the asymmetrical type can be combined with a reverse or upside-

down absorber plate configuration so that the CPC's concentrator directs radiation on the 

underside of the absorber plate. In the asymmetrical design, convective heat losses from the 

absorber are reduced because the upper plate side is well insulated [54,64].  

 

Figure 2.2: Showing a compound parabolic concentrator (CPC) with a tube absorber [54]. 

2.2.1.4 External concentrating compound parabolic concentrator (XCPC) 

 

An external concentrating parabolic concentrator (XCPC) solar collector comprises glass 

evacuated tubes, manifolds of copper head pipes, copper u-tube and aluminium heat spreading 

fins, CPC reflector, aluminium frame, and insulation, Figure 2.3 [66,67]. The non-imaging 

reflector concentrates incoming radiation over wide acceptance angles onto the absorber of the 

evacuated tube. An XCPC can have two orientations: East/West (EW) and North/South (NS). 

For the EW orientation, the optics are designed so that the horizontally positioned absorber can 

accept seasonal sing (δ = ±23.5°) of the sun’s rays. In contrast, NS collectors receive light 

based on the sun’s daily motion, thus needing large acceptance angles (θ = ±60°) to deliver 
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significant operation hours [67]. The heat source temperature for the generator of the DACC 

cycle operates in the range of 135-230 °C [51,68].  

The copper U-tubes serve as the liquid channel inside the collector. The channel structure has 

less circulating mass and low heat capacity, which enables the solar collector to reach higher 

temperatures in less time. The CPC reflector is fixed parallel to and underneath the evacuated 

tube's axis. During operation, beam and diffuse sun rays can be reflected onto the absorber 

material in the evacuated tube. The number of evacuated tubes is usually reduced, and 

insulation materials are used to minimise heat loss from the solar collector [65].   

 

Figure 2.3: An XCPC solar collector showing a light ray (taken from [67]). 

2.2.2 Thermal energy storage materials for solar energy applications 

 

The availability of solar energy requires storing solar energy captured for future use at night or 

low solar radiation [53,54]. The performance of thermal energy storage systems fundamentally 

depends on the properties of the selected storage materials [53,69]. There are different types of 

energy storage solutions, and for solar energy systems, Alva et al. [69] categorised thermal 

energy storage materials and systems into sensible heat storage, latent heat storage, composite 

and microencapsulated phase change materials, and thermochemical heat storage systems. The 

thermophysical properties of thermal energy storage materials include specific heat, melting 

point, density, latent heat of fusion, thermal conductivity, thermal and chemical stability, 

volume change, toxicity, flammability, corrosivity, and vapour pressure [53,69,70].  
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2.2.2.1 Sensible heat storage materials 

 

Sensible heat thermal energy storage materials in their specific heat capacity and the amount 

of heat stored is proportional to the density, volume, specific heat and variation of storage 

material temperature. Some examples of sensible heat storage materials include liquid 

mediums such as water, mineral oil, molten salts, liquid metals and alloys and solid mediums 

such as rocks, concrete, sand, and bricks [69,71]. Water is one of the best thermal storage 

materials for building space heating and hot water applications because it has high specific 

heat, low cost, non-toxic, and easy availability. However, it has drawbacks like high 

corrosiveness and vapour pressure [53,69]. Other liquid medium materials, such as mineral oil 

and molten salts, can deliver high-temperature heat transfer fluids. However, low thermal 

conductivity and volume changes make them less preferable to water. Solid storage materials 

are cheap, have no vapour pressure issue, and are readily available. However, these materials 

may need additional fluid to transport energy from one location to another effectively, reducing 

the system's efficiency [53,69,71]. 

2.2.2.2 Latent heat storage materials 

 

Latent heat storage materials are also known as phase change materials (PCM) because they 

absorb heat as latent heat of fusion during melting [70]. A phase change occurs during heat 

absorption at near-constant temperature. A fundamental requirement for using PCMs as storage 

materials is their melting point should coincide with the operating temperature range of the 

thermal energy system. The melting process must occur with minimal subcooling, and the 

temperature of the storage medium remains constant during the discharge process [70,71]. 

Additionally, there is minimal temperature change between the storing and releasing heat, and 

the material’s latent heat of fusion is typically large compared to the specific heat. The 

significant difference gives PCM the advantage of high energy storage density, thus having a 

smaller storage volume and associated energy losses than sensible energy storage systems. 

Examples include organics (e.g., paraffin, esters, glycols, fatty acids, alcohols), inorganics 

(e.g., salt hydrates, metals and metal alloys, salts), and eutectics [70,72].  

Organic PCMs have low melting points and thermal conductivity; thus, they are restricted to 

low temperatures and need higher surface areas during operation. Inorganic PCMs remain 

stable over many operating cycles; however, they are prone to phase segregation and sub-

cooling and melt incongruently. Eutectics comprise two or more components, e.g., organic-

organic, organic-inorganic, and inorganic-inorganic, that typically melt and freeze congruently 
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with no chance of separating components with a definitive melting/freezing point [69,72-74]. 

Composite PCMs are so-called when PCMs are dispersed with high thermal conductive 

materials, e.g., carbon and graphite, to improve their thermal conductivity. Moreover, some 

PCMs may be coated by microcapsules of various shapes and sizes to increase their contact 

surface area and mechanical stability. Nonetheless, microencapsulation is an expensive process 

requiring specialised techniques [69,70]. 

2.2.2.3 Thermochemical heat storage materials  

 

The thermochemical heat storage system uses a reversible chemical reaction, so the reaction 

enthalpy equals the stored heat. During the charging process, a forward endothermic reaction 

absorbs thermal energy to dissociate a chemical reactant into products. During discharging, the 

reactants undergo a backward exothermic reaction to release heat. Both reaction products can 

be stored at a working or ambient temperature [75]. Thermochemical heat storage systems, 

though still at the laboratory stage, typically have higher energy density than sensible and latent 

heat storage systems. Besides, thermochemical energy storage has low heat loss and insulation 

requirements; thus, it has fewer limitations on storage duration [69,75].  

2.3 Cooling systems 

 

2.3.1 Global demand and markets for cooling systems 

 

The International Energy Agency (IEA)  research suggests that building energy consumption 

is growing faster [76]; however, there is limited consistent information on the pattern of energy 

usage on a regional basis and historical trends [77]. Refrigeration and air-conditioning systems 

consume around 30% of worldwide energy consumption [78]. Fifteen per cent of global 

electricity is used for cooling purposes, 45% of which is consumed by air-conditioning systems 

for domestic and commercial buildings [39].   

The air conditioning industry is a business sector with huge market potential for further 

development and expansion. Well over 100 million units of vapour compression cooling 

machines were sold worldwide in 2014 [79,80]. The penetration of air conditioning is very 

high in developed countries like the United States of America and Japan; nonetheless, the 

worldwide average diffusion of mechanical cooling remains low to allow further expansion of 

the cooling market [79]. In Greece, for example, during 1990-2000, the number of air-

conditioning units sold rose from 76,000 to more than 200,000 units [81]. For a predominantly 

cold-climate country like Canada, the overall power demand for space cooling doubled from 
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1990 to 2008 [82]. In Jordan, the market for air conditioning systems is projected to double by 

2030 compared to 2015 [81]. About 60% of Australian residential homes have at least one air 

conditioner installed [83]. The European Union (EU) consumes about 40 % of its total energy 

for building energy usage, constituting 20% of total CO2 emissions [81].  

Several factors continue to drive the future growth and penetration of air conditioning systems 

worldwide. These factors include local climate conditions, global and local warming, an 

increase in the earth’s population, growth of the local income and gross domestic product 

(GDP), electricity and equipment prices, efficiency, and energy performance of the equipment 

[13,79]. In Europe, the costs of additional electricity required for cooling due to global and 

local warming by 2050 is predicted to be between 22-89 billion euros per year, while the 

corresponding investment costs to purchase new air conditioners are projected to be close to 8 

and 20 billion by 2050 and 2100 respectively. India is one of the leading countries in the 

developing world with high air conditioning sales due to significant improvements in economic 

and business conditions [79,81].  

Regarding market shares, the Split systems have the highest market share, with total sales close 

to 74.5 billion USD. Also, Variable Refrigerant Flow (VRF) systems presented significant 

growth, reaching a total market value of 9.7 billion US dollars. Packaged Terminal Air 

Conditioning (PTAC), indoor packaged, and windows air conditioning systems have a lower 

market share [13,79]. For the residential sector, North American countries have the highest 

average energy intensity for cooling with 8,1 kWh/m2/y, followed by Latin American countries, 

8 kWh/m2/y, the Middle East and Northern Africa zone, 4 kWh/m2/y, Pacific Asia (3 

kWh/m2/y), and the Western European Countries, (2.2 kWh/m2/y) [84]. Likewise, for the 

cooling of commercial buildings, the Middle East and Northern African zone have the highest 

energy intensity for cooling (42 kWh/m2/y), followed by Latin American countries (38 

kWh/m2/y), North America (34 kWh/m2/y), and Pacific Asian countries, (33 kWh/m2/y) and 

Europe (10 kWh/m2/y) [85]. The differences in energy intensity for cooling suggest that there 

is a potential to penetrate AC equipment to deliver building thermal comfort requirements 

[13,79]. 

2.3.2 Types of air conditioning (cooling) systems 

 

Air conditioning may be defined as providing and maintaining a desirable internal environment 

temperature regardless of the external building conditions. A comfortable, healthy air supply 

often requires cool air, humidity regulation, air movement, and dust and odour removal [86]. 
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The demand for building air conditioning primarily depends on the building design parameters 

(e.g., the building form and shape) and the air-conditioning system design itself (e.g., plant 

efficiency, method of distribution network, efficiency of prime movers). The desired 

atmospheric condition for cooling comfort applications usually aims for 22-24 degrees Celsius, 

relative humidity of about 40-60 per cent, air movement up to 0.25 meters per second, and a 

high degree of air purity [86,87].  

Different climates, latitudes and seasons dictate the various treatments required for building 

comfort cooling [87]. Likewise, choosing the type of air-conditioning for a building depends 

on the climate, age of the building, individual preferences of the building owner, project 

budget, and the architectural design of the building [88]. Countries in warm climates require 

comfort cooling for building occupants. However, in predominantly cold weather countries 

with warm summers, e.g., the United Kingdom and Germany, many circumstances in the 

design and use of the building may lead to the need for comfort cooling [87]. The following 

section describes the different types of building cooling systems, Figure 2.4. It starts with a 

definition and description of passive cooling, and then the different active building cooling 

system types are presented.  

 

Figure 2.4: Types of cooling systems 

2.3.2.1 Passive cooling techniques 

 

Using active air-conditioning equipment to deliver thermal comfort in buildings poses issues 

associated with global warming and the depletion of the ozone layer. As a result, passive 

cooling strategies are explored to reduce building cooling loads, support the environmental 
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ecosystem, and deliver satisfactory human thermal comfort [13,17]. Bhamare et al. [89] define 

passive cooling as the application of several techniques that use cooling sinks such as building 

fabric, air, water, night sky, etc., to mitigate a rise in building internal temperature due to a 

variety of heat sources such as solar heat gain, internal building heat gain from appliances and 

lighting, infiltration. Three fundamental passive cooling strategies include heat protection, heat 

modulation and heat dissipation techniques [17,89,90].   

2.3.2.1.1 Heat protection 

 

In this passive cooling technique, the main objective is to protect the building from direct solar 

heat gains. Protecting from solar heat gain includes landscaping, water surfaces, active 

vegetation, and shading of the building's external surfaces [17]. The sources of building heat 

gains are either from the exterior building environment or heat sources from the internal 

building compartments. External heat gains are mainly from direct solar radiation and 

infiltration from ambient air temperature, while internal heat gains come from appliances, 

lighting, cooling, etc. [89,90].  

Protection from external heat sources is achieved by improving microclimatic conditions or 

controlling direct solar heat. By enhancing a building’s microclimatic condition, landscaping, 

green vegetation, or water surfaces vary the atmospheric conditions around the building. Thus, 

landscaping and strategically planted vegetation or water surface are employed as effective 

ways of limiting the building’s solar heat gain and reducing the building's indoor temperature 

[89,90]. The building roof receives the most substantial solar radiation for the longest time 

compared to other building elements. As a result, water surfaces such as ponds can be installed 

on building roofs to reduce building heat gain [91,92]. Nonetheless, the lack of stable water is 

a limitation for implementing roof ponds on a large scale in buildings. 

The solar heat control method is the reduction of transmitted solar radiation through the 

building’s thermal components. Transmission of solar radiation is controlled by reducing the 

intensity of transmitted solar radiation by applying windows or by diverting the incoming 

incident (beam or diffuse) solar radiation via solar shading devices. In buildings where the 

window covers 20-30 % of the building walls, as high as 45-60% of the cooling load originates 

from solar heat gain via the windows. Thus, sizing windows for daylighting performance and 

aesthetics must also consider the potential to cause overheating issues [93,94].  

The solar shading technique is another solar control strategy that uses building extensions such 

as overhangs, horizontal louvres, or blind systems to reduce heat capture from the sun rays in 
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hot climatic zones or during summer months. Solar shading is strategically designed onto 

buildings to achieve a balanced solution of improved daylighting, visibility, and excess heat 

gain reduction [90,91]. Simulation studies by Krimtal et al. [95] suggest that effective shading 

design and strategic placement on buildings depend on design parameters such as climate, 

occupancy, and energy efficiency requirements. Shading techniques have been proven to 

potentially reduce cooling loads in countries such as the United States of America and Italy. 

However, solar shading's full potential is met when it is factored in the initial building design 

stage instead of retrofitting shading after building construction [95].  

2.3.2.1.2 Heat modulation 

 

In this passive cooling technique, the heat gain of a building is modulated by utilising the heat 

storage capacity of the building structure. In this method, the heat absorbed by the building's 

structural material (known as thermal mass) is stored and released later to remove heat from 

the building [89,90]. Thermal mass provides thermal inertia and stability and smoothens the 

heat fluctuations between outdoor and indoor conditions. Building thermal mass depends on 

many parameters, such as climatic conditions, building orientation, material properties, etc 

[90]. Building materials can be sensible heat storage material or latent heat storage material. 

Sensible heat storage materials usually have limited capacity compared to latent heat storage 

materials because latent heat storage materials (also called phase change materials) store and 

release heat during the phase change process at a nearly constant temperature [17,90].  

In the daytime, the phase change material (PCM) absorbs latent heat from the opaque and 

glazed surface of the building while melting at a constant temperature. As a result, the 

temperature of the internal parts of the building is reduced or maintained at a stable temperature 

during the day compared to the absence of PCM [89]. To complete the process, the absorbed 

latent heat is rejected during night-time. The primary techniques for incorporating PCMs into 

building construction materials include vacuum impregnation, encapsulation, shape 

stabilisation, direct incorporation, and immersion [89]. Also, research by [91,96]  shows that 

PCMs are usually integrated with various building compartments such as wallboards, ceilings, 

roofs, and windows. Shilei et al. [74] studied the effect of PCM integrated with gypsum boards. 

They found that during the summer, the PCM integrated board maintained the indoor 

temperature within the comfort range by absorbing 39.126 kJ/kg of heat before a total melting 

at 24 degrees Celsius. Jaalath et al. [97] studied the thermal effect of PCM integrated with 

building roofs for the weather conditions of Melbourne and Sydney and found there were 
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cooling load savings of up to 25% and 39%, respectively. Moreover, Goia et al. [98] compared 

the effects of traditional double glazing with PCM integrated with glazing and found increased 

comfort conditions when PCM glazing was used.  

2.3.2.1.3 Heat dissipation 

 

In the heat dissipation method, excess heat from a building is rejected to a suitable 

environmental heat sink at a lower temperature. The heat sink includes ambient air, water, and 

the sky. This process is possible because of the availability of an environmental heat sink and 

thermal linkage between the building and the heat sink. The heat dissipation method can 

achieve an instantaneous cooling effect, or coolth can be extracted at night-time and released 

during the daytime. Depending on the available heat sink, the heat dissipation technique can 

be grouped into convective, evaporative and radiative cooling [17,89].  

In convective cooling, the unwanted heat in the building is rejected by the ambient air via 

natural ventilation. Natural ventilation can be driven by wind speed or the buoyancy effect of 

air due to air temperature difference between the internal and external compartments [99]. With 

the evaporative cooling technique, the large enthalpy of water evaporation is used to absorb 

heat from ambient air, thus resulting in reduced air temperature but increased air 

humidity[100]. With radiative cooling, heat is usually rejected from the surface of a building 

to a clear night sky [101,102]. Nwaigwee et al.'s [96] research showed that nocturnal radiative 

cooling can deliver a 14-48% reduction in cooling energy demand. However, material 

properties such as durability and water permeability limit the widescale adoption of the various 

heat dissipation techniques.  

2.3.2.2 Solar cooling: renewable sources for building cooling 

 

Solar cooling may be classified based on the energy input into two main groups: solar 

mechanical cooling and solar thermal cooling [34].  

2.3.2.2.1 Solar mechanical cooling system 

Solar mechanical cooling systems use a solar-powered prime mover to drive a conventional 

air-conditioning system. In these systems, solar photovoltaic panels are used to convert solar 

energy into electricity, which drives an electric motor of a vapour compression cooling system. 

Solar photovoltaic panels have low field efficiencies of about 10-15 %, resulting in low overall 

efficiencies of these solar mechanical systems [57,103].  
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2.3.2.2.2 Solar thermal cooling technologies 

In solar thermal cooling systems, heat from the sun is absorbed by solar collectors and delivered 

to cooling machines to produce chilled water for refrigeration or building air-conditioning 

[104]. Solar thermal cooling technologies [15,105] are classified into three principal categories: 

(1) thermo-mechanical cooling, (2) open sorption cooling, and (3) desiccant cooling. 

Furthermore, thermo-mechanical cooling comprises two groups: solar ejector cooling and solar 

Rankine cooling. Moreover, open sorption cooling is grouped into two subdivisions: adsorption 

cooling and absorption cooling. All five thermal cooling technologies are described below.  

2.3.2.2.2.1 Thermo-mechanical cooling processes 

In the solar thermo-mechanical cooling method, heat from the sun drives compressor 

components of vapour compression and Rankine engines to produce a cooling effect [103]. 

The two subdivisions of thermo-mechanical cooling are described below. First, solar ejector 

cooling is presented, followed by the Rankine cycle.  

2.3.2.2.2.1.1 Solar ejector cooling cycle 

A solar ejector cooling cycle is fundamentally the same as a vapour compression cooling 

system, except that an ejector replaces the mechanical compressor. High-pressure vapour 

flowing through the nozzle of the ejector attains increased velocity such that the fluid pressure 

is lower than inside the evaporator. Consequently, flow is sucked into an ejector to mix with 

the primary flow towards a condenser. Ejector cooling systems have simple construction, are 

inexpensive and have low maintenance requirements [103,106]. Ejector cycles have low 

efficiencies, and their performance depends on geometrical parameters, operational conditions, 

and the type of working fluids [107]. 

2.3.2.2.2.1.2 Solar Rankine cooling cycle 

In the solar Rankine cooling cycle, heat from the sun is harnessed to produce mechanical work 

and drive steam and organic Rankine cycles. Solar Rankine systems were proposed in the late 

1970s during the oil crisis. However, this cooling system has not progressed further from the 

demonstration phases because they are not economically competitive [108]. Small-scale solar-

powered organic Rankine cycle has high theoretical efficiencies with low working temperature 

[109]. The working fluid of an organic Rankine cycle must be selected carefully to meet 

building safety requirements. A study by Wali [109] suggests refrigerant type R-11 and 
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refrigerants consisting of fluoro inert compounds (e.g., fluorocarbon-75) comply with building 

safety requirements.  

2.3.2.2.2.2 Desiccant cooling process 

Desiccant cooling cycles are classified as open sorption cooling because sorbent is used to 

dehumidify the air. Desiccant systems use two main methods, known as sorption and 

desorption, to transfer moisture from one medium to another [15,104]. During the sorption 

process, variation in water vapour pressure of humid air and a desiccant causes moisture in the 

air to be transferred and absorbed into a desiccant material. In desorption, the increase in 

desiccant temperature causes absorbed moisture to be released to the airstream—the desiccant 

surface vapour pressure changes continuously to absorb moisture to complete the cycle [110]. 

Desiccant capacity and dew-point performance depend on desiccant characteristics, set-up 

temperature, and reactivation methods. In a solar-powered desiccant cooling system, solar 

thermal energy and a combination of direct and indirect evaporative stages are utilised to cool 

dry air [111].  

2.3.2.2.2.3 Adsorption cooling process  

Adsorption is bonding a fluid onto a solid surface [104]. When an adsorbent and liquid 

adsorbate (refrigerant) coexist in a closed vessel, the refrigerant migrates in vapour towards the 

adsorbent, so the refrigerant temperature reduces while the adsorbent temperature increases. 

The adsorption process is an exothermic reaction. Adsorption cooling cycle is designed to 

utilise this phenomenon [15]. The adsorption cooling cycle comprises two sorption chambers, 

an evaporator, and a condenser. The cooling effect is achieved in the evaporator, where the 

refrigerant vaporises under low pressure and temperature. Typical working pairs for adsorption 

cooling cycles include silica gel/water, activated carbon/methanol, and metal 

chloride/ammonia [105]. Depending on the driving heat temperature, adsorption cooling cycles 

usually achieve a COP between 0.3 and 0.7 [104,112]. Adsorption cooling cycles are attractive 

because they operate with environmentally friendly refrigerants, use low-temperature heat 

sources, and do not involve moving parts [105,112].  

2.3.2.2.2.4 Absorption cooling process 

The absorption cooling cycle is similar to the vapour compression cycle, except that the 

absorption cooling cycle replaces the compressor with a circuit loop consisting of a generator, 

an absorber, a liquid pump, an expansion valve, and a heat exchanger [113]. The absorption 
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cooling system is heat-driven with minimal work input from pumps, unlike the vapour 

compression cooling cycle, which utilises a mechanical vapour compressor [114]. The main 

components of an absorption cooling system are an absorber, generator, condenser, evaporator, 

solution pump, and expansion valves [42].  

The absorption cooling cycle operates at two primary pressure levels: the absorber and 

evaporator operate at a low-pressure level. In contrast, the generator and condenser operate at 

a high-pressure level [115]. At the start of the cooling cycle, Figure 2.5, heat extracted from a 

conditioned space is transferred through a chilled water loop to an evaporator, causing the 

refrigerant to evaporate [15].  

 

Figure 2.5: Schematic diagram of a single-stage absorption cooling cycle [15]. 

The low-pressure refrigerant vapour is transferred to the absorber, which is initially absorbed 

by a secondary fluid known as an absorbent to form a weak solution. A cooling water medium 

extracts the heat released from this process. The solution pump transfers the diluted refrigerant-

absorbent solution to the generator, which is at a high-pressure level. In the generator, external 

heat input boils the refrigerant from the refrigerant-absorbent solution, leaving the concentrated 

absorbent in the solution. The strong solution returns to the absorber via a throttle valve. The 

regenerated refrigerant vapour flows to the condenser, where heat is rejected from the 
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refrigerant vapour to a cooling water loop. After this condensing process, the resultant high-

pressure liquid flows through an expansion valve to the evaporator, thereby reducing the fluid 

pressure and temperature and completing the cooling cycle [15,111].  

The "number of effects" can categorise the absorption cooling system, which is the number of 

times the heat source is recycled inside a chiller to produce a cooling effect [115]. Three 

common types or “number of effects” available on the market are single-stage, double-stage, 

and triple-stage effects. An additional generator delivers refrigerant vapour at a higher pressure 

level for double-stage effect chillers than a single-stage effect chiller. Meanwhile, triple-stage 

effect chillers use three generators to drive heat input three times to produce the highest 

pressure refrigerant vapour. Likewise, an absorption cooling system can be classified based on 

the working fluid pair [116,117].  

For a more straightforward distinction of the different types of absorption cooling systems, the 

following review is grouped into two major working fluid pairs: water-lithium bromide and 

ammonia-water. Additionally, the section ends with a brief introduction of other working fluids 

for completeness. 

2.3.2.2.2.4.1 Absorption cooling using water-lithium bromide working pairs 

Water/lithium bromide (H2O/LiBr) working pair uses water (H2O) as refrigerant and lithium 

bromide (LiBr) as absorbent. Using water as refrigerant limits this type to cooling temperatures 

above 0 °C; thus, H2O/LiBr working pairs are ideal for building air-conditioning [52,54]. An 

absorption cooling system that uses an H2O/LiBr working pair has many advantages. In 

essence, it has a low maintenance cost, is non-toxic, has relatively higher COP, has low 

working pressure, and the absorbent is non-volatile [53,104,105]. Nonetheless, a significant 

challenge with using H2O/LiBr solar absorption chillers is a two-phase H2O/LiBr solution 

mixture and LiBr crystals can coexist in equilibrium [113,118]. H2O/LiBr absorption cooling 

systems have a typical generator operating temperature range of 70 – 90 °C. Thus, heat 

requirements can be delivered by non-concentrating types of solar collectors [104].  

2.3.2.2.2.4.2 Absorption cooling using ammonia-water working pairs 

Absorption cooling systems utilising ammonia/water (NH3/H20) working pair have a cooling 

cycle similar to the H2O-LiBr absorption system. Nonetheless, their operational characteristics 

differ from H2O-LiBr systems because they use ammonia (NH3) as refrigerant and water (H2O) 

as absorbent [42]. Furthermore, in the NH3/H20 absorption cooling cycle, a rectifier separates 
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water vapour from NH3 to prevent freezing and cooling performance degradation [110,119]. 

The freezing point of NH3 is -77°C; as a result, NH3/H20 can be utilised for sub-zero 

temperature cooling applications. Thus, earlier cooling applications were predominantly used 

for refrigeration [120].  

2.3.2.2.2.4.3 Absorption systems using other working pairs 

The fluids discussed above have two working fluid pairs- H2O/LiBr and NH3/H20. However, 

absorption cooling systems utilise three-component working fluids, i.e., refrigerant-absorber-

auxiliary gas (e.g., ammonia-water-hydrogen). Here, the absorber and refrigerant behave the 

same as refrigerant-absorber pairs previously discussed, and the auxiliary gas provides pressure 

equalisation in the cooling system. Sun et al. [117] categorised absorption cooling working 

fluids into five series according to refrigerants using (1) NH3, (2) H2O, (3) alcohol, (4) 

halogenated hydrocarbon, and (5) other mediums. Recent research into working fluids aims to 

improve cooling cycle operation characteristics. However, most innovative working pairs are 

in the research and development phase. 

2.3.2.3 Mechanical cooling  

 

Central heating, ventilation, and air conditioning (HVAC) systems can be grouped into four 

functional subsystems: a source subsystem, a distribution subsystem, a delivery subsystem, and 

a control subsystem [87,121]. The source subsystem delivers the heating and cooling effect, 

including chillers, boilers, and cooling towers. The distribution system moves the heating or 

cooling effect from the source to the building space, including ductwork, fans, piping, and 

pumps. The control subsystem regulates equipment operation for comfort, safety, process, and 

energy efficiency. The delivery subsystem, also known as “terminal devices”, delivers the 

heating or cooling effect into the building spaces and includes fan coils, baseboard radiators, 

and diffusers [122].  

For cooling systems, the delivery components are classified into three main groups: all-air, air-

and-water, and all-water cooling systems. The following section describes an all-air cooling 

system, an air-and-water cooling system and an all-water cooling system [122,123].  

2.3.2.3.1 All-air cooling systems 

 

All-air cooling systems deliver sensible and latent cooling capacity via cold supply air into 

building-conditioned space. No chilled water or supplementary cooling is supplied to the 
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building space [87]. The following section describes the various all-air cooling systems 

available on the market.   

2.3.2.3.1.1 Single-zone system 

 

Single zone all air systems are employed in circumstances or designs where the load is either 

constant or varies uniformly in each building zone [87]. A single-zone system consists of an 

air handling unit, a cooling source, distribution ductwork and an appropriate terminal device 

installed in a single location, Figure 2.6. The temperature control in single-zone all-air systems 

is achieved by adjusting the supply air temperature at the central plant. A cooling system 

installed in a single zone has fewer components compared to multi-one installations; as a result, 

it has a simple design, and there are fewer associated capital and maintenance costs [87,124].  

 

Figure 2.6: All-air HVAC system for a single zone [124]. 

2.3.2.3.1.2 Variable-Air-Volume (VAV) Systems 

 

Traditional air-conditioning systems are based on maintaining air discharge to the building 

space at constant volume, with load variations met by adjusting the building air temperature. 

Due to the ever-present demand for energy-efficient systems, variable-volume air-conditioning 

systems are explored as alternatives to traditional cooling systems [87], Figure 2.7. Variable 

Air Volume (VAV) systems manage changes in local load conditions by adjusting the air 

volume delivered to the conditioned space at a constant temperature. VAV systems are suited 

to buildings with long cooling loads and easily adapt to office partition layouts. However, 
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buildings with high latent loads may have difficulty in control humidity with VAV systems 

[87,124]. 

 

Figure 2.7: All-air HVAC systems with VAV terminal units [124]. 

2.3.2.3.1.3 Induction systems 

 

An all-air induction cooling system may be used where the bulk of the heat output is transferred 

to the return air to the central plant.  With an induction cooling arrangement, the conditioned 

air is ducted to induction boxes fitted in the ceiling void [87,125]. Each induction box 

incorporates a damper device and thermostats to enable conditioned airflow to induce a variable 

proportion of warm air from the ceiling void to the discharge stream. Automatic switching 

systems may be introduced to minimise the period that heat gains from lighting. Induction 

cooling systems are easy to maintain and have low sound emissions. However, the induction 

systems have large duct requirements, thus, higher investment costs [87,124].  

2.3.2.3.1.4 Dual-duct systems  

 

In a dual duct cooling system, cold and warm air are conveyed via separate ducts and mixed at 

a junction to reach a desired temperature, Figure 2.8 [124]. Each room that requires cooling 

has a mixing box with dampers to deliver all cool, warm, or some mixture of both into the 

building space.  Dual duct cooling systems have air delivery rates of five or six changes per 

hour, compared with the 1.5-2 required to introduce outside air. A dual duct cooling system 

incorporates air recirculation return to the main plant using return shafts and ducts [124]. An 

advantage of the dual duct cooling system is that any room can be cooled or heated without 

zoning the building compartments or changing thermostats. Also, building zones requiring high 

ventilation rates can be served from the same original plant source. The major disadvantage of 
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a dual duct cooling system is that the system consumes high energy and requires large spaces 

for ceiling voids and shafts to accommodate the ductwork size [87,124].  

 

Figure 2.8: All-air HVAC dual-duct system [124]. 

2.3.2.3.1.5 Displacement ventilation  

 

In displacement ventilation, conditioned outdoor air is supplied at low velocity into low-level 

building spaces to create a pool of cool, fresh air for building occupants. The cooling system 

works well in open-plan office spaces with low heat gains and where it is not critical to achieve 

tight control of room or zone temperature [124]. Displacement ventilation systems work best 

in spaces greater than 2.5m, have moderate heat gains, and are limited to cooling loads up to 

100 W/m2 in localised areas. The benefits of displacement ventilation are better air quality, less 

cooling demand, and more extended periods of free cooling available in the occupied spaces 

of the building. In addition, displacement ventilation has simple control with a room 

thermostat. Nonetheless, displacement ventilation systems cannot be used in the same building 

space as mixed-flow cooling systems due to the differences in air flow regime requirements 

and containment issues [87,124].  

2.3.2.3.2 Air-water systems 

 

Air-water cooling systems are a hybrid system combining the benefits of all-air and all-water 

systems. Air-water systems usually have smaller system volumes than all-air systems, and 

ventilation is introduced to condition the air in the building’s internal zone properly. The water 

medium usually carries the building thermal load by about 80-90% through cooling water, 

while the air medium conditions the remaining latent load [124]. Air-water cooling systems 
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have four primary types: fan coils, induction units, heat pump systems, and chilled ceilings 

[87].  

2.3.2.3.2.1 Fan coil system 

 

Fan coil units comprise a chassis mounted with a centrifugal or crossflow fan, an air filter, a 

single water-to-air heat exchange coil, or a pair of such coils, Figure 2.9 [124]. Fan coils have 

different patterns to suit various mounting positions. One of the most common installation 

arrangements is where the fan coil is mounted in the ceiling void with the discharge connected 

to the diffusers. Air recirculation is achieved via the luminaires through the ceiling void, where 

return air mixes with fresh air supply discharged locally to the fan coil unit intake [87,125].  

 

Figure 2.9: An air-water HVAC system uses fan coil units [124]. 

Fan coil design must meet the ventilation needs of building occupants; as a result, fan coil units 

must have the capacity to recirculate the zone or room air. The recirculation can be met in the 

central plant, where the air is prefiltered, conditioned, and introduced via a ducted route, and 

at the same time, the exhaust air is ducted to an energy recovery unit. Fan coil piping 

arrangement can be a four-pipe system or a two-pipe system. A four-pipe system connects the 

cooling, heating flow, and return pipes to independent coils [87,126]. 

On the other hand, in the two-pipe system, heated water is supplied to a coil in winter, while 

chilled water is provided to the same coil in summer. The two-pipe system encounters problems 
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in mid-season where some zones need heating delivered and other spaces require cooling; 

nonetheless, cooling and heating cannot be delivered simultaneously. Fan coil unit’s benefits 

include high cooling capacity, low capital cost, flexibility to accommodate future changes, and 

smaller ventilation plant and distribution ductwork than all-air systems [87,122,124,127].   

2.3.2.3.2.2 Induction system 

 

Induction cooling systems are externally like fan-col units, although they are rarely used today; 

however, their application is introduced in this section for completeness. In an induction 

cooling system, primary air is initially conditioned in a central plant and then supplied to zone 

terminal units under pressure [121,126], Figure 2.10.  

 

Figure 2.10: Air-water HVAC system using induction units [124]. 

2.3.2.3.2.3 Heat pump system 

 

Water-source heat pumps can save energy for large buildings under extreme cold weather. A 

centralised water circulating loop can be used as the source and sinks for heat pumps. As a 

result, heat pumps can act as the primary source of building cooling and heating and are 

sometimes referred to as reverse-cycle heat pumps [128,129]. The heat pump installation 

designs can be the floor, ceiling or under-window mounted. A heat pump unit typically 

comprises a reversible refrigeration compressor, a refrigerant-air coil, a refrigerant-water heat 

exchanger, a cycle reversing valve, and a refrigerant expansion valve [125,128]. When cooling 

demand needs to be met in the building space, the refrigerant-air coil becomes the evaporator, 
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and the condenser rejects heat via the waterside heat exchanger to the circulating water circuit 

[42,130]. 

On the other hand, when building heating is needed, the refrigerant-air coil acts as a condenser. 

In contrast, the refrigerant-water heat exchanger acts as the evaporator by drawing heat from 

the circulating water circuit.  Temperature control is usually achieved using a thermostat to 

sense the return air temperature sequences between the compressor and the reversing valves. 

The main drawback of a heat pump system is the lack of ventilation air compared to an all-air 

cooling system. Also, there can be noise pollution from the indoor units because the 

compressors can start and stop intermittently [87,124].    

2.3.2.3.2.4 Chilled ceilings 

 

In the chilled ceiling cooling technique, the building ceiling is cooled by passing chilled water 

to collect heat in the top or roof compartment so that the HVAC equipment can deal with 

ventilation and humidity control separately [87]. It is essential in chilled ceiling systems that 

the temperature entering chilled water be above the room's dew point by at least 1.5K for 

effective control and to avoid the formation of condensation. Chilled ceiling systems usually 

have a flow temperature of 14-15 °C and a temperature increase across the exchange device of 

2-3 K. Chilled ceiling systems are highly dependent on the dehumidifying capacity of the 

external air supply to control the zone dew point [87,126]. Many types of cooling surfaces are 

employed in the industry, including chilled beams, radiant, and convective panels. Radiant and 

convective panels typically cover large ceiling areas, though both can be accommodated in 

shallow ceiling voids around 65mm and 250 mm, respectively. Convective systems have higher 

sensible cooling capacity than radiant panels, 160 W/m2 and 120 W/m2, respectively. Chilled 

beams operate like convective panels, except for using small, finned coils that can incorporate 

a ventilation air supply. Chilled beams deliver cooling via passive or active methods. The 

passive beam output is limited to a floor area of 60-80 W/m2, while active beams can provide 

up to 150 W/m2 [87,121,126]. An advantage of chilled ceiling systems is the capacity to offset 

high cooling loads even without air movement within the building space. However, 

condensation forming on the chilled ceilings can drip directly into the occupant’s building 

space [87]. 
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2.3.2.3.3 Direct expansion (DX) systems 

 

Direct expansion (DX) systems use refrigerant directly as the heat transfer working fluid to 

deliver cooling or heating to the air within the building zone. Two main DX types exist: 

localised and centralised systems, popularly known as variable refrigerant volume (VRV) [87].  

2.3.2.3.3.1 Local DX systems 

 

Local DX cooling systems consist of a compressor, air filter, fan, and cooling coil [87,124], 

Figure 2.11. It may sometimes be fitted with electric resistance heaters to deliver heating during 

winter months, and outside fresh air may be introduced in some systems. However, it rarely 

can perform humidification for human thermal comfort. The variety, popularly known as the 

packaged system, usually has a unit construction frame, consequently benefiting from low 

initial capital costs [124,126].  

 

Figure 2.11. Packaged rooftop air-conditioning unit [124]. 

In another type of DX cooling system, popularly known as the “split type”, the condenser and 

compressor are fitted remotely outdoors, away from the evaporator within the building space. 

A split-type system usually has the evaporator fitted through the building wall or the window 

opening to deliver cooling into the building for human thermal comfort. Small DX cooling 

systems usually air-cool refrigerators, while water-cooling is applied in larger cooling 

equipment sizes. Recent DX systems have a hermetic type of compressors to ensure quiet 

operation for building occupants. A unitary air-conditioner can be a small unit installed in every 

single room in a building. In contrast, packaged rooftop air-conditioners can be used in large 

buildings or industrial applications where extensive ductwork may be needed to distribute the 

air in the building zones [87,124].  
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2.3.2.3.3.2 Variable refrigerant volume (VRV) systems 

 

VRV systems cool or heat buildings using refrigerant as the primary working fluid. The term 

“variable”  refers to refrigerant control to enable independent zonal control to achieve a much 

more efficient cooling or heating in buildings with many compartments. VRV systems have 

been popular in the last decade because they are cost-effective, reliable, and efficient at meeting 

building space cooling and heating demands, as well as water heating needs [131-133]. 

Although VRV systems use refrigerants with high operating pressures, they offer many 

benefits, such as high heat transfer, reduced pipe sizes, reduced compressor lubrication and 

increased operating COPs. The VRV systems consist of multiple indoor units (terminal 

devices) connected to one or more outdoor components. Each outdoor unit comprises a 

compressor, refrigerant-air heat exchanger, air circulation fans, and control panel that rejects 

heat to outdoor air when cooling or absorbs heat from ambient air when heating is required 

[87,126]. 

In contrast, the indoor units comprise a refrigerant-air heat transfer coil, filter, fan, and 

expansion valve. Multiple outdoor units can rotate to provide load sharing and greater plant 

efficiency. VRV systems operate with a typical operating range of -20 – 13.5 °C in heating and 

-5 – 43 °C in cooling modes. Despite the many advantages of VRV systems, they come at a 

higher upfront cost than air cooling systems [87,132].  

2.3.2.4 Thermodynamic operation of conventional AC units 

 

Building air conditioning is mainly provided by vapour compression chillers or air conditioning 

units. Heat pumps that remove heat from a building space or transfer heat into a building apply 

the vapour compression system [123,134-137]. Different building air conditioning systems will 

have the same central features, except there could be variations in refrigerants used, the specific 

mechanical device used, and the system configuration [134-135]. The thermodynamic 

operation of a vapour compression system is described below. 

2.3.2.4.1 Vapour compression cooling system 

 

The vapour compression cycle consists of four main processes: vapour compression, 

condensation, liquid expansion, and evaporation, Figure 2.12 [134-136,138]. At the beginning 

of the cooling cycle, a refrigerant vapour at a low temperature and pressure (state 1) flows into 

a compressor and exits at a higher temperature and pressure (state 2). In the condenser, heat is 

rejected from the high-temperature refrigerant to an external heat sink, e.g., the ambient air, so 
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the refrigerant condenses and exits as a liquid (state 3). The refrigerant's pressure, and 

consequently the temperature, reduces as it flows through the expansion valve. The pressure 

reduction causes some of the liquid to vapourise. As a result, the refrigerant enters the 

evaporator as a two-phase flow of liquid and vapour (state 4). Heat gain from the external 

temperature course evaporates the remaining liquid refrigerant in the evaporator. The resultant 

vapour then returns to the compressor’s inlet, thus completing the cooling cycle [134-136]. 

 

Figure 2.12: Schematic of a vapour compression cooling system [135]. 

The fundamental laws of thermodynamics, heat transfer, and fluid flow govern the performance 

of the four main components of the vapour compression cycle [139]. A Carnot cycle is a 

reversible cycle with maximum thermal efficiency for a given temperature limit, and it can be 

used as a reference standard to compare actual power cycles. As a result, the Carnot cycle is 

used to evaluate the best possible performance of vapour compression systems. The COP for a 

cooling cycle is the ratio of the cooling effect to the cost of work input into the system 

[135,136]. The COP for a Carnot cooling system is defined in terms of low (L) and high (H) 

temperature levels using absolute temperature [135]: 
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The vapour compression cycle processes are different to that of the Carnot cycle. For example, 

in the vapour compression cycle, the heat rejection does not occur at constant temperature, the 

expansion process in most machines is reversible, and the compression process is not 
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isentropic. Nonetheless, the performance of actual vapour compression systems mimics the 

Carnot relation in equation 2.1. Thus, the COP is inversely proportional to the temperature 

difference between the low and high-temperature points and directly proportional to the 

absolute temperature of the low-temperature source. It is conventional to characterise the states 

of a vapour compression cycle on thermodynamic property coordinates, more commonly on a 

pressure-enthalpy diagram [135,136].  

Open-type compressors are typically used in large air-conditioning systems, and the 

assumption in processes 1-2 regarding adiabatic compression tends to be valid in open-type 

compressors. On the other hand, hermetic compressors, used in small-scale and residential air 

conditioners, have significant heat transfer between the motor and the refrigerant [135,136]. 

Nonetheless, hermetic compressors are used because of the benefit of quiet operation in 

residential cooling applications [87].  

2.3.2.5 Thermodynamics of the solar diffusion absorption cooling systems 

DACC system utilises ammonia-water-hydrogen as a working fluid, where ammonia is the 

refrigerant, water is absorbent, and hydrogen gas is used as an auxiliary gas [40]. Ammonia 

(refrigerant) transports energy from a low-temperature source to a high-temperature sink. At 

the same time, water (absorbent) absorbs the ammonia (refrigerant) at low partial pressure to 

release it at high pressure [42]. The hydrogen (auxiliary gas) provides pressure equalisation 

throughout the thermodynamic cycle [40].  

A basic layout of the DACC cycle was introduced in Figure 1.1 [40]. Starting a description of 

the cooling cycle from the absorber component, a reservoir at the base of the absorber contains 

strong ammonia liquid. The strong ammonia liquid flows by gravity through the solution heat 

exchanger (SHE)  towards the generator/bubble pump. External heat input applied to the 

generator drives ammonia vapour vertically away from the generator towards the rectifier 

[40,45]. 

Water is removed from the weak ammonia-water solution and returned to the absorber through 

an outer tube of the bubble pump and the SHE to complete the ammonia-water solution loop. 

The rectifier removes any residual water vapour to ensure that the ammonia vapour's water 

content is near zero. Any captured water drains down to the outer wall of the generator to mix 

with an ammonia-water solution, returning to the absorber. Then, the purified ammonia vapour 
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flows from the rectifier to the condenser. The condenser has a finned tube which rejects heat 

from ammonia vapour by natural convection to the environment [40,44].  

The resulting ammonia liquid (condensate) flows downwards towards the evaporator. 

Meanwhile, any non-condensed ammonia vapour flows through a gas bypass to the reservoir 

beneath the absorber. In the evaporator, hydrogen gas flows from the absorber and meets 

ammonia liquid. The ammonia liquid evaporates due to its low partial pressure compared to 

hydrogen, as per Dalton’s law of partial pressures. The resultant ammonia vapour-hydrogen 

mixture flows from the evaporator to the absorber via a GHX [43,140].  

A small quantity of ammonia vapour is absorbed within the absorber into a liquid solution in 

the reservoir. The remaining ammonia vapour-hydrogen gas mixture returns from the top 

section of the absorber, via the GHX, to the evaporator to complete the ammonia vapour-

hydrogen gas circulation loop. Gas circulation in the ammonia vapour-hydrogen gas loop is 

driven by natural convection caused by density differences in ammonia vapour content 

[141,142]. 

2.4 Heat sources in the building environment 

This section provides a general overview of the main types of heat generators used in the 

building environment, Figure 2.13. A heat generator is a device that converts fuel or electricity 

into heat or produces thermal energy to heat interior building space, e.g., a boiler or radiant 

heater [87]. Examples of energy sources and fuels typically utilised for heating in the built 

environment include [143]: 

• Gas - natural gas, biogas 

• Liquid - petroleum-based oil, liquified petrol gas (LPG), biodiesel 

• Grid electricity 

• Onsite renewable electricity from solar photovoltaic and wind turbines 

• Solid biomass 

• Waste heat and heat from district heating 

• On-site solar hot water 

• Heat and electricity from on-site combined heat and power (CHP) plant 
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Figure 2.13: Types of heat generators in a building. Compiled from [87]. 

Space heating systems are grouped into two main types, indirect and direct-fired systems, based 

on the proximity of the heat generator heat source and heat emitter. In indirect heating systems, 

a remote heat generator, such as a boiler and CHP plant, produces heat which flows through a 

fluid transfer medium to several heat emitters, such as radiators. In a direct-fired system, the 

heat source is located within a heated building zone – e.g., direct electric heaters [87]. The 

following sections describe the characteristics of different types of heat generators used in the 

built environment under seven headings illustrated in Figure 2.13. 

2.4.1 Boilers: fired by Gas, Oil, LPG, Electric and Biomass. 

A boiler is an equipment that converts chemical energy in fuels into heat energy and distributes 

the heat via hot water medium or steam. Boilers generally use gas and heating oil as fuel in 

modern residential buildings, while LPG-and-biomass-fired boilers are installed in remote off-

grid buildings. Boilers powered by electricity have minimal maintenance requirements and no 

direct discharge of poisonous gases. Steam boilers use steam as a transport medium primarily 

for industrial processes rather than the provision of space heating in modern buildings [87,126]. 

Steam systems demand stringent pressure systems safety requirements, have less thermal 

efficiencies, and more running costs. 

In central building heating systems, the heat generated from a boiler is transported as hot water 

to heat emitters (e.g., radiators) in interior building space. The cooled water is returned to the 

boiler and reheated to begin the next heating cycle. In residential buildings, a combination 
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boiler is a single compact unit that delivers both space heating and hot water service. Moreover, 

in a condensing boiler, heat from high-temperature (200-250°C) flue gases discharging to the 

atmosphere are recovered via internal heat exchangers. Thus, condensing boilers can achieve 

90% overall efficiency compared with 75% of conventional boilers [87,144].  

2.4.2 Hydronic heating distribution systems 

Hydronic heating uses liquid as a transport medium to transfer heat from heat generators such 

as boilers and heat pumps to heat emitters and other building hot water service points. 

Alternative working fluids such as synthetic and mineral oils may be used in hydronic 

processes where high temperatures over 250 °C must be achieved. Water heating systems can 

be categorised according to low, medium, or high flow temperatures. In the United Kingdom, 

hydronics using water heating systems are classified as [87,126]: 

I. Low-temperature hot water systems are used in modern residential buildings because 

they are safe to operate and do not need to comply with Pressure Systems Safety Regulations 

2000. The design temperature is 90 °C, with a differential at the boiler or water heater in the 

range of 5-20 Kelvin.  

II. Medium-temperature hot water systems- design temperature ranges between 90-120 

°C, with a differential at boiler or water heater in the range of 25-35 Kelvin.  

III. High-temperature hot water systems- are generally used in large commercial buildings 

and district heating applications where heat must be transported over long distances. The design 

temperature is above 120 °C, with a differential at boiler or water heater in the range of 45-65 

Kelvin.  

Two major pipe layout configurations are for distributing heat medium to heat emitter locations 

within a building: one-pipe circuits and two-pipe circuits [145].  

2.4.3 Heat Emitters 

Heat emitters distribute heat from engines (e.g., boilers, heat pumps) into interior building 

spaces through heat radiation, natural or forced convection, and a combination of radiation and 

convection. Radiators and convectors are prime examples of heat emitters used in residential 

buildings. Recent building heating equipment manufacturers have supplied varieties of heat 

emitters that include [87,146]: 
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• Combined radiant and convective heating- e.g., radiators; column type radiators; panel 

type radiators; steel radiators. 

• Radiant type – typically installed in sports halls, hospital wards and corridors. Heats 

people and room surfaces by radiation. 

• Radiant heating panels are manufactured, rated, and tested according to BS EN 14037.  

• Convective - e.g., cased natural convectors and convector skirting heater. 

• Combined heating and cooling units – e.g., fan coil units and active beams.  

2.4.4 Burners- with fuel: oil, gas, LPG, and biomass 

A burner is a device that delivers heat to a building supply airstream by fuel combustion in the 

air. Fuel is predominantly hydrocarbons, such as oil, gas, and coal. The warm air generated by 

a burner is blown through ducts and warm-air registers to interior spaces to achieve thermal 

comfort. Burners applied in residential buildings need to maintain an appropriate draft 

(typically about 0.5 Pascal) for a given fuel firing rate [87]. Consequently, outlets from flue 

serving burners must be carefully located to ensure efficient natural draught and safe dispersal 

of combusted products [147].  

2.4.5 Direct Electric heaters 

Direct electric heaters are also called unitary systems because their heat source is within the 

interior building zone. There are four main types of direct electric heaters: storage heaters, 

radiant-type heaters, underfloor heating, and panel heaters and convectors [87,129,148]. 

2.4.6 Direct Gas heaters 

There are two types of direct gas-fired heaters: radiant heaters and convective heaters. 

Subsequently, there are two types of gas-fired radiant heaters: radiant overhead tube heaters 

and radiant plaque heaters. Direct gas-fired heaters are typically mounted close to building roof 

space to allow uniform heat distribution to people, and reflectors are used to direct heat to 

appropriate directions and locations. With tube heaters, the gas-air mixture is combusted within 

a long steel tube to temperatures of approximately 580 °C. On the other hand, the radiant plague 

types typically operate at temperatures around 900 °C, and they must be installed in well-

ventilated rooms because they are not flued [87,128].  
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2.4.7 Heat Pumps 

A heat pump uses mechanical work to move heat from a low-temperature source to a high-

temperature reservoir, e.g., from outdoors into interior building space. An electric motor can 

drive heat pumps with electricity from the national grid, while most heat energy is harnessed 

from the environment [42,128]. Alternatively, heat pumps can be driven by a gas engine or 

assisted with heat generated from solar thermal collectors. Heat pumps use working fluids, 

known as refrigerants, as the transport medium to remove heat from a low-temperature source 

to a hotter sink. Heat pumps can be used for heating and cooling interior building space for 

thermal comfort and hot water service. A heat pump in heating mode has four principal 

components: compressor, condenser, expansion valve, and evaporator [130,149]. 

Heat pumps may be categorised as air-source (ASHP), water-source (WSHP), or ground-

coupled (GSHP), according to where the evaporator coil is drawing heat from outside air, water 

or directly from the ground. Furthermore, in building applications, the heat pump may be used 

to heat air (such as space heating) or water (for hot water service or hydronic space heating) 

[128]. ASHP is easier to maintain due to effortless access to the evaporator; however, they are 

susceptible to large variations in source temperature. As a result, defrost strategies must be 

applied to combat low ambient temperatures in cold climate regions [91]. WSHP can extract 

heat from rivers and aquifers at moderate temperatures (5–10°C); however, embedded 

impurities in sources can lead to pipework corrosion [150,151]. In GSHP, stable ground 

temperature and collection efficiency increase with depth [149]. Also, ground thermal response 

tests must be analysed to clarify groundwater advection effects on the thermal performance of 

ground heat exchangers [152].  

The COP of a heat pump is dependent on the constancy of heat source temperature and heating 

temperature in a building [153]. Earlier heat pump models cannot supply heat above 60°C, so 

backup heaters are used to achieve the required temperatures for hot water service. Laboratory 

and field (in-situ) experimental measurements by Willem et al. [152] indicate that current 

residential heat pump water heaters (HPWH) have COPs in the range of 1.8-2.5.  

2.4.8 Combined Heat and Power 

Combined heat and power generation or cogeneration is the simultaneous production of 

electrical power and heat from a single system. Compared to conventional power stations, CHP 

recovers some waste heat into useful heat energy for industrial processes, building applications, 
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and district heating. Thus, CHP has an overall efficiency of 85-90%, while conventional power 

systems can achieve 40-45% efficiency [154]. A CHP plant typically comprises a conversion 

device, generator, heat recovery system, and electrical converter [126], [155]. The minimum 

heating loads that satisfy the most extended CHP running hours are preferred when sizing CHP 

plants for building use. Thus, a supplementary energy source may be required to cover peak 

heating demand. District heating is an extended system for distributing heat generated in a 

centralised location to deliver space heating and hot water service. District heating covers a 

long distance to several buildings [155].  

2.4.9 Solar Thermal Collectors 

The solar collectors used for space heating and cooling applications include flat plate 

collectors, evacuated tube collectors, and compound parabolic collectors, as presented in 

section 2.2.1. 

2.5 Building thermal performance 

 

People spend between 80-90% of their time inside buildings [156,157], so it is critical to deliver 

good building internal conditions to maintain productivity and avoid impaired occupant 

thermal comfort, morbidity and even mortality in vulnerable groups such as infants [158-160].  

2.5.1 Impact of cooling on performance 

 

Building thermal performance affects interior space energy demand and cooling loads. This 

section begins with a description of building thermal load calculation methods. After that, the 

methods of estimating building energy requirements are presented. 

2.5.1.1 Estimating cooling load 

 

Cooling load is the sum of sensible and latent heat gains, which must be removed from building 

space to keep air temperature and humidity at the desired setpoint. In interior building space, 

sensible heat causes a rise in air temperature. In contrast, a rise in moisture content is due to 

latent heat. The selection of heating, ventilation, and air-conditioning (HVAC) equipment and 

system design are based on room-by-room cooling load calculations [123,139]. Also, the 

maximum cooling load for each building zone must be computed. 

Total sensible cooling load is calculated from heat gain from building opaque elements, 

transparent glazing elements, via infiltration and ventilation, and because of occupancy 

(people, lights, and equipment). On the other hand, the total latent cooling load is calculated 
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from three moisture sources: outdoor air infiltration, occupants, and miscellaneous sources 

such as bathing and cooking. Furthermore, cooling design load calculation methods include the 

transfer function method, load factor method, heat balance method, radiant time series method 

[123,135] and admittance method [161]. Cooling load calculation methods consider the 

contributions of all heat gains.  

The following describes the characteristics of heat gains that contribute to building cooling 

loads. It starts with describing interior building heat gains, followed by heat gains through the 

building envelope. 

2.5.1.1.1 Internal heat sources 

 

Heat gains from people, lighting, and equipment contribute to building cooling loads. The 

characteristics of heat gains in a building are presented in the following sections.  

2.5.1.1.1.1 Heat gain from people 

 

Human heat gains depend on physical activity level [162]. The occupants' heat gain consists of 

sensible and latent heat, each having a distinctive contribution to internal heat gain. The latent 

heat gain is instantaneous, while sensible heat gain conversion to cooling load is delayed 

because it is affected by the thermal mass of the internal space. The occupants' heat gain can 

be separated into convective heat loss to space air and long-wavelength radiative heat loss to 

the interior building surfaces. Indoor air velocity impacts the ratio of latent to sensible heat 

from occupants [135,146].  

2.5.1.1.1.2 Heat gain from lighting and equipment 

 

The heat generated from lighting (e.g., lighting elements or lamps) contributes to cooling loads 

in internal space. Different lighting systems have corresponding efficiencies and power ratings; 

thus, heat gain depends on the type of lighting installed. The instantaneous rate of sensible heat 

gain from lighting may be calculated from the total installed lighting wattage, lighting use 

factor, and lighting special allowance factor. The lighting use factor is a ratio of wattage in use 

to the total wattage installed. In contrast, the unique allowance factor is a ratio of actual power 

consumed by all lighting fixtures to the nominal power consumption of the lamps [139,146].  

Alternatively, estimating lighting heat gain from information based on a space area at the 

building design phase is possible. Heat gain from lighting is separated into long-wavelength 

radiative and convective components. The radiative fraction is the heat exchange between the 
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lighting fixture and interior surfaces. At the same time, the convective component is the heat 

exchange to the space air [123]. Like lighting, heat gain from equipment must be separated into 

long-wavelength radiation and convection components when calculating resultant cooling 

loads unless equipment manufacturers advise otherwise [139]. 

2.5.1.1.2 Heat gains through the building envelope 

 

The heat gains through building envelopes are described in three sub-sections below. 

2.5.1.1.2.1 Heat gain through glazing elements (such as windows and skylights) 

 

Glazing elements, such as windows, allow building occupants a visual connection to the 

outdoors and let daylighting and solar radiation heat gain to a building space. Glazing elements 

are versatile building envelope components used to affect building internal energy 

performance, and these are achieved by [139]: 

• Using glazing to minimise overall building conductive heat loss. 

• Using glazing and associated shading design to minimise solar heat gain and related 

cooling requirements. 

• Introduce daylighting in buildings, such as through skylights, to reduce buildings' 

internal lighting requirements. 

• Opening windows as a natural ventilation passive strategy to reject heat from internal 

building space.  

Heat energy flows between windows and the internal building space surfaces via several 

mechanisms [139,163]:  

i. Convective and conductive heat transfer due to a difference in temperature between the 

indoor and outdoor ambient temperature.  

ii. Net long-wavelength radiative heat exchange between glazing elements and internal 

building surfaces.  

iii. Short-wavelength solar heat absorption and reflection by windows and interior building 

surfaces. 

As summarised above, diverse heat sources through glazing elements are key design factors 

for assessing building thermal performance.  
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2.5.1.1.2.2 Heat flux with airflow and moisture transfer 

 

Infiltration (air inflow) and exfiltration (air outflow) are influenced by wind magnitude and 

direction, temperature gradient, construction geometry, and occupant use of doors and 

windows. It is challenging to predict infiltration rates because airflow around buildings is 

complex and unpredictable [123,139]. Thus, sensible and latent heat gain from infiltration is 

assessed from standard air values. Air, which is transferred through openings in building walls, 

carries heat energy, and the transfer mechanism is by convection [123,135]. Consequently, 

sensible heat in interior building space can be displaced by airflow, affecting the building’s 

thermal performance. Besides, moisture in the surrounding air is essential for human comfort; 

thus, control is integral to most building air-conditioning systems [121].  

Diffusion of moisture through a porous insulating structure such as slabs-on-grade and 

basement floors causes latent heat gain to buildings. Convection heat transfer aids the moisture 

transfer mechanism [163]. Moreover, air movement transports not only sensible heat but also 

the water vapour it contains. Recent studies recommend a combined analysis of heat-air-

moisture transfer because separate analysis oversimplifies their effects on building thermal 

performance [164].  

2.5.1.1.2.3 Transient heat flow through building opaque elements 

 

The opaque elements of a building envelope include walls, floors, and ceilings. When direct 

and diffuse radiation falls on building opaque elements, about 50% to 80 % is absorbed. 

Subsequently, a greater part of the absorbed heat is transmitted through the building element 

via conduction heat transfer [87]. The heat flow rate depends on the building element's thermal 

transmittance, also known as the U-value.  

Building elements store absorbed heat before it is released into the interior building space, with 

a time delay. Thus, building cooling loads must be calculated under transient conditions due 

to, for example, [162]: 

• Transmitted solar radiation is absorbed and stored in the internal mass of walls, floors, 

and slabs and released later with a time lag. 

• Internal mass interacts with operational schedules, causing diurnal fluctuations in 

internal loads such as heat from equipment and lights. 

• Heat stored in building thermal mass interacts with interior space control strategies such 

as diurnal thermostat setup and air volume supply variations.  
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Consequently, transient heat flow analysis allows the accurate calculation of conduction heat 

transfer through building opaque elements into interior building surfaces. 

2.6 Building thermodynamic modelling techniques 

Building design teams use modelling tools to estimate energy consumption and select 

appropriate HVAC systems. In addition, modelling techniques are used to establish existing 

building retrofit savings and detect faults in the HVAC system [123]. Three main modelling 

techniques are used to evaluate building energy consumption and design HVAC systems: 

forward modelling, data-driven modelling, and gray-box modelling, Figure 2.14.  

Modelling techniques (approaches) for calculating 
building energy and HVAC system design.

Modelling Approaches

Forward (Physics-
based) Approach

Simulation software 
include: EnergyPlus; 
ESP-r; and TRNSYS

Data-driven (Inverse) 
Approach

Typical models used: 
Fourier series; and 

Artificial neural 
network.

Gray-box (Hybrid) 
Approach

Combination of 
Forward and Data-
driven approaches.

 

Figure 2.14: Three main modelling approaches evaluate building energy consumption and 

design the HVAC system. 

In the forward modelling (or physics-based/white box) approach, a known structure's behaviour 

and physical characteristics are described to input parameters to predict design output. Major 

public-domain building energy simulation codes such as EnergyPlus, ESP-r, and TRNSYS are 

based on a forward modelling approach [123]. The primary benefit of the forward modelling 

approach is that the system under study need not be physically built. However, forward 

modelling relies on a sound understanding of the underlying physics of system behaviour and 

known physical parameters of an operating system to achieve successful simulation results.  

In data-driven modelling, data from system performance are analysed to establish a correlation 

between the input and output variables, e.g., Fourier series and artificial neural network (ANN) 

[165]. This modelling approach is well-suited for improving the performance of existing air-

conditioning systems. Nonetheless, the data-driven modelling approach relies on adequate 
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system operational data access. The gray-box (hybrid) model combines forward and data-

driven modelling approaches. It has great potential in control applications such as state-space 

and transfer function models [166,167]. 

2.6.1 Building Energy Performance Simulation Tools 

This section describes two renowned physics-based modelling software, TRNSYS and 

EnergyPlus and outlines the benefits and limitations of incorporating building information 

modelling (BIM) into building energy performance tools. Furthermore, building energy 

simulation tools can be linked with additional modelling tools to improve HVAC system 

controls and model components of unique cooling systems. Hence, MATLAB and Engineering 

Equation Solver (EES) are presented.  

2.6.1.1 TRNSYS 

TRNSYS is a transient energy system simulation program with a modular structure designed 

to solve complex energy system problems by breaking the problem down into a series of 

smaller components [168]. TRNSYS has been commercially available since 1975 [169,170], 

and it is widely used to simulate solar energy applications and conventional buildings. 

TRNSYS is a flexible energy simulation tool because its platform facilitates the incorporation 

of mathematical models and has a good interface with other simulation programs. This 

flexibility allows the utilisation of different design approaches and benefits from a variety of 

capabilities to the TRNSYS software [171-173]. 

TRNSYS program is fundamentally a collection of energy or building component models 

grouped around a simulation engine (solver) to define a specific system [168,172,174]. It 

comprises a simulation kernel, component models, and a graphical user interface. TRNSYS 

offers over 80 standard component libraries for many applications, such as solar thermal, solar 

photovoltaic, HVAC, and hydrogen systems. The components can be as simple as a valve and 

as complex as a multi-zone building. Simple or complicated parts can be solved independently 

and linked with other components to solve complex system problems [174].  

TRNSYS has a graphical simulation interface (called TRNSYS Simulation Studio) that allows 

a user to link the outputs from one component to the inputs of another in a unique fashion. The 

interface consists of a proforma, a bitmap icon, and a brief description of a component, such as 

direction and rating [175-177]. For complex designs with numerous components, the TRNSYS 



47 

 

simulation studio permits concentrating on one component at a time, going through the model 

algorithm in detail to minimise errors [169]. The interface allows users to specify inputs and 

outputs and display appropriate macro connections. Also, the connection of specified inputs is 

displayed in different colours and styles for easy tracing and to minimise user-induced error 

[174].  

TRNSYS simulation kernel reads and processes a project definition file and utilises its built-in 

solvers to compute the outputs to complete a dynamic simulation [172,178]. The kernel calls 

each component in an iterative process until it converges at a defined time step. TRNSYS multi-

zone building simulation has advanced capabilities to accurately model large, glazed buildings 

due to contributions from multiple air nodes, improved radiation model, and processing of 

effects from view and shading factors.  

TRNBuild, the building input description tool of TRNSYS, allows the user to define and input 

geometric information of buildings as an initial processing step. Simulation inputs such as 

infiltration and convective heat transfer exchanges are assigned to specified air nodes. In 

contrast, long and shortwave radiation exchanges are applied to the entire building zone [169]. 

The simulation time interval can be set as low as 0.1 seconds, though typical timesteps for 

building energy performance simulations vary from 15 minutes to 1 hour. Calculating heat 

transfer between a building and the ground has long been uncertain; nevertheless, TRNSYS 

can simulate ground-coupled heat transfer with high accuracy [169]. 

Regarding limitations, Trimble SketchUp is the only drawing software that can be used to 

model three-dimensional features of buildings. Moreover, adequate information about system 

parameters must be used to produce accurate simulation results. Besides, TRNSYS requires a 

thorough understanding of the fundamental physics of system phenomena to achieve precise 

time step convergence and successful simulation results [171]. 

Baniyounes et al. [179] used TRNSYS software to study a solar-powered desiccant cooling 

system installed in a Central Queensland University institutional building. The technical and 

economic performance of the cooling system included energy savings and avoided gas 

emissions concerning conventional cooling systems developed under a typical meteorological 

year. The TRNSYS simulation results showed that with a 10 m2 solar collector area and 0.4 m3 

hot water storage tank volume, the system achieved 0.7 COP and 22% solar fraction during the 

cooling season. In contrast, when the evacuated solar collector area increased to 20 m2, and the 
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hot water storage tank increased to 1.5 m3, the performance increased accordingly with 1.2 

COP and 69% solar fraction [179]. Shrivastava et al. [174] conducted an in-depth study of 

TRNSYS applications for solar hot water systems for performance analysis and design 

optimisation. The critical review of TRNSYS simulation of solar water systems showed that 

average error from area installations ranged from 5% - 10%, and the assumptions used include 

mass flow rate, draw pattern, stratification, solar collector’s heat capacity and direction of heat 

flow [174]. Ahamed et al. [180] used TRNSYS to model the heating demands in a Chinese 

solar greenhouse and to quantify the impact of assumptions on heating system design. The 

modelling results suggested significant errors in predicting the heating load due to the various 

assumptions, such as a schedule for the thermal blanket, a day-night schedule for moisture gain, 

and fixed filtration rates [180]. 

In a TRNSYS simulation study by Al-Saadi et al. [181], a PCM-enhanced building wall was 

developed and validated under typical United States climates. The simulation result showed a 

0.8-15.8 % reduction in cooling loads and up to 4% reduction in heating loads. Also, the results 

showed that the PCM-enhanced walls delivered maximum savings in peak loads than in annual 

loads in some climates [181]. Liu et al. [182] used TRNSYS to show that it was feasible to 

embed a PCM into a mobile refrigeration unit to cool down refrigerated space at -18 °C for 10 

h in the local Adelaide, Australia climate. The results showed that the size of the PCM used 

depends on the PCM’s latent heat of fusion and the maximum daily cooling loads [182]. 

Hou et al. [183] used TRNSYS to study the operational performance of a hybrid ground source 

heat pump system (GSHP) embedded with a liquid dry cooler and when compared with a 

conventional ground source heat pump system. The modelling result from the 10-year 

operational duration showed that the hybrid GSHP systems achieved a higher target minimum 

temperature of 12.53 °C, which is 0.63 °C lower than the value gained in conventional GSHP 

systems. In addition, the hybrid system achieved a higher COP of 3.33 compared to COP of 

3.23 for conventional systems [183]. Bordignon et al. [184] used TRNSYS to perform an 

energy analysis of two design configurations (fan coil and cascade systems) of a reversible 

GSHP delivering heating and cooling to a historical building in Athens and Helsinki. The 

cascade-cycle configuration showed a seasonal COP of 2.48 for the coldest region of Helsinki, 

while a higher seasonal COP of 2.86 was achieved for the warmer Athens area. On the other 

hand, in the radiator configuration, higher overall seasonal COPs were achieved at 3.29 and 

4.90 for Helsinki and Athens, respectively [184].   
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Chargui et al. [177] used the TRNSYS tool to study the performance and effects of changing 

different parameters of the heating mode of a residential house coupled with a dual-source heat 

pump. The design study showed that the COP was between 6 and 9 when the outside 

temperature was around 55 °C, and the heat pump performed better when housed inside a 

building or under a cover outdoors [177]. Asim et al. [185] used TRNSYS to model a solar-

powered absorption cooling system integrated into a building in Pakistan’s hot climate. The 

system utilised a thermally stratified hot water storage tank and a 12 m2 solar collector that was 

efficient enough to maintain the cooling room temperature at or below 26 °C [185]. 

Villa-Arrieta et al. [172] developed a technical-economic model co-simulated with TRNSYS 

to evaluate the technological and environmental costs of energy systems. The technical-

economic model, the Energy Assessment Tool of Energy Projects (EATEP), is an economic 

calculation procedure adapted from the European standard EN 15459:2007 to operate with 

TRNSYS. EN 15459:2007 is a European legislative instrument that promotes NetZero energy 

consumption for buildings. As a result, the EATEP model is applied in TRNSYS to calculate 

various economic, energetic, and environmental performance indicators to evaluate the best 

alternatives in several investment options [172].  

Asa'd et al. [173] used TRNSYS to investigate the energetic performance of a solar greenhouse 

connected to a rock-bed thermal storage near Montreal, Canada. To achieve optimum design, 

the following effects were studied to evaluate their effects on greenhouse indoor temperature: 

cooling and heating setpoint temperatures, rock bed air flow rate, mechanical outside air 

ventilation, cover materials, and size of rock-bed thermal storage. The results from the 

parametric study showed that the rock-bed flow rate and the structure thermal transmittance, 

also known as U-value, have the dominant effect on the greenhouse indoor temperature [173]. 

Terziotti et al. [186] used TRNSYS to model the effects of seasonal solar thermal energy 

storage in a large residential building, where heat is collected and stored during summer and 

used for heating in winter months. Various bed locations and building efficiencies were 

configured to determine the most efficient sand-based storage bed system, which achieved up 

to 91% energy savings [186].  

Antoniadis et al. [170] used TRNSYS to model different integration options for optimising a 

building-integrated solar thermal system with seasonal storage in Thessaloniki, Greece. The 

building adhered to the latest Greek national building code. The contributions of the solar 

collector and auxiliary conventional heating systems met the building space heating and 
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domestic hot water demands. A parametric analysis based on the impact of solar collector types 

and areas, building integration type, and volume of seasonal storage indicated that it was 

possible to achieve a seasonal combined solar fraction of up to 39% [170]. Lekhal et al. [187] 

used TRNSYS to study the thermal performance of an integrated system of a direct solar floor, 

earth-air heat exchanger and a ventilation device installed in a residential building in Oran, 

Algeria. The system was adequate based on a control strategy to manage cooling and heating 

demands when needed. The modelling results showed that the most effective control strategy 

achieved a 68% total annual energy usage reduction compared to a conventional HVAC system 

[187].   

Khan et al.[188], used TRNSYS to study the performance of two configurations of a solar-

assisted single-effect absorption cooling system to meet the 298 kW peak cooling demand 

during summer conditions for an educational building in Islamabad. In configuration 1, the 

return fluid from the chiller’s generator flows to a hot store. In contrast, in configuration 2, the 

chiller’s generator’s return fluid is diverted from the storage tank to an auxiliary heater when 

the tank temperature is below 110 °C. The key performance factors used for the comparative 

study were solar fraction, collector efficiency and primary energy savings. In contrast, the 

design variables optimised in this study include solar collector type and tilt angle, storage tank 

type and volume. The simulation showed that configuration-2, operating with a flat plate or 

evacuated tube solar collector, always produced higher primary energy savings than 

configuration-1. However, there were marginal differences between configuration-1 and 

configuration-2 when solar fraction and collector efficiency design parameters were used 

[188]. Altun et al.[189], used TRNSYS to study a solar-powered single-stage absorption 

cooling system modelled to provide building-scale cooling for the weather conditions of 

Mugla, Trabzon, Izmir, Konya, Canakkale and Istanbul cities in Turkey. A parametric study 

was carried out to determine the optimised design. The results showed that operational factors 

such as solar collector type, area, storage tank volume, collector slope, boiler setpoint 

temperature, and room thermostat setpoint temperature influenced the building cooling system 

performance. Besides, based on financial analysis, Izmir city achieved the highest payback 

period of 10.7 years while Trabzon achieved the highest levelized cooling costs [189].  

2.6.1.2 EnergyPlus  

According to the International Building Performance Simulation Association, EnergyPlus 

software is the most used building energy modelling tool. Though EnergyPlus is a standalone 
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simulation tool, it is also the basis for sophisticated software such as DesignBuilder that can 

model building water use and daylighting applications. EnergyPlus uses a text-based comma-

separated values weather file format called ‘.epw’ (EnergyPlus weather) that comprises hourly 

weather variables for a specified location. The United States Department of Energy originally 

developed the weather file. However, the file structure is also applied in other building 

simulation software such as ESP-r, IES, and TAS [131,158]. 

EnergyPlus is a modular, structured building energy analysis and thermal load simulation tool 

used to model energy consumption (such as heating, cooling, ventilation, and lighting) and 

process loads (such as water use in buildings) [190]. EnergyPlus is based on the popular 

features and capabilities of two building energy simulation programs: BLAST and DOE-2.1E 

[191]. EnergyPlus is a free, open-source software funded by the United States Department of 

Energy’s Building Technologies Office. The simulation engine fundamentally reads input and 

writes output to text files. Building loads are calculated by a heat balance engine at a user-

defined time interval (15-minute default) and passed to the building systems simulation module 

at the same time step. EnergyPlus calculates heating and cooling loads necessary to maintain 

thermal control setpoints and energy consumption of primary and secondary HVAC plant 

equipment [131,192].  

EnergyPlus simulation manager has two fundamental components: heat and mass balance 

simulation module and building systems simulation module. EnergyPlus performs heat 

balances on inside and outside zone surfaces, the zone air, and transient conduction, 

convection, and radiation effects. The air mass balance module accounts for various air 

streams, such as infiltration and ventilation and covers convective heat gains and loss. The 

building systems simulation module manages communication between the heat balance engine 

and primary and secondary HVAC components such as chillers, fans, and coils. EnergyPlus 

software, unlike TRNSYS, does not utilise an in-house user interface. Instead, it encodes inputs 

and outputs as simple encoding text and relies on a third-party graphical user interface to 

produce desired results. Moreover, there is no capability to calculate the life cycle cost of 

projects [190,191].  

Shen et al. [192] used EnergyPlus to develop an air source, a multi-functional space-

conditioning unit with a water heating function that saved energy by recovering waste in the 

cooling season and delivering dedicated heat pump water heating throughout the year. The 

research summarised the underlying physics, sub-models, working modes and control strategy 
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applied. The building energy simulation results for ten United States of America cities 

indicated that the air source integrated heat pump model delivered more than 50% annual 

energy savings compared to a baseline heat pump incorporated with an electric water heater 

[192]. Kang et al.[133], used EnergyPlus to model the performance of a water-source VRF heat 

pump system integrated with a direct expansion air handling unit. The energy management 

function in EnergyPlus was used to deliver outdoor unit modelling using an advanced control 

strategy. In contrast, a prediction model was used to assess the cooling tower, boiler, and pump 

performance. The validation tests using actual operational data and performance curves showed 

a 14.5% variability of the errors between measured and simulated values [133].  

Boyano et al. [193] used the EnergyPlus simulation tool to study the energy demands and 

potential energy savings in European office buildings. The simulation was based on several 

currently available scenarios on a reference office building across three European climatic 

zones. The simulation results showed that lighting controls bring essential reductions in energy 

bills. Also, improvements in insulation of building walls and windows and orientation have 

significant potential to reduce building energy demand.  The simulation results indicated higher 

insulation factors are recommended in cold and medium climates, while well-insulated 

buildings in warm climatic zones are prone to higher heat gains [193].  

Cetin et al. [194] used EnergyPlus simulation software to develop and study the impact of an 

HVAC on/off controller for energy simulation of a residential and small commercial building. 

The on/off controller is validated using field data on occupancy schedules and internal lads 

collected for a house built in California, United States of America (USA). The accurate 

application of the on/off controller improved the HVAC energy usage with 19% accuracy 

compared with results without the application of the on/off controller [194].   Kamal et al. [195] 

applied EnergyPlus to study the effect of strategic control and the cost optimisation of thermal 

energy storage in large buildings for three thermal energy storage system cases: mixed chilled 

water storage, stratified chilled water storage, and ice storage. The study utilised strategic 

controls with six operating modes to provide an average annual shifting of 25-78% of peak 

electricity demand to reduce 10-17% yearly operation cost and reduce overall system size 

[195].  

Hong et al. [132] used EnergyPlus to develop a model to study the energy performance of VRF 

systems in heat pump operation mode.  The new model, equipped with a detailed description 

of the underlying physics, enabled advanced controls such as variable fan speeds based on zone 
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load and temperature, improved part-load conditions, and pipe heat loss calculation using 

refrigerant flow rate, pipe length and pipe insulation materials. The new model was validated 

using measured data from field tests, and the modelling results suggested that the new VRF 

heat pump model provided accurate results for local compliance credits [132]. Seo et al. [131] 

compared the cooling energy performance between a water-cooled VRF heat pump system and 

a chiller-based conventional air handling unit (AHU) system in a commercial building. The 

VRF heat pump system was equipped with a direct expansion air handling unit, and the heating 

and cooling performance data was developed from diverse operating temperatures and part-

load conditions. The modelling results demonstrated that the water-cooled VRF heat pump 

system could reduce cooling energy by up to 15% compared with the chiller-based 

conventional AHU system [131].   

2.6.1.3 Other building energy performance simulation 

More than 400 applications have been developed to analyse building energy performance and 

assess the environmental impacts of design options [196]. Crawley et al. [191] presented an 

extensive comparative review of twenty widely used building energy simulation programs 

regarding overall simulation features, building fabric and fenestration, renewable energy 

systems, primary and secondary HVAC systems, zone loads, economic and environmental 

evaluation, and many other factors. The twenty building energy performance software 

reviewed include BLAST, BSim, DeST, DOE-2.1E, ECOTECT, Energy-10, Energy Express, 

Ener-Win, EnergyPlus, eQUEST, ESP-r, IDA ICE, IES, HAP, HEED, PowerDomus, 

SUNREL, Tas, TRACE, and TRNSYS  [195].  

2.6.1.4 Building information modelling  

Building information modelling (BIM) is defined as “the act of creating an electronic 

development model of a facility for visualisation, engineering analysis, conflict analysis, code 

criteria checking, cost engineering, as-built product, budgeting, and many other purposes” 

[197]. BIM is used to produce object-oriented data appropriate for intelligent digital 

representation of a facility and to analyse facility data to improve the building design process. 

Preventing data duplication and costly design revisions requires a unified data transfer between 

BIM and building energy management (BEM). Nonetheless, BIM tools do not always have 

enough data attributes to support BEM software [198].  
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2.6.2 Modelling tools linked with Building Energy Performance Simulators 

2.6.2.1 Engineering Equation Solver 

Engineering Equation Solver (EES; pronounced 'ease') is a general equation-solving program 

that can numerically solve thousands of coupled non-linear algebraic and differential equations. 

The program can complete optimisation and uncertainty analyses, perform linear and non-

linear regression, convert units, check unit consistency, and generate quality plots [199]. EES 

is a versatile program with many features. EES has an accurate thermodynamic and transport 

property database for hundreds of substances, so there is no need to employ external property 

tables [123].  

EES has graphical user input and output capabilities with a diagram window that allows a 

designer to produce and analyse quantitatively accurate graphs [199]. EES has single and multi-

variable optimisation capabilities, which help carry out parametric studies with a spreadsheet-

like table. Where a thermodynamic system is not available in the standard TRNSYS component 

library, it can be developed in EES and then coupled with a TRNSYS model [200]. In this EES-

TRNSYS co-simulation exercise, TRNSYS receives information output from EES via text files 

and dynamic information exchange method [171,200]. Tashtoush et al. [201] used EES to 

model the performance factors of ejector cooling systems, such as ejector geometry, operating 

temperatures and pressures, refrigerant type, and primary and secondary flows.  

In a separate study by the same authors [200], the TRNSYS simulation studio was used to 

analyse components such as solar collectors, storage tanks, circulation pumps, and on/off 

controllers and called on the ejector cooling cycle model created in EES software. Similarly, 

in another research by Vidal et al. [202], a mathematical model for the solar ejector cooling 

system was written in EES, while TRNSYS was used to perform a dynamic simulation. 

TRNSYS component Type 66 was applied to data exchange between EES and TRNSYS.  

2.6.2.2 MATLAB 

MATLAB is a high-performance programming language tuned for iterative analysis and 

design processes that directly express matrix and array mathematics. It includes “Live 

Editor” for creating scripts that combine code, output, and formatted text in an executable 

notebook [203]. Simulink is a MATLAB-based interactive and graphical programming 

environment for multi-domain modelling, simulating, and analysing dynamic systems, 

https://uk.mathworks.com/products/matlab/live-editor.html
https://uk.mathworks.com/products/matlab/live-editor.html
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including controls. It supports linear and nonlinear systems modelled in continuous time, 

sampled time, or a hybrid [203]. Simulink allows the connection of components among simple 

variables, vectors, and matrices and avails several solver options, such as the iterative solving 

process.  

It is possible to convert component models from MATLAB to TRNSYS by adopting a dynamic 

link library (DLL) in a traditional programming design pattern [178]. Also, MATLAB 

extension, known as ‘real-time workshop,’ allows a mechanism to compile Simulink into DLL 

capable of running an external subsystem’s algorithm. Adapting DLL is to ‘wrap’ the 

MATLAB function to be compatible with the signature for TRNSYS component functions 

[204,205].  

Building energy performance tools like TRNSYS and EnergyPlus do not provide complex sub-

models for advanced control mechanisms. Thus, MATLAB primarily provides enhanced 

process control [204,205]. Several control methods have been modelled in MATLAB to 

regulate solar cooling systems to produce optimum system efficiencies within TRNSYS [206-

208]. To reduce solar cooling costs and improve cooling COP, MATLAB optimisation 

toolboxes have been investigated to tune the parameters of existing designs [209,210]. 

Nonetheless, an intricate MATLAB sub-model requires an excellent system design to produce 

sophisticated controls in TRNSYS. 

2.7 Summary of findings 

  

The primary focus of the literature review is to examine the literature on types of solar energy 

capture devices, cooling and heating systems, building thermal performance, building use 

considerations and the thermodynamic modelling techniques applied to study building thermal 

energy systems. Reviewing these topics draws key conclusions for designing and optimising 

solar thermally driven building cooling and heating systems.  

The non-concentrating solar collectors used in residential building cooling heating systems 

with high operating temperatures required by a diffusion absorption cooling system are CPC 

and XCPC. Thus, among the types of solar thermal collectors reviewed, CPC and XCPC solar 

collectors will be applied in the design to generate the required temperatures. The literature 

review on solar thermal collectors provides a foundation for further research into the theories 

and models of using these collectors to generate heat for hot water-fired heating and cooling 

systems. The review indicates the research focus using solar thermal collectors should improve 
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efficiency for year-round performance, adapt and optimise the collector system to perform 

effectively in different regions and climatic, explore potential benefits of hybrid systems that 

combine thermal collectors with conventional heating systems, effective thermal energy 

storage solutions necessary to provide heating and cooling during night time or period of low 

solar availability, integrate the collectors into buildings and HVAC systems for optimal 

utilisation of the generated heat, and contribute to the economic viability and environmental 

benefits of solar-powered cooling and heating system.  

The review highlighted the main focus of thermal energy storage is improving operational 

efficiency and reducing the cost of storage material and operation. The promising 

thermochemical materials are still at the lab stage; thus, the selected thermal storage materials 

are selected from sensible (e.g.,  water) and latent heat thermal storage systems (e.g. eutectic 

salt).  

The literature review highlights that currently, there is a high demand for heating energy, 

primarily from developed nations, such as the United Kingdom. However, the expected socio-

economic development of countries and communities in emerging markets and developing 

economies, such as India, will drive demand for cooling to be at par with heating demand at 

the turn of the mid-century. Thus, the selection of case study cities will be balanced between 

cooling and heating-dominated climatic locations.  

The review of the heating and cooling systems indicates the types of heat emitters that can be 

used to deliver space heating and cooling. For example, combined heating and cooling heat 

emitters such as fan coils can provide heating and cooling for thermal comfort in the building 

space. A review of the cooling systems indicates that passive cooling techniques, such as 

implementing efficient thermal insulation in the building envelope, can reduce the building's 

thermal load before applying mechanical and solar cooling to a building. Moreover, the 

literature review discussed heating and cooling system types, such as heat pumps, gas boilers, 

and air conditioners, highlighting the alternatives to the solar-powered DACS during economic 

comparison analysis. 

A review of the building's thermal performance indicates that the design of an efficient building 

envelope must consider the heat balance consisting of internal building sources and heat gain 

through the building fabric, such as the walls, floor, roof, and windows. Also, the climatic data 

is part of the building heat balance; hence, there must be access to local weather data to 

demonstrate the impact of local weather on building heating and cooling load.  
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Modelling can be useful for designing solar collector and storage systems and calculating 

building cooling and heating energy. Of the available building simulation and energy modelling 

tools, TRNSYS software was selected because of the unique capabilities and flexibility of 

modelling all types of solar thermal energy devices and single- and multi-zone buildings. 

Additionally, the EES software has been proven to have in-built thermodynamic properties of 

the ammonia refrigerant and the water absorber used in the diffusion absorption cooling 

system. Thus, EES is well placed to define the thermodynamic characteristics compared to 

MATLAB, which does not have inbuilt thermodynamic properties for ammonia refrigerant 

[211,212]. Additionally, EES can be used to model design aspects of components, e.g., latent 

cold storage, whiche8rweee is not readily available in the TRNSYS tool.  

The following section presents the methodology applied in this research.  
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Chapter 3 : Methodology 

 

 

3.1 Introduction 

 

This Chapter explains the methodology used in this research. TRNSYS software [171] is used 

to model the solar and storage design and to simulate the building's thermal performance. 

Additionally, EES software [199] is used to study the thermodynamic modelling of the DACC. 

The EES modelling results are compared to experimental data published by Najjaran et al. [51].  

A description of the solar-powered DACC model is presented in section 3.2. Section 3.3 

presents how EES is used to perform the solar-powered DACC thermodynamic modelling. 

Section 3.4 explains the modelling completed with TRNSYS software. Section 3.5 describes 

the modelling strategy employed and the case study locations used in the modelling study. The 

performance parameters investigated are explained in section 3.6. Sections 3.7 and 3.8 explain 

the economic analysis and the environmental impact assessments of the solar-powered DACS 

cooling and heating system, respectively.   

3.2 Description of the solar-powered diffusion absorption cooling cycle (DACC) model 

Figure 3.1 shows the diffusion absorption cooling cycle (DACC) schematic. Detailed 

component-level designs and modelling are needed to advance the original DACC invented by 

Von Platen and Munters [41]. The DACC can be thermally driven by energy sources such as 

waste heat or solar thermal energy [40]. It uses ammonia-water-hydrogen as a working fluid, 

where ammonia is the refrigerant, water is the absorbent, and hydrogen is the auxiliary gas.  

Ammonia transports energy from a low-temperature source to a high-temperature sink. At the 

same time, water absorbs the ammonia (refrigerant) at low partial pressure and releases it at 

high pressure [42]. The hydrogen gas provides pressure equalisation throughout the 

thermodynamic cycle [40,44].  

There are eight primary components of the DACC, and the working principle of each 

component is described below [50]. 
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Figure 3.1: Schematic diagram of the DACC cycle from Solar Polar Limited [50]. 

 

3.2.1 Absorber 

 

Two circulating loops pass through the absorber, as shown in Figure 3.2. The absorber has a 

sub-component known as a reservoir, which resides at the bottom of the absorber. The location 

of the reservoir is such that a refrigerant-rich solution, consisting of ammonia and water, flows 

from it to the bottom section of the generator via a SHE. Most passive DACC cycles have 
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serpentine-shaped absorbers that allow counter-flow of two circulation loops: gas (hydrogen-

ammonia) and liquid (ammonia-water) [213]. 

 

 

Figure 3.2: Schematic of the absorber. 

 

3.2.2 Solution heat exchanger (SHE) 

 

The solution heat exchanger design absorbs heat from a warm, weak ammonia-water solution 

returning from the outer space of the generator to the absorber, as shown in Figure 3.3. The 

absorbed heat is transferred to a strong ammonia-water solution flowing from the solution 

reservoir through the SHE to the generator's lower part [40,44].  

 

 

 

Figure 3.3: Schematic of solution heat exchanger (SHX). 

 

Absorber 

SHX 
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3.2.3 Generator-bubble pump 

 

The generator houses a bubble pump, where refrigerant-rich solution from the absorber is 

heated to produce refrigerant vapour (ammonia), as shown in Figure 3.4. The shape of the 

generator allows ammonia vapour bubbles to separate from the ammonia-water solution and 

subsequently flow towards the rectifier. In conventional DACC designs, the working fluid is 

actively heated near the base of the generator-bubble pump [214,215]. However, a recent study 

by Jo et al. and Benhmidene et al. [216,217] has explored distributed heat generation techniques 

to supply heat to a larger surface area of the generator-bubble pump. 

 

 

Figure 3.4: Schematic of Generator-bubble pump. 

 

3.2.4 Rectifier 

 

As shown in Figure 3.5, the rectifier has a serpentine shape that removes any remaining water 

in ammonia vapour and allows it to drain to the generator. Ammonia vapour continues to flow 

towards the condenser [47].  

 

 

Figure 3.5: Schematic of Rectifier. 

Generator  

Bubble  
pump 

Rectifier 
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3.2.5 Condenser 

 

Figure 3.6 shows the schematic of the condenser. The condenser has fins to increase the surface 

area to reject heat from ammonia vapour by natural convection to the environment. Thus, 

ammonia vapour is condensed to ammonia liquid before it flows to the evaporator. A bypass 

line allows any residual ammonia vapour to flow directly to a reservoir at the top of the absorber 

[40,44].   

 

 
Figure 3.6: Schematic of Condenser. 

 

3.2.6 Evaporator 

 

Figure 3.7 shows the schematic of the evaporator. The shape of the evaporator allows ammonia 

liquid to flow from the condenser to feed into the evaporator chamber inlet. Then, the ammonia 

liquid converges into the two-phase ammonia-hydrogen gas mixture. Heat is absorbed from 

the conditioned space into the evaporator to achieve the desired cooling effect [47].  

 

 

Figure 3.7: Schematic of Evaporator. 

Condenser  

Evaporator 
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3.2.7 Gas heat exchanger (GHX)  

 

Figure 3.8 shows the schematic of the GHX. The gas heat exchanger is designed as a counter-

flow heat exchanger to improve the DACC cooling system's efficiency. The GHX is positioned 

to extract heat from hydrogen and ammonia gas from the absorber towards the evaporator. In 

addition, GHX is placed between the evaporator and absorber and is driven by gravity-induced 

pressure differences [218].  

 

 

Figure 3.8: Schematic of Gas Heat Exchanger (GHX). 

3.2.8 Solar thermal collector 

 

A solar thermal collector can supply the heat source for the generator-bubble pump, as shown 

in Figure 3.9. A solar thermal collector converts light from the sun into useful heat energy [53]. 

Most DACC systems in the published literature were predominantly powered with heat from 

an electric heater and propane gas. Nonetheless, waste heat and solar heat sources can be 

utilised. The required generator temperature is a major deciding factor for selecting the 

appropriate solar collector system, i.e., concentrating or non-concentrating solar collector 

system [54].   

 

 

Figure 3.9: Schematic of Solar thermal collector 
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An external concentrating parabolic solar collector (XCPC) component is the heat source for 

the solar-powered DACC cooling system. An XCPC solar collector comprises glass evacuated 

tubes, manifolds of copper head pipes, copper u-tube and aluminium heat spreading fins, CPC 

reflector, aluminium frame, and rock wool insulation, Figure 3.10 [66]. The heat source 

temperature for the generator of the DACC cycle operates in the range of 135-230 °C [51,68]. 

The copper U-tubes serve as the liquid channel inside the collector. The channel structure has 

less circulating mass and low heat capacity, which enables the solar collector to reach higher 

temperatures in less time. The CPC reflector is fixed parallel to and underneath the evacuated 

tube's axis. During operation, beam and diffuse sun rays can be reflected onto the absorber 

material in the evacuated tube [53,54]. The number of evacuated tubes is usually reduced to 

minimise heat loss from the solar collector. Likewise, insulation materials, e.g., rock wool, 

with low thermal conductivity and high-temperature resistance, are used to minimise heat loss 

to the ambient [65].   

 

 

Figure 3.10: Picture of an XCPC medium-temperature collector (taken from Artic Solar [66]). 
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3.2.9 Summary 

 

Several DACC experimental studies provide valuable system operating details. However, more 

design information on mass transfer models is needed for components such as the condenser, 

evaporator, GHX, SHX, solution sub-cooler, and passively circulating gas loop. 

Experimentally validated component-and-system level design models are needed for DACC 

systems utilising high temperatures to produce building air-conditioning [49].  

3.3 Thermodynamic modelling of the solar-powered, NH3-H2O-H2, DACC cooling 

system  

 

The thermodynamic model used to study the DACC cooling cycle is based on mathematical 

equations presented by Starace & De Pascalis [142]. The thermodynamic model is widely cited 

in the published literature and has relative ease of implementation [51]. Besides, this model is 

used because it was applied in the accompanying experimental model studied by Najjaran et 

al. [51,68]. The DACC cooling cycle is studied theoretically with EES modelling software with 

the energy and mass balance equations presented in this section. Figure 3.11 illustrates the 

numbered state points in the energy and mass balance equations [51].  

3.3.1 Model assumptions: 

 

Using the DACC cooling cycle schematic shown in Figure 3.11, the assumptions used in the 

modelling of the DACC system are described as follows [32,142]: 

• The system operates under steady-state conditions. 

• The pressure drops along the pipes are negligible. 

• Hydrostatic pressures are negligible. 

• The liquid solution (state 3) and the vapour bubbles (state 4) exit the capillary and leave 

the generator at the same temperature (i.e., 𝑇3 = 𝑇4). 

• The generator is not wholly thermally insulated, so some of the supplied heat dissipates 

toward the ambient, depending on a variable heat exchanger efficiency. 

• In state 6, the refrigerant flow rate is condensed (i.e., no flow in the gas bypass) and 

becomes a saturated liquid (i.e., no sub-cooling in the condenser).  

• The refrigerant and the rich solution leave the condenser and the reservoir at the same 

temperature, and the cooling medium is ambient air (i.e., 𝑇7 = 𝑇11). 

• Refrigerant and inert gas mixing at the entrance of the evaporator is adiabatic.  
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• The refrigerant leaves the GHX in state 10 as a saturated vapour, i.e., the refrigerant is 

considered pure in the evaporator. 

• No absorption takes place inside the reservoir. 

 

Figure 3.11: Diagram of the DACC cooling system, with numbered state points indicating the 

processes described in Section 3.2. The zoomed-in section in the bottom left shows the mixing 

section where the refrigerant meets the inert gas at top of the evaporator [51]. 

3.3.2 Input parameters used 

 

Table 3.1 presents the state properties of the working fluids at all the cycle state points. 

Relations between temperature (𝑇), pressure (𝑝), concentration (𝑥), and enthalpy (ℎ) are used 

to identify each state of the working solutions at each point of the DACC cooling cycle.  

The thermodynamic DACC model uses the following input parameters [142]: 

• The temperature of the rich solution entering the generator, 𝑇1.  

• The temperature reached by the rich solution after heating, 𝑇2. 

• The temperature of the weak solution and the vapour leaving the generator, 𝑇3 =  𝑇4. 

• The temperature of the refrigerant leaving the rectifier, 𝑇6. 

• the temperature of the refrigerant leaving the condenser, 𝑇7; 
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Table 3.1: State properties of the working fluids in the DACC cooling cycle [142] 

State Variable Value 

1 

 

𝑝 𝑝1 = 𝑝𝐶 

ℎ ℎ1 = ℎ𝑙(𝑇𝑖 , 𝑥1) 

𝑥 𝑇1 = 𝑇 (𝑝𝑎, 𝑥1) ⇒  𝑥1 (𝑏𝑦 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 

2 𝑝 𝑝2 = 𝑝𝐶  

𝑥 𝑥2 = 𝑥12 

3 𝑝 𝑝3 = 𝑝𝐶  

ℎ ℎ3 = ℎ𝑙(𝑇3, 𝑥3) 

𝑥 𝑇3 = 𝑇 (𝑝𝑐 , 𝑥3) ⇒  𝑥3 (𝑏𝑦 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 

4 𝑝 𝑝4 = 𝑝𝐶 

ℎ ℎ4 = ℎ𝑣(𝑇4, 𝑦4) 

𝑦 𝑇4 = 𝑇 (𝑝𝑐 , 𝑦4) ⇒  𝑦4 (𝑏𝑦 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 

5 𝑝 𝑝5 = 𝑝𝐶  

𝑇 𝑇5 = 𝑇 (𝑝𝑐 , 𝑥5) 

ℎ ℎ5 = ℎ𝑙(𝑇5, 𝑥5) 

𝑥 𝑦4 = 𝑦 (𝑝𝑐 , 𝑥5) ⇒  𝑥5 (𝑏𝑦 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 

6 𝑝 𝑝6 = 𝑝𝐶  

ℎ ℎ6 = ℎ𝑣(𝑇6, 𝑦6) 

𝑥 𝑇6 = 𝑇 (𝑝𝑐 , 𝑦6) ⇒  𝑦6 (𝑏𝑦 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 

7 𝑝 𝑝7 = 𝑝𝐶  

ℎ ℎ7 = ℎ𝑙(𝑇7, 𝑥7) 

𝑥 𝑥7 = 𝑦6 

8 𝑝 𝑇8 = 𝑇 (𝑝8 , 𝑥8) ⇒ 𝑝8 (𝑏𝑦 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 

𝑇 ℎ8 = ℎ𝑙(𝑇8, 𝑥8) ⇒  𝑇8 (𝑏𝑦 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 

𝑥 𝑥8 = 𝑥3 

8,ig 𝑝 𝑝8,𝑖𝑔 = 𝑝𝐶 

ℎ ℎ8,𝑖𝑔 = 𝐶𝑝,𝑖𝑔 ∗ 𝑇8,𝑖𝑔 

9 𝑝 𝑝9 = 𝑝𝑒 

𝑇 𝑇9 = 𝑇 (𝑝9, 𝑥9) 

ℎ ℎ9 = ℎ𝑙(𝑇9, 𝑥9) 

𝑥 𝑥9 = 𝑦6 

10 𝑝 𝑇10 = 𝑇 (𝑝10, 𝑥10) ⇒ 𝑝10 = 𝑝𝑒  (𝑏𝑦 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 

ℎ ℎ10 = ℎ𝑣(𝑇10, 𝑦10) 

𝑥 𝑥10 = 𝑦6 

10,ig 𝑝 𝑝10,𝑖𝑔 = 𝑝𝐶 − 𝑝𝑒 

ℎ ℎ10,𝑖𝑔 = 𝐶𝑝,𝑖𝑔 ∗ 𝑇10,𝑖𝑔 

11 𝑝 
𝑝𝑎 = 

�̇�𝑟[𝑥𝑟𝑅𝑁𝐻3 + (1− 𝑥𝑟) 𝑅𝐻2𝑂]

�̇�𝑖𝑔𝑅𝑖𝑔 + �̇�𝑟[𝑥𝑟𝑅𝑁𝐻3 + (1− 𝑥𝑟) 𝑅𝐻2𝑂]
 𝑝𝑐 

ℎ ℎ9 = ℎ𝑙(𝑇9, 𝑥9) 

𝑥 𝑥9 = 𝑦6 
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• the temperature of the refrigerant and the auxiliary gas leaving the GHX, 𝑇10 =  𝑇10,𝑖𝑔; 

• the operating pressure, 𝑃𝑐; 

• the heat supplied to the generator, �̇�𝐻; 

• the temperature of the air in the refrigerated chamber, 𝑇𝑎𝑖𝑟; 

• the refrigerated air mass flow rate, 𝑚𝑎𝑖𝑟. 

 

Using 𝑇10 = 𝑇10,𝑖𝑔 determines the temperature of the refrigerant (as saturated liquid) and the 

auxiliary gas in the evaporator, 𝑇9 = 𝑇9,𝑖𝑔 . The model has specified input variables to produce 

results that better predict the cooling cycle performance.  

3.3.3 Thermal modelling equations for the DACC cycle. 

 

The mass and energy balance equations for various components of the DACC cycle are 

presented below [142]. The thermodynamic study starts with the energy balance of the 

generator and the bubble pump and ends with the COP. 

3.3.3.1 Generator and bubble pump 

 

The net enthalpy rise of the ammonia-water mixture in the generator-bubble pump equals the 

difference between the heat supplied to the generator (�̇�𝑔𝑒𝑛 ) and the heat loss to the 

environment (�̇�𝑙𝑜𝑠𝑠  ). State 1 is a saturated liquid, while vapour-liquid equilibrium is assumed 

between State 3 (liquid) and State 4 (vapour). The bubble pump and the generator are 

considered perfectly insulated; the heat dissipation is neglected, and the temperatures 

T2=T3=T4. The energy balance for the generator and bubble pump is determined as follows 

[142]: 

 

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 {

�̇�1 = �̇�3 + �̇�4

�̇�1𝑥1 = �̇�3𝑥3 + �̇�4𝑦4
�̇�𝑔𝑒𝑛 − �̇�𝑙𝑜𝑠𝑠 =  �̇�3ℎ3|𝑇3=𝑇2 + �̇�4ℎ4|𝑇4=𝑇2  − �̇�1ℎ1

 

 

3.1 

 

3.3.3.2 Rectifier 

 

�̇�𝑟𝑒𝑐𝑡  is the heat rejected to the environment by the partial condensation of the water fraction 

from the vapour mixture. Vapour-liquid equilibrium is assumed between the entry vapour 

mixture (State 4) and the exiting condensate (State 5). State 6 is the near-pure ammonia 

proceeding to the condenser. The energy balance for the rectifier is determined as follows 

[142]:  
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𝑅𝑒𝑐𝑡𝑖𝑓𝑖𝑒𝑟 

{
 

 
�̇�4 = �̇�5 + �̇�6

�̇�6 =   
𝑦4 − 𝑥5
𝑦6 − 𝑥5

�̇�4

�̇�𝑟𝑒𝑐𝑡 =  �̇�5ℎ5 + �̇�6ℎ6 − �̇�4ℎ4

 

 

3.2 

 

3.3.3.3 Condenser 

 

𝑄𝑐𝑜𝑛𝑑  is the heat rejected by the surroundings by condensing the ammonia refrigerant (and any 

remaining water fraction) at the system condensation pressure. The energy balance for the 

condenser, �̇�𝑐𝑜𝑛𝑑 , is determined as follows [142]: 

 �̇�𝑐𝑜𝑛𝑑 = �̇�6(ℎ7 − ℎ6) 3.3 

   

3.3.3.4 Evaporator and gas heat exchanger (GHX) 

 

The refrigerant flow rate proceeding to the evaporator is assumed to be equal to that exiting the 

condenser, �̇�6 = �̇�7 = �̇�9. The energy balance for the evaporator considers both the pre-

cooling and evaporation processes and the mass flows of refrigerant and inert gas (𝑖𝑔). The 

vapour at the evaporator outlet (state 10) is assumed to be saturated, so the partial pressures 

and mass fractions of refrigerant and inert gas are determined from the saturated vapour 

temperature. Thus, the energy balance for the evaporator, �̇�𝑒𝑣𝑎𝑝, is determined as follows 

[142]: 

 

𝐸𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑜𝑟 + 𝐺𝑎𝑠 𝐻𝑋 {

�̇�7 = �̇�9 = �̇�10

�̇�𝑒𝑣𝑎𝑝 = �̇�9(ℎ10 − ℎ7) + �̇�𝑖𝑔(ℎ10,𝑖𝑔 − ℎ8,𝑖𝑔)

�̇�𝑒𝑣𝑎𝑝 =  �̇�𝑒𝑣𝑎𝑝,𝑚𝑎𝑥

 

 

3.4 

 
 

 

3.3.3.5 Absorber and reservoir tank 

 

The refrigerant vapour is mixed with inert gas at the bottom (state 10) of the absorber via the 

reservoir. On the other hand, the weak solution is introduced at the top of the absorber (state 

8). As a result, the refrigerant is absorbed into the weak solution to release heat to the 

environment, while the remaining inert gas exists at the top of the absorber. It is assumed that 

the inert gas exists at the same temperature as the weak solution, 𝑇8 = 𝑇8,𝑖𝑔 . The energy balance 

for the absorber, �̇�𝑎𝑏𝑠, is determined as follows [142]: 

 �̇�𝑎𝑏𝑠 = �̇�11ℎ11 − �̇�10ℎ10 − �̇�8ℎ8 + �̇�𝑖𝑔(ℎ8,𝑖𝑔 − ℎ10,𝑖𝑔) 3.5 
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3.3.3.6 Solution heat exchanger (SHX) 

 

Heat energy is transferred from the refrigerant-weak solution flowing in the outer annulus to 

the refrigerant-rich solution in the inner tube. The model assumes no heat loss from the SHX 

to the environment. Thus, the energy balance for the liquid heat exchanger, �̇�𝑠ℎ𝑥, is determined 

as follows [142]: 

 

𝐿𝑖𝑞𝑢𝑖𝑑 𝐻𝑋 {

�̇�11 = �̇�1

�̇�8 = �̇�3 + �̇�5

 �̇�3ℎ3 + �̇�5ℎ5 − �̇�8ℎ8 = �̇�1(ℎ1 − ℎ11)
 

 

3.6 

 

3.3.3.7 Cycle performance 

 

The coefficient of performance (COP) of the DACC cycle is determined as the ratio of the 

cooling output power at the evaporator to the heat input at the generator. The 𝐶𝑂𝑃 is calculated 

[142]: 

 
𝐶𝑂𝑃 = 

�̇�𝑒𝑣𝑎𝑝

�̇�𝑔𝑒𝑛
 

3.7 

 

3.3.4 Using the EES modelling software to model the DACC sub-system. 

 

The DACC is not included in the standard TRNSYS component library; thus, the EES software 

is used to develop the mathematical model for the DACC described in section 3.3. The EES 

modelling results are compared with experimental results for a DACC published by Najjaran 

et al. [51].   

The EES software is used to solve the system of equations described in section 3.3 and to 

determine the performance of the solar-powered DACS. The EES modelling results include the 

cooling machine COP, mass flow rates, fluid temperature, generation heat input, and cooling 

capacity. The properties of ammonia, water and hydrogen have been taken from the EES 

thermodynamic property library [199].  

3.3.4.1 Input information  

 

Using EES to model the DACC requires specifying the input parameters detailed in section 

3.3.2. The inputs used have been specified in the published literature by Najjaran et al. [51] 

and Starace & De Pascalis [142]. 
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3.3.4.2 Analysing the output  

 

A detailed analysis of simulation results is undertaken once an EES design is achieved. For 

easy detection of patterns and anomalies, it is usually best to change one design characteristic 

at a time rather than simultaneously change multiple design factors to observe variations. In 

addition, modifying one design factor at a time allows easy determination of the dominant 

performance factors [114]. The results are analysed, taking into consideration all the relevant 

assumptions made.  

3.3.4.3 Presenting and recording work  

 

The EES results are exported to Microsoft Excel for post-modelling data processing and 

analysis, and the results are presented in Chapter 6.  

 

3.4 Modelling in TRNSYS 

 

Figure 3.12 illustrates the fundamental steps in using TRNSYS modelling software [171] to 

model the solar design for a solar-powered DACS cooling and heating system and simulate the 

building cooling and heating demand. TRNSYS tool uses the weather values of a typical 

meteorological year (TMY) file for each location. The various model developments are also 

illustrated in Figure 3.13. 

Suitable components are selected from a component library and set up within the TRNSYS 

modelling and simulation window [171]. Afterwards, the parameters and the initial values for 

each component are defined. The appropriate links between components are completed by 

connecting one component's output to another's input. Besides, the equations feature is used as 

a function of numerical values and linked to selected inputs and outputs of other components 

as if it were a standard component. The modelling results can be viewed in charts produced by 

online plotters and data from in-built printers.  

The TRNSYS modelling and simulation consists of two major sub-systems: the solar and 

storage design and the building's thermal performance simulation. The heat demand of the 

solar-powered DACS is met with the TRNSYS results for the solar and storage design. On the 

other hand, TRNSYS is used to simulate the cooling and heating loads of the building. Thus, 

the solar-powered DACS meets the building's cooling load, while the solar and storage design 

can meet the building's heating demand. The DACC cooling cycle is modelled with EES and 

compared with experimental results published by Najjaran et al. [51]. 
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Figure 3.12: Modelling framework in TRNSYS (modified from [219]). 

 

 

Figure 3.13: Model development in TRNSYS software. EES Theoretical Model (Absorption 

DACS analysed but not applied in final results; experimental data used instead); discussed in 

section 3.4.7.  

Note: The EES theoretical model (Absorption DACS) was 

analysed but not applied in the final results. Experimental data was 

used instead. 
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The following assumptions were made in the TRNSYS energy system modelling and building 

cooling and heating load simulation  [32,33,171].  

• The pressure drops and the heat energy losses in the in-line piping and valves are 

assumed to be negligible.  

• To model stratification observed in storage tanks, each of the ten nodes of the storage 

tank is assumed to be isothermal and interacts thermally with above and below nodes 

through several mechanisms: fluid conduction between nodes and fluid movement 

(either forced movement from inlet flow streams or natural destratification mixing due 

to temperature inversions in the tank).  

The main components in the TRNSYS design are described below.  

3.4.1 Weather data 

 

Solar energy applications and building thermal performance studies require correct climatic 

data to ensure an accurate design that accounts for the real impact of the environment [53,55]. 

The environmental factors include solar radiation, ambient air temperature, sky temperature, 

ground temperature, dew point, wind speed, and relative humidity. The weather data is 

processed by the Type 99 component, a typical meteorological year (TMY) file for the four 

case study cities: Tunis, Swansea, Volgograd, and New Delhi. The four cities were selected to 

cover different climate regions, as shown in Figure 3.14. The Type 99 component reads weather 

data at regular intervals from a data file, converts it to desired units and creates direct and 

diffuse radiation outputs for an arbitrary number of surfaces, orientations and inclinations 

[171].  

The typical weather data file is generated from historical data, compiled by comparing the 

cumulative and empirical distribution functions of diverse meteorological variables within the 

base dataset. The TMY file is based on average weather over historical basis years, and thus, 

they are suitable for calculating model outputs such as typical monthly energy usage. Weather 

data based on historical mean values do not accurately depict design outputs for extreme 

weather events such as heat waves and drought [158]. However, it is practical to avoid 

oversizing issues by designing building air conditioning systems to cope with the desired range 

of historical weather conditions [88,158].  



74 

 

 

Figure 3.14: The four selected case study cities: Tunis, New Delhi, Swansea, and Volgograd 

[220]. 

Tunis, the capital of Tunisia, is located at a 36-degree latitude and a 10-degree longitude [116]. 

Tunis has a warm, temperate Mediterranean climate characterised by a warm summer 

temperature, dry summer precipitation and a high solar resource. Volgograd is a city in 

southwest Russia with a latitude of 48.68 and a longitude of 44.35. In Volgograd, the summers 

are warm and dry, while the winters are long, freezing, and snowy. New Delhi is the capital of 

India and has a latitude of 28.58 and a longitude of 77.2. New Delhi's wet season is hot and 

partly cloudy, and the dry season is warm and mostly clear. Swansea is a city on the south coast 

of Wales with a latitude of 51.62 and a longitude of 3.94. In Swansea, the winters are long, 

freezing, and wet, and the summers are comfortable [171,221].  

3.4.2 Solar thermal collector 

 

The Type 1245 external concentrating parabolic solar collector (XCPC) component is selected 

as the heat source for the solar-powered DACS cooling system in the TRNSYS software. An 

XCPC solar collector comprises glass evacuated tubes, manifolds of copper heat pipes, copper 

u-tube and aluminium heat spreading fins, concentrating collector reflector, aluminium frame, 

and rock wool insulation [65]. The heat source temperature for the generator of the DACC 

cycle operates in the range of 135-230 °C [51,68]. The XCPC solar collector is selected because 

it has high optical efficiency of around 0.62 and thermal efficiency of about 0.50 at 200 °C 
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[64,67,222,223]. The impact of boiling the working fluid in the solar collector field was not 

considered in the thermal analysis of the XCPC in TRNSYS.  

 

The thermal efficiency equation governs the working operation of the solar thermal collector 

[33]: 

 
𝑛 =  𝑎0 − 𝑎1

(∆𝑇)

𝐺
− 𝑎2

(∆𝑇)2

𝐺
 

3.8 

where 𝑎0 is the optical or zero loss efficiency, 𝑎1 and 𝑎2 are the heat loss coefficients, 𝐺 is the 

global solar radiation on the solar collector plane, ∆𝑇 is the temperature difference between the 

inlet fluid and ambient temperatures in the ASHRAE standard, and the temperature difference 

between the mean fluid and ambient temperatures in the European standard [33].  

 

The stationary XCPC has an east-west (E-W) orientation, i.e., the absorber is situated 

horizontally, and the optics are designed to accept the seasonal swing of sunlight. The E-W 

orientation produces higher solar concentration with improved performance at a higher 

operating temperature [67,223].  

3.4.3 Storage tank 

 

Type 158 is the storage tank component installed between the solar collector and the DACS to 

provide a hot water supply buffer store, Figure 3.15. The Type 158 TRNSYS component 

models a cylindrical liquid storage tank, where hot water from the solar thermal collector is 

pumped. Besides, a maximum of two flow streams mix, enter or exit the storage tank [171]. 

The tank is divided into ten isothermal temperature nodes and uses a calculated overall heat 

loss coefficient in all simulations. Each tank segment acts as a node governed by a tank energy 

balance as a function of time. Solar heat flows from the top of the buffer storage tank to the 

generator part of the DACC, while the return flows from the generator to the bottom 

compartment of the storage tank [33].    

The storage tank model accounts for various component interactions with the environment and 

heat transfers. The environmental temperature calculates storage tank heat loss (or gain) from 

the top, edge, and bottom areas. The adjacent nodes in the storage tank interact thermally via a 

conduction heat transfer. The tank model has a maximum of two flow streams which pass into 

and out of the tank. The tank’s inlet and outlet connections are specified as a fraction of the 

tank height [171].  
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Figure 3.15: Vertically cylindrical storage tank showing example flows [171]. 

 

The inlet to the storage tank is assumed to be paired with a corresponding outlet from the 

storage tank, such that the outlet flow rate is the same as the paired inlet. For example, 50 kg/h 

flow into inlet connection point 1 causes 50 kg/h to exit the storage tank via outlet point 1. 

There are instances where a node in the storage tank becomes thermally unstable, i.e., a node 

has a higher temperature than the adjacent node above. At the end of each time step, the tank 

model thoroughly mixes any unstable nodes to achieve the tank's fluid stratification [171].   

3.4.4 The Building 

 

A building with a floor area of 24.75 m2 (5.5 m x 4.5 m) is selected for the building simulation 

design study. The building area or the room is considered a “zone” because it is an area 

controlled by a dedicated thermostat [122]. The standard building adheres to the 2013 United 

Kingdom (UK) building regulations [143]. Nonetheless, a comparative building structure 

suitable for the local climates of the four cities, Tunis, Swansea, Volgograd, and New Delhi, 

has been selected for the localised design study. The building room temperature is controlled 

with a room thermostat set at 24 ºC and 20 ºC for cooling and heating, respectively. The 

building structure drawn with the SketchUp drawing tool [224] is shown in Figure 3.16.  

Although the single building is simplistic and is essentially a single room, it was chosen for a 

number of reasons. It represents the mean space for a primary single occupancy room built in 

the UK from 2010 onwards [225]. It provides a small surface area to volume ratio for a space, 

emphasising the building's wall insulative properties. It negates the impact of varying 

international roofing structures and  provides a suitable unit test case that can be scaled to larger 



77 

 

buildings. This building geometry provides the smallest viable dwelling unit, which can be 

scaled to estimate more complex building structures. This minimum viable dwelling possesses 

a high surface area to volume ratio, representing a worst-case in terms of heat loss/gain. Energy 

demand per unit volume is likely to be smaller, and periods of energy deficit are likely shorter 

for more complex buildings. 

 

 

 

 

(a) Basic single building 

showing the top, south, 

and east elevations. 

 

  

 

 

 

(b) Large (4x single) 

building showing the top, 

south, and east 

elevations. 

 

 

 

 

Figure 3.16: Outline of the (a) basic single and (b) large buildings drawn with the SketchUp 

tool. 

Sections 3.4.4.1 and 3.4.4.2 explain how TRNSYS software models the building's thermal 

performance. 
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3.4.4.1 TRNSYS building modelling with Type 56 and TRNBuild 

 

The Type 56 component is used to model the thermal behaviour of the building. A separate 

pre-processing program, TRNBuild, is first executed to use the Type 56 component. 

TRNBuild, the building input description tool of TRNSYS [171] defines the building 

characteristics and inputs building geometric information as an initial processing step. In 

addition, Trimble SketchUp drawing software [224] was used to model the three-dimensional 

features of the building before exporting the relevant building data into the TRNBuild tool and 

to the building model Type 56 in the TRNSYS graphical interface. Although the building is a 

single-zone building, the Type-56 is selected to model the building characteristics because it 

provides the capability to describe the detailed physics to allow an improved and realistic 

building description [181].  

After selecting the zone construction material, simulation inputs such as infiltration and 

convective heat transfer exchanges are assigned to specified air nodes. In contrast, long-wave 

and short-wave radiation exchanges are applied to the entire building zone [169]. The building 

has a flat roof and is modelled as a single zone without partitions in the interior compartment. 

The building incorporates insulation in the roof, floor, and walls and the zone is prescribed 

using input parameters for the walls, roof, floor, and window. The building construction 

material is selected from the TRNSYS construction library [116]. However, specific material 

descriptions were amended to suit the preferred building characteristics that match standard 

building material requirements. In addition, the building characteristics were selected to suit 

the building’s distinctive local climate. In TRNBuild, non-geometric objects, such as building 

materials, internal heat gains, schedules, cooling, heating, controls, etc., are specified for the 

project. The orientation of each building surface is defined to include the building surface's 

azimuth and slope.  

TRNSYS calculates the building's cooling and heating loads using the transfer function method 

(TFM) [171]. The cooling and heating load calculation determines the total sensible thermal 

load from heat gain or loss from (1) through the building's opaque surfaces (walls, floor, and 

roof), (2) the transparent window, (3) caused by infiltration, and (4) due to building occupancy. 

The latent portion of the thermal load is calculated separately and results from moisture sources 

from outdoor infiltration air, occupants, and miscellaneous sources such as laundry, cooking, 

and bathing. The variation in air temperature across such surfaces and the solar heat gains 

incident on the surfaces cause the heat gain via the opaque surfaces. The heat capacity of the 
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building fabric absorbs the heat gain and, as a result, delays heat gain within the building's 

internal space [88,139].  

TRNSYS software is well suited for TFM because it requires many calculation steps to perform 

hourly, daily, monthly, and annual energy use. The TFM applies conduction transfer function 

(CTF) coefficients to the external opaque surfaces and the differences between sol-air and 

inside space temperature to determine heat gain considering the surfaces’ thermal inertia [139]. 

O’callaghan et al. [226] define the sol-air temperature as the outside air temperature which, in 

the absence of all radiation changes, gives the same rate of heat entry into the surface as would 

the combination of incident solar radiation, radiant energy exchange with the sky and outdoor 

surroundings, convective heat exchange with the outdoor environment, and convective heat 

exchange with the outdoor air. 

The TFM calculation procedure is illustrated in Figure 3.17 [146]. Initially, hourly solar heat 

gain via glass, transient conduction heat flows through envelope surfaces known as conduction 

transfer function (CTF) and various internal heat sources are calculated.  

31
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Figure 3.17: Schematic of the transfer function method (TFM). Involves three sets of hourly 

transfer function (CTF, RoTF, and SATF) coefficients applied during separate iterative 

calculations in TRNSYS over 24 hours till a periodic steady daily pattern is reached. Only a 

single envelope surface and a single transparent surface are illustrated in the diagram [146]. 
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Next, the TFM applies a second series of coefficient of room transfer functions (RoTF) to all 

radiant components of the heat gain and cooling load values, thus accounting for the thermal 

storage of heat gain before reflecting as a thermal load. The evaluation series considers data 

from previous and current hours [146]. The RoTF coefficients apply to the spatial geometry, 

configuration, and mass [88,139] to reflect the building thermal storage effect. As a result, the 

TFM model calculates the three different types of heat gains and then determines their 

respective thermal load at constant indoor set point temperature. The component thermal loads 

are added together to calculate the overall building thermal load [123,135,146]. 

The following section presents the TFM calculation method employed by the TRNSYS 

software to determine the building's cooling or heating load.  

3.4.4.2 Transfer function method (TFM) calculation procedure used in TRNSYS 

 

The TFM calculation procedure is applied to calculate the thermal load of the building space 

on an hourly basis to predict resultant system operating conditions, schedules, and control 

strategies. The equations and sequence of the TFM calculation procedure applied in the 

TRNSYS software are summarised below [123,135,146]. The building's external heat gain is 

calculated from the sol-air temperature, 𝑡𝑒, and the 24-hour average sol-air temperature, 𝑡𝑒𝑎: 

 𝑡𝑒 =  𝑡0+ ∝ 𝐼𝑡 ℎ0⁄  −  𝜀 ∆𝑅 ℎ0⁄  3.9 

 

 𝑡𝑒𝑎 = 𝑡𝑜𝑎 +  ∝ ℎ𝑜(𝐼𝐷𝑇 24⁄ )⁄  −  𝜀 ∆𝑅 ℎ0⁄  3.10 

 

where 𝑡0 is the current hour dry-bulb temperature, ∝ is the absorptance of surface for solar 

radiation,  ∝ ℎ𝑜⁄  is the surface colour factor, 𝐼𝑡 is the total incident solar load, 𝜀 ∆𝑅 ℎ0⁄  is the 

long wave radiation factor, 𝑡𝑜𝑎 is the 24-hour average dry-bulb temperature, 𝐼𝐷𝑇 is the total 

daily solar heat gain. The heat gain through the walls and the roof, 𝑞𝑒,𝜃 , is calculated from: 

 
𝑞𝑒,𝜃 = 𝐴 [∑𝑏𝑛(𝑡𝑒,𝜃 − 𝑛𝛿)

𝑛=0

− ∑𝑑𝑛[(𝑞𝑒,𝜃 − 𝑛𝛿) 𝐴⁄ ]

𝑛=1

− 𝑡𝑟𝑐 − ∑ 𝑐𝑛
𝑛=0

] 
3.11 

 

where 𝑏, 𝑐, 𝑎𝑛𝑑 𝑑 are conduction transfer coefficients obtained from the design heat transfer 

coefficient for the roof or wall,  𝜃 is the hour for which the calculation is made, 𝛿 is the time 

interval, 𝑛 is the number of hours for which 𝑏, 𝑐, 𝑎𝑛𝑑 𝑑 values are significant, 𝑒 is an element 

under analysis for roof or wall, and 𝐴 is the area of the element under analysis.  



81 

 

The heat gain via the transparent glass, such as the building window, is calculated as 

𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 𝑞 heat and solar gain, 𝑞 : 

 𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 ℎ𝑒𝑎𝑡, 𝑞 = 𝑈𝐴 (𝑡𝑜 − 𝑡𝑖) 3.12 

 

 𝑆𝑜𝑙𝑎𝑟 𝑔𝑎𝑖𝑛, 𝑞 = 𝐴 (𝑆𝐶)(𝑆𝐻𝐺𝐹) 3.13 

 

where 𝑡𝑖 is the inside design temperature in a conditioned space, 𝑡𝑜, is the outdoor environment 

temperature, 𝑈 is the design heat transfer coefficients for glass, 𝑆𝐶 is the shading coefficient, 

𝑎𝑛𝑑 𝑆𝐻𝐺𝐹 is the solar heat gain factor by orientation.  

The heat gain via the floor is calculated as follows: 

 𝑞 = 𝑈𝐴 (𝑡𝑏 − 𝑡𝑖) 3.14 

 

where 𝑡𝑏 is the temperature in adjacent space, 𝑎𝑛𝑑 𝑡𝑖  is the inside design temperature in the 

conditioned space. The internal heat gain from people comes from sensible heat gain, 𝑞𝑠𝑒𝑛𝑠𝑖𝑠𝑏𝑙𝑒  

and latent heat gain, 𝑞𝑙𝑎𝑡𝑒𝑛𝑡  and is calculated as: 

 𝑞𝑠𝑒𝑛𝑠𝑖𝑠𝑏𝑙𝑒 = 𝑁 (𝑠𝑒𝑛𝑠𝑖𝑏𝑙𝑒 ℎ𝑒𝑎𝑡 𝑔𝑎𝑖𝑛) 3.15 

 

 𝑞𝑙𝑎𝑡𝑒𝑛𝑡 = 𝑁 (𝑙𝑎𝑡𝑒𝑛𝑡 ℎ𝑒𝑎𝑡 𝑔𝑎𝑖𝑛) 3.16 

 

where 𝑁 is the number of people in the building space multiplied by appropriate values of 

recommended sensible and latent heat gains based on the activity levels of occupants.  

The heat gain from light, 𝑞𝑒𝑙 is calculated as: 

 𝑞𝑒𝑙 = 3.41 𝑊𝐹𝑢𝑙 𝐹𝑠𝑎  3.17 

 

𝑞𝑒𝑙 = 3.41 𝑊𝐹𝑢𝑙 𝐹𝑠𝑎 

where 𝑊 is power input from an electrical source or lighting data, 𝐹𝑢𝑙 is the lighting use factor, 

𝑎𝑛𝑑 𝐹𝑠𝑎 is the special allowance factor. The heat gain from an electrical appliance, 𝑞𝑠𝑒𝑛𝑠𝑖𝑠𝑏𝑙𝑒 , 

can be calculated from: 

 𝑞𝑠𝑒𝑛𝑠𝑖𝑠𝑏𝑙𝑒 = 𝑞𝑖𝑛𝑝𝑢𝑡  𝐹𝑈𝐹𝑅 3.18 

Or    

 𝑞𝑠𝑒𝑛𝑠𝑖𝑠𝑏𝑙𝑒 = 𝑞𝑖𝑛𝑝𝑢𝑡  𝐹𝐿 3.19 
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where 𝑞𝑖𝑛𝑝𝑢𝑡 is the rated energy input from appliances from the manufacturer's data, 𝐹𝑈 is the 

usage factor, 𝐹𝑅 is the radiation factor, 𝑎𝑛𝑑 𝐹𝐿 is the load factor.  

The latent heat is zero if the appliance is under the exhaust hood. The ventilation and infiltration 

air can be calculated as follows: 

 𝑞𝑠𝑒𝑛𝑠𝑖𝑠𝑏𝑙𝑒 = 1.10 𝑄 (𝑡𝑜 − 𝑡𝑖) 3.20 

 

 𝑞𝑙𝑎𝑡𝑒𝑛𝑡 = 4840 𝑄 (𝑊𝑜 −𝑊𝑖) 3.21 

 

 𝑞𝑡𝑜𝑡𝑎𝑙 = 4.5 𝑄 (𝐻𝑜 −𝐻𝑖) 3.22 

 

where 𝑄 is the ventilation or infiltration volumetric air flow rate; 𝑡𝑜 , 𝑡𝑖 are outside, inside air 

temperature; 𝑊𝑜 ,𝑊𝑖  are outside, inside air humidity ratio; 𝐻𝑜, 𝐻𝑖 are outside, inside air 

enthalpy.    

The sensible load 𝑄𝜃 , is then calculated from the: 

 𝑆𝑒𝑛𝑠𝑖𝑏𝑙𝑒, 𝑄𝜃 = 𝑄𝑟𝑓 + 𝑄𝑠𝑐 3.23 

 

 𝑄𝑟𝑓 = ∑(𝑣0𝑞𝜃,𝑖 + 𝑣𝑖𝑞𝜃,𝑖−𝛿 + 𝑣2𝑞𝜃,𝑖−2𝛿 +⋯)

𝑖=1

− (𝑤𝑖𝑄𝜃−𝛿 + 𝑤2𝑄𝜃−2𝛿 +⋯) 

3.24 

 

 𝑄𝑠𝑐 = ∑(𝑞𝑐,𝑗)

𝑗=1

 3.25 

 

where 𝑄𝑟𝑓 is the sensible load from heat gain elements having convective and radiative 

components; 𝑣 and 𝑤 are room transfer function coefficients selected per building element 

type, circulation rate, mass, and fixture type; 𝑞𝜃 equals each of the heat gains of elements 

having a radiative component; 𝛿 is the time interval; 𝑄𝑠𝑐 is sensible thermal load from heat 

gain elements having only convective components; 𝑞𝑐 is equal to each j heat gain element 

having only a convective component.   

The latent load, 𝑄𝑙, is calculated as: 

 𝐿𝑎𝑡𝑒𝑛𝑡 𝑄𝑙 = ∑(𝑞𝑐,𝑛)

𝑛=1

 
3.26 

where 𝑞𝑐 is equal to each of n latent heat gain elements.  
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3.4.5 Pump 

 

Type 110 model is a variable-speed pump that delivers fluid from the solar collector to the 

buffer storage tank. The pump's mass flow rate varies linearly with the control signal setting, 

and the type 110 pump model sets the downstream flow based on its rated flow rate parameter 

and the current value of its control signal. When the pump's control signal indicates to be on, 

the pump's outlet fluid flow rate and the power drawn are set to their respective rated 

conditions, as specified in the model's parameter list. However, the Type 110 pump does not 

model pump starting and stopping characteristics because the timeframes in which pumps 

typically react to control signal changes are shorter than the typical time step used in this 

modelling study [171].   

The temperature of the fluid at the pump’s outlet, 𝑇𝑓𝑙𝑢𝑖𝑑,, is calculated as follows [171]: 

 
𝑇𝑓𝑙𝑢𝑖𝑑,𝑜𝑢𝑡 = 𝑇𝑓𝑙𝑢𝑖𝑑,𝑖𝑛 + 

𝑄𝑓𝑙𝑢𝑖𝑑
�̇�𝑓𝑙𝑢𝑖𝑑

 
3.27 

 

where 𝑇𝑓𝑙𝑢𝑖𝑑, is the temperature of the fluid entering the pump, 𝑄𝑓𝑙𝑢𝑖𝑑 , is the energy transferred 

from the pump motor to the fluid stream, and �̇�𝑓𝑙𝑢𝑖𝑑, is the mass flow rate of the pump’s fluid 

stream.   

3.4.6 Control strategy  

 

The solar loop transfers heat from a solar collector to the buffer tank, which supplies heat to 

the DACS generator. The control scheme that was implemented is summarised below: 

1. The solar collector circuit pump is switched on based on the temperature difference 

between the solar collector and the tank. The collector pump turns on when the 

temperature difference between the collector outlet and the hot tank inlet exceeds 5 ℃. 

At the same time, it turns off when the temperature difference between the collector 

inlet and the hot tank outlet is lower than 2 °C. 

2. The building room temperature is controlled with a room thermostat set at 24 ºC and 

20 ºC for cooling and heating, respectively. 

The Type 2 differential controller model generates a control function used to manage the 

operation strategy for the solar collector. A high-limit cut-out is included with the Type 2 

controller so that the control function is set to zero if the high-limit condition is exceeded [171].  
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3.4.7 Using the TRNSYS simulation software  

 

The building characteristics, building occupant usage pattern and cooling load components are 

specified using the TRNBuild component, and the plant and controls are set using standard 

components in the TRNSYS simulation studio. The cooling rate of the DACS machine equates 

to the calculated building cooling load. On the other hand, the computed building heating load 

can be met with the heat generated by the XCPC solar collector. The building thermal demand 

simulation uses weather data for a typical meteorological year. Thus, the simulation can be 

performed for a year, monthly, weekly, daily, or hourly [168,171]. The thermal modelling is 

run with a 1-second simulation time-step. Non-convergence issues are recorded, and further 

investigation allows simulation issues to be resolved.  

3.4.7.1 Using the Experimental Data for the solar-powered DACS 

 

The EES theoretical modelling result based on the thermodynamic mass and energy balance 

equations [142] is used to generate a data file that details the performance of the diffusion 

absorption cooling equipment so that the absorption equipment in the TRNSYS simulation 

window will be applied. However, the calculated EES modelling results based on the 

thermodynamic mass and energy balance equations did not closely follow the experimental 

data [51] in the published literature. Finally, the EES model in the TRNSYS simulation window 

shown in Figure 3.13 was not applied, and the experimental data was implemented for further 

DACS design presented in Chapter 6, section 6.4.  

3.4.7.2 Input information  

 

Careful consideration is applied when choosing the required inputs for detailed building, plant, 

control, and solar thermal system modelling in the TRNSYS modelling software. A good 

understanding of the design inputs and parameters is needed to satisfy the development of the 

design model in the TRNSYS program [227]. The plant configuration defines the individual 

components utilised in the design study. Each design component is selected from the 

component's library within the TRNSYS program. Each design component has a list of 

parameters and inputs that must be confirmed. The building cooling load depicts the size of the 

DACS machine selected to provide the expected cooling rate.  

Artic Solar Manufacturer's datasheet [66] contains information for specifying the inputs and 

parameters for the XCPC solar collector. At the same time, the thermal characteristics of the 

building envelope, i.e., the wall, floor, roof, and window, are used from the Chartered 
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Institution of Building Services Engineers (CIBSE) Environment Guide A [161]. EES software 

[199] is used to perform thermodynamic modelling of the DACC cooling cycle, and the results 

include the COP, mass flow rates, fluid temperature, generation heat, and evaporation. The 

building type is described as a residential building with specific U-values and air-change rates.  

3.4.7.3 Analysing the output  

 

A detailed analysis of simulation results is undertaken once there is an achievement of design 

in TRNSYS. The parameters investigated are described in section 3.6, along with the 

justification for choosing them. TRNSYS has online plotters that are used to display results 

from design outputs. Also, design outputs can be exported from the printers to Microsoft Excel 

spreadsheets where further data analysis is required. For example, the TRNSYS design output, 

such as solar collector's COP and heat of generation, can be plotted annually, monthly, weekly, 

daily or hourly. Typically, the annual results help identify system performance for a typical 

year, while hourly or daily performance analysis shows precise details, design anomalies, and 

specific patterns [168,169,176].  

3.4.7.4 Presenting and recording work  

 

The TRNSYS online plotter component is used to display results from design outputs. Upon a 

successful simulation run, the online plotter can display the results graphically. The online plot 

is helpful because the design results can be visualised live as the convergence step is processed 

[168,171]. As TRNSYS calculates the annual building operative temperature or ambient air 

temperature, it can be viewed live from, for example, January to December. It is helpful to see 

visually, for example, if the simulation proceeds well from January to May but then aborts in 

June, which can be seen visually.  

3.5 Modelling strategy used 

 

The modelling strategy illustrates the design logic and process applied to complete the 

modelling of the solar, storage and DACC design and simulation of a building. The modelling 

strategy starts with the design goal, which defines the purpose of the modelling assessment. 

The design process provides the context of all the modelling decisions, such as the calculation 

methodology used, assumptions made, and the accuracy of the results. The modelling strategy 

defines the design questions to be answered, translating these into the appropriate models used, 

modelling objectives, applying simulations, and interpreting results [202,227].  
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3.5.1 The design goal, logic, and process 

 

The design goal is to model the thermal behaviour of a solar-powered DACS cooling and 

heating system and simulate the thermal performance of the building. The design process 

requires using TRNSYS to model the solar and storage design and to simulate the building's 

thermal performance. Additionally, EES is used to model the DACC and compare it with 

experimental data.  

Figure 3.18 illustrates the modelling strategy used in design logic and process to complete this 

research. The IEA's design principle for the successful design and operation of solar-powered 

cooling and heating systems stipulates to "reduce energy demand for cooling and heating 

systems before applying renewables" [228]. As a result, in Chapter 4, the modelling starts with 

simulating a standard building where the building envelope has a low thermal transmittance, 

also known as U-value. Buildings whose thermal characteristics have a low U-value result in 

reduced thermal energy demand or low combined cooling and heating load [123,161]. A 

standard building design is replaced with a local building whose envelope has a high U-value 

to illustrate that building envelopes with low U-value results in reduced thermal energy 

demand. Thus, the cooling and heating loads for the local building are compared with the 

standard building in Chapter 4.  

In Chapter 5, an energy analysis is performed based on the solar energy capture to illustrate the 

heating energy available to heat the building based on the building roof space and the solar 

collector and storage size. In Chapter 6, the cooling engine is modelled using the EES software, 

where the thermodynamic performance is compared with the experimental data published by 

Najjaran et al. [51].  

Thus, in Chapter 7, the XCPC solar collector and buffer storage tank are designed to meet the 

DACC's generator heating requirement. TRNSYS is used to complete the solar and storage 

design to maximise the solar energy capture to meet the required generator temperature. The 

TRNSYS design incorporates a sensitivity analysis to achieve optimal parameters based on the 

solar collector area, the fluid mass flow rate in the solar collector, and the storage tank volume. 

The solar design is complete when an optimised solar and storage system delivers the required 

generator temperature. Otherwise, backup energy is applied to meet the generator heat load 

requirement.  

Chapter 8 quantifies any backup energy that meets the generator heat load requirement, while 

Chapter 9 models cold energy storage design. In Chapter 10, an economic analysis is performed 
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for the completed solar design compared with other heat pump performances. Moreover, an 

environmental impact assessment is conducted in Chapter 10 based on operational carbon 

emissions savings achieved due to operating the solar-powered DACS system.   

no
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Figure 3.18: Modelling strategy used for the research study. 

3.5.2 The case study locations 

 

Chapter 4 compares cooling and heating loads for a standard building with a local building for 

the climatic locations, while Chapter 5 presents an energy analysis based on solar energy 

capture and storage, Table 3.2. In Chapters 7 - 9, energy and temperature design are evaluated 

for how the solar-powered DACS meets the cooling load for New Delhi and Volgograd.  

3.5.3 How the experimental data results are used 

 

Najjaran et al. [51] performed experiments with a DACS with a maximum cooling capacity 

between 100-120 W. The experimental data are compared with the EES modelling results and 

presented in Chapter 6.  

3.6 Performance parameters investigated and their justification.  

 

The parameters influencing the performance of the solar-powered DACS building cooling and 

heating system are investigated to achieve the optimum characteristics, Table 3.2. The 

parameter changes while other operational parameters are kept constant to identify any change 

or impact. Additionally, the parameters of the thermal characteristics of the building envelope 



88 

 

are investigated. The following section presents the justification for choosing each performance 

parameter—the optimum system benefits from installation costs, space, and reliability. In 

addition, the optimum system characteristics can be compared for different case study cities.  

Table 3.2: Summary of strategy using simulation to identify key design impacts 

Chapter Aim (s) Parameters varied/assessed Justification 

4 Establish baseline 

energy demand in each 
climate 

Climate, building regulation 

compliance (Insulation) 

Project aims* : 2,6,8  

Literature: 
[38,139,143,161,162,171,220] 

5 Examine energy 

capture 

Days of cooling and heating 

required, deficit days, lag 
days, deficit hours/day, watt 

deficit/day, energy from hot 

store.  

Project aims* : 1,3,4  

Literature:  
[36,53-55,229,230] 

6 Evaluate the cooling 
engine performance. 

Generator power, generator 
temperature, cooling power 

Project aims* : 1,2,8  
Literature:  

[40,43-45,51,68,140,141,231] 

7 Evaluate how the 

cooling engine cools a 
standard building. 

Solar collector mass flow rate, 

solar collector area, thermal 
energy storage volume. 

Project aims* : 1,3,4  

Literature:  
[36-38,51,57,68,230] 

 

8 Evaluates the thermal 
performance of the 

solar thermal collector 

energy capture and hot 

thermal energy storage. 

Backup hours/day, backup 
energy/day, solar fraction, hot 

store heat loss. 

Project aims* : 1,3,4,5  
Literature: [36,37,53,230] 

9 Evaluate the thermal 

performance of cold 

energy storage as an 
alternative to hot 

thermal energy storage.  

Cold energy storage capacity, 

cold store energy loss. Mass 

of storage material. 

Project aims* : 1,4,8 

Literature: [73,138,232-234] 

10 Perform economic 

evaluation and 
environmental impact 

assessment for the 

solar-powered DACS. 

Payback time, operational 

carbon emissions and cost 
compared to heat pump. 

Project aims* : 5,8  

Literature: 
[172,189,222,229,233,235-

238] 

 

*Project aims listed in section 1.3. 

3.6.1 Solar collector area 

 

The solar thermal collector absorbs solar radiation, converts it into heat, and transfers it to a 

circulating fluid in the collector [54]. The solar collector area is a vital system parameter 

because the size dictates how much potential heat can be captured from the sun. It is essential 

to quantify the minimum required solar collector area capable of delivering the necessary heat 

to drive the absorption cooling system or a heating system [53,239,240]. Excess solar collector 

size adds costs to the project that must be avoided. Solar-powered systems that have optimum 
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collector area deliver a minimum system payback period. Thus, excess collector areas more 

than the optimum value must be avoided because they do not provide financial benefit [53,189]. 

Financially optimised solar collector areas are presented for the various case study cities.    

3.6.2 The mass flow rate of the solar collector 

 

The mass flow rate of fluid in the collector affects the thermal performance of a solar collector. 

It thus affects the thermal performance of the solar-powered absorption cooling system 

[31,53,55]. The different case study cities will have different optimum mass flow rates that 

deliver higher thermal energy from the solar collector. Thus, for each case study location, 

different collector mass flow rates are modelled to ascertain the optimum thermal performance 

of the solar collector system [189,240]. For each location, the useful energy gain from the 

collector is recorded at the optimum collector mass flow rate.  

3.6.3 Solar collector efficiency  

 

A collector's efficiency is calculated as the ratio of the collector's useful energy gain to the total 

energy input for the collector. The collector's total energy input is a product of the incident 

solar energy and the collector's total surface area. The useful energy produced by the solar 

collector is equivalent to the difference between the absorbed solar radiation and all heat losses 

[53]. The collector’s thermal efficiency is an important performance parameter because it 

allows different collector materials and modifications to be compared for a selected collected 

area. Thus, though the collector area may be kept the same for all the case study cities, the 

thermal energy efficiency will differ because different climates have different solar radiation 

levels [33,60].  

3.6.4 Storage tank capacity 

 

A buffer tank stores heat captured by the solar collector so that the heat can be used when there 

is no sunlight. Besides, there are times when there is sunlight but not enough heat to drive the 

DACS cooling system. The volume of the storage tank is examined to identify its influence on 

the heat transfer mechanism between the solar collector and DACS's generator and the potential 

heat loss to the environment. The storage tank is studied because increasing storage tank size 

also increases the heat loss potential [55,171]. Thus, it is essential to quantify the optimum tank 

size to deliver the optimum storage capacity while ensuring minimum heat loss to the 

environment. In addition, the tank's size impacts the project costs and spatial requirements 

[189].  
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One of the IEA’s key principles for the successful design and operation of solar heating and 

cooling systems is to provide a thermal storage capacity that matches the thermal requirements 

of solar-driven cooling and heating systems [228]. The solar-powered DACS  requires adequate 

heat to be delivered to the generator to meet cooling demand [40,234].  

In an alternative design in Chapter nine, a cold storage tank is used to store the cold generated 

from the DACS and used later to meet the building cooling demand at night or when there is 

insufficient energy from the solar collector or hot store. Chapter seven presents the solar 

collector and hot storage design based on temperature, and Chapter nine presents the cold 

energy storage design.  

3.6.5 Effect of building envelope material   

 

The building's heat balance is affected by climatic, design, material, and building usage data 

[139,161]. The building cooling and heating loads vary when the building envelope materials 

change, even when the climatic and building usage data remain the same. Thus, the building 

materials, i.e., the u-value, are used as performance indicators for investigating the building's 

thermal performance.  

3.6.6 Dynamic behaviour of the solar-powered DACS under different case study 

locations 

 

The solar-powered DACS cooling system works according to the building cooling load 

requirements. The building cooling loads are expected to differ for different climatic zones 

(case study cities). Thus, different cooling systems in various case study cities will perform 

with various working hours. The major influences on the DACS cooling system's thermal 

performance include the generator, evaporator, absorber, and condenser operating temperature. 

For example, the control strategy and the mass flow rate influence the generator operating 

temperature to match load conditions. The optimum operating conditions of the solar-powered 

DACS, e.g., flow rate rates and temperatures, must also be determined for the solar thermal 

collector and the buffer storage tank [33,189].  

3.7 Economic analysis   

 

The benefit of adopting a T.E. building design must be proven economically as well as 

thermodynamically. This limits T.E.'s purely economic installation cost as part of the NetZero 

Energy Building (NZEB) design stages. Local variations in the unit cost of energy play a key 

role in determining this economic merit. The financial benefit can be calculated and presented 
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in Chapter 4 using locally available energy pricing and carbon emissions impact factor. 

Moreover, the discounted payback time is calculated for the solar-powered diffusion absorption 

cooling and heating system and compared with the heat pump systems.  Payback time is defined 

differently; however, the most common definition is implemented in this study. The payback 

time is the time it takes for the cumulative fuel savings to equal the total initial capital 

investment [53,229]. That is, the time it takes to claw back an investment made into installing 

the solar thermally driven cooling and heating system through the fuel savings achieved due to 

utilising the solar-powered cooling and heating system. The payback time can be calculated 

with or without discounting the fuel savings [229]. 

3.8 Environmental impact assessment – based on operational CO2 savings  

 

Using solar-powered cooling systems to replace conventional energy sources delivers primary 

energy savings and carbon dioxide reduction [55,236,241]. The environmental impact 

assessment is primarily based on operational CO2 savings and a reduced carbon footprint due 

to utilising a solar-powered cooling system instead of conventional energy based on fossil 

fuels.  

Sharma et al. [238] indicate that 𝑚𝑐𝑜2 is the mass of CO2 emissions calculated using the 

following equation [238]: 

 𝑚𝑐𝑜2 =  𝜆 ∗ Energy consumption (kWh) 3.28 

 

where λ is the emission conversion factor for the specific climatic location. 

3.9 Summary  

 

This Chapter explained how TRNSYS software is used to model the solar and storage design 

and to simulate the building’s cooling and heating loads. Additionally, this Chapter described 

how EES modelling software is used to study the thermodynamic modelling of the DACC 

cooling cycle, which will be compared with experimental data in published literature. 

Fundamentally, EES software proves instrumental in modelling the design aspects of the 

components that are not available in the TRNSYS component library. The next Chapter 

presents the building design and the cooling and heating loads simulated with the TRNSYS 

software.  
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Chapter 4 : Modelling and Simulation of Building Energy Performance 

 

4.1 Introduction  

 

There is increasing worldwide demand for NetZero Energy Building (NZEB) to reduce 

buildings’ energy consumption and carbon emissions [1,235,237,242-244], and many countries 

and regions, including the United Kingdom (UK), France, the USA, and the European Union 

(EU), have set long-term goals to implement NZEB [244]. Wei et al. [244] define NZEB as 

buildings that generate at least as much energy as they consume annually when tracked at the 

building site.  

Figure 4.1 illustrates the process of achieving a residential NZEB. The fundamental approaches 

to achieving residential NZEBs are minimising the building energy demand (via improved 

building design and occupant behaviour) and increasing renewable energy generation. The 

IEA's first principle for the successful design and operation of solar-powered cooling and 

heating systems stipulates to "reduce energy demand for cooling and heating systems before 

applying renewables" [228]. Thus, the initial step for achieving residential NZEBs is to reduce 

building cooling and heating energy demand before applying renewable energy generation in 

buildings.  

Design goal Design NetZero Energy Building 
(NZEB)

Energy-efficient 
measures

Renewable energy 
sources

e.g., solar PV and solar 
thermal energy.

Efficient building envelopeEfficient 
HVAC, 

appliances & 
control Select location weather data

Building type and materials

The building occupancy and load profile

Is building fabric energy efficient?

Yes

No

Building envelope
design process

Complete 
building 
design

Efficient 
behaviour

 

Figure 4.1: Building modelling to achieve residential NZEB (ideas from [146,244]). 

This Chapter compares the design process for an energy-efficient standard building with a local 

building design. An energy-efficient building design focuses on a building's thermal 

performance such that the building fabric has thermophysical properties that reduce building 
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cooling and heating energy usage. Solar thermal energy is used in the building cooling and 

heating system as part of the residential NZEB, discussed in Chapter 5.  

This Chapter presents building design for a thermally efficient building envelope that reduces 

overall building cooling and heating loads. A comparable building is designed with local 

specifications and compared with the thermally efficient building envelope. The thermally 

efficient building envelope is referred to as a standard building, while the building with local 

specifications is called a local building.  

Section 4.2 presents the building design specifications, including the building type and 

materials, geometry, occupancy schedules, and location weather data, applicable to the small 

and large buildings. Section 4.3 presents results for the building's thermal energy performance, 

small building (sections 4.3.1 – 4.3.3) and large building (section 4.3.4).  

4.2 Data and Methodology 

 

4.2.1 Building design specifications  

 

The building design specifications were input into TRNSYS software to calculate the cooling 

and heating loads using geometry initially created in SketchUp, as presented in section 3.4.4 

and Figure 3.16 [224]. The climatic, design, material, and building usage data affect the 

building's heat balance, as shown in Figure 4.2.  

 

Figure 4.2: The Heat Balance of a building (modified from [146]). 

The climatic data include solar radiation, ambient temperature, and wind speed. The building 

design data consists of the orientation of the building walls, floor, roof, and window; the 
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building material data includes the material density, conductivity, heat capacity and thermal 

resistance. Likewise, the building usage data depicts the components of the building's internal 

heat gains, the air exchange rate, and the ventilation rate [146,171].  

4.2.2 The external climatic design information 

 

The building cooling and heating loads are impacted by external climatic factors such as 

essential weather and solar irradiation. Therefore, four global locations, Tunis (Tunisia), 

Volgograd (Russia), New Delhi (India), and Swansea (the United Kingdom), were chosen 

based on their different weather patterns and solar irradiation levels. All were considered in the 

northern hemisphere, so the building axis orientation could be constant. The weather data 

required for determining the TE building's thermal energy demand is generated using the 

Meteornorm weather data file distributed with TRNSYS under license from Meteotest [171]. 

The meteorological and radiation data is based on monthly values, while Meteornorm 

calculates hourly values of all parameters using a stochastic model. The resulting time series 

corresponds to "typical years" applied for system design [245-247]. Table 4.1 lists the case 

study location's climate, latitude, longitude, elevation, and average summer and winter 

temperatures [171].  

4.2.3 The building envelope's material data 

   

The U-value of the building envelope is the principal factor for determining the building 

envelope's heat losses and gains [123,161]. The recommended building envelope U-values are 

stipulated in the Part L of the UK. Building Regulations 2013 [143] are used for the material 

characteristics of the TE building, Table 4.2.  The thermo-physical properties (material data) 

of the building's walls, floor and roof are specified from the building material data published 

in the CIBSE Environmental Guide A [161] to meet the required U-values stipulated in the UK 

building regulations [143]. CIBSE has collated the various material data provided by 

manufacturers and from other testing results. The thermo-physical properties of the building's 

walls, floor, roof, and window are specified in TRNBuild as part of simulating the building's 

thermal performance, and the data are presented in Appendix A.  

The thermo-physical properties of the window are specified using a shading coefficient, solar 

heat transmittance and the U-value. These building material properties do not necessarily 

represent those present locally in each location but describe a standard building, allowing 

climate-related demand to be evaluated independently of the building materials. Local socio-
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economic factors, building codes, construction techniques and materials may, in practice, 

prevent the construction of such buildings, but it remains a useful scientific method for 

establishing the analysis of climatic variations on an idealised energy demand. A local building 

with thermo-physical properties typical of the local climate is applied to examine how the 

building envelope material characteristics influence the overall cooling and heating loads. 

Table 4.1: Meteornorm weather location for the four case study cities. 

Location Country Climate Summer 

Tave (°C) 

Winter 

Tave (°C) 

Latitude 

[°N] 

Longitude 

[°E] 

Elevation 

[m] 

Tunis Tunisia Hot 

summer / 

mild 

winter 

25.4 12 36.83 10.23 3 

Volgograd Russia Hot 

Summer / 

Cold 

Winter 

22.2 -7.2 48.68 44.35 145 

New Delhi India Very hot 

summer / 

mild 

winter 

31.1 15.7 28.58 77.2 212 

Swansea Wales Warm 

summer / 

Cool 

winter 

15.3 4.6 51.4 -3.35 67 

 

The local building is designed with a high U-value typical for the local climates of the four 

cities: Tunis, Swansea, Volgograd, and New Delhi, Table 4.2. The local building's thermo-

physical properties for Tunis and New Delhi climatic locations are taken from literature 

published by Boukhris et al. [248] for a case study design for Tunis climate. Radiative and 
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convective heat transfer mechanisms occur as air-surface barrier heat transfer mechanisms 

[123,139,161].  

Table 4.2: Building envelope thermal characteristics. Full details of each location's wall, floor, 

roof, and window construction are given in Appendix A. 

 Wall Floor  Roof  Window  

 U- value 

W/m2.K 

U – value 

W/m2.K 

U – value 

W/m2.K 

U-value 

W/m2.K 

Shading 

Coefficient 

Transmittance 

Light/ solar 

heat 

TE building 0.132 0.105 0.131 1.06  0.75 82% / 65% 

Local – 

Swansea 

0.813 1.062 

 

0.739 1.06  0.75 82% / 65% 

Local – Tunis 0.201  0.894  0.784  1.06  0.75 82% / 65% 

Local – New 

Delhi  

0.201 0.894  0.784  1.06  0.75 82% / 65% 

Local – 

Volgograd 

0.813 1.062 

 

0.739 1.06  0.75 82% / 65% 

 

The U-value for the building window is maintained the same for the four climatic zones. The 

selected building window from the TRNSYS building window data pool [171] has a fixed 

shading coefficient and a U-value, Table 4.2, meeting the UK Building Regulations 2013 U-

value limit [143]. The building window dimensions (1.5 meters x 1.2 meters) meet the 

minimum width and height criteria such that the building has the same window-to-wall ratio 

or fixed window number for all climatic locations. Although fixing the U-value for the building 

windows while varying the U-value for the building's thermal insulation simplifies the analysis 

in this study, it was chosen for a number of reasons. Maintaining the building window 

properties constant allows any changes in the building's thermal energy performance to be 

directly attributed to changes in the thermal insulation U-value. Implementing the same 

window across the climate zones enables a focused study and straightforward comparisons of 
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how the building thermal insulation performs in different climates and draws conclusions about 

the insulative properties. The building window properties do not necessarily represent those 

present locally in each climatic location but represent a standard building, which allows a 

focused study on insulation impacts to be evaluated independently of the window properties. 

Local building codes, socio-economic, construction techniques, and materials may, in practice, 

prevent the construction of such windows; however, it remains a useful scientific method for 

evaluating thermal insulation on an idealised energy demand. 

4.2.4 The building usage data – internal heat gain 

 

The building energy demand is partly determined by the thermal transmittance, the air 

exchange rate, and the ventilation rate [123,139] The building's internal heat sources include 

bodies (human and animal), lighting, computers and office equipment, electric motors, cooking 

appliances and other domestic equipment [123], specified in Table 4.3. The sensible heat gain 

has convective components released into the surrounding air and radiative components stored 

in the building mass [139]. The lights and electrical equipment are scheduled to operate from 

06:00 to 22:00 hours, and the building is expected to be occupied by one person during the 

building use.  

Building infiltration, sometimes referred to as residential air leakage, is the introduction of 

outside air into the building, impacting the air quality within the building. Air leakage rates are 

specified as airflow rate, 𝑄𝑖, or air exchange rate (ACH), expressed in equation form [139]: 

 
𝐴𝐶𝐻 =

3.6 𝑄𝑖
𝑉

 
(1) 

where 𝑄𝑖 is infiltration air flow rate (L/s); ACH is the air exchange rate (changes/hour); and V 

is building volume (m3). The building ventilation rate is selected to be above the minimum air 

flow rate such that the calculated ACH is within 0.4 -1.0, as recommended by CIBSE [161], 

Table 4.4. 
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Table 4.3: Building internal heat gains used for thermal load calculation in TRNSYS. 

Source of heat gain/loss 

type 

Convective 

[kJ/h.m2] 

Radiative 

[kJ/h.m2] 

Electrical 

power 

fraction 

Absolute 

humidity 

[kg/hr.m2] 

Lights 368.6 92.2 16 0 

People 100.8 151.2 0 0.066 

Electrical equipment 368.6 92.2 16 0 

 

Table 4.4: Building design data for infiltration and ventilation rate. 

Parameter Value Unit 

Air exchange rate 0.4 ach 

Building ventilation rate 8.3 l/s 

 

4.2.5 Large building 

 

A large building is modelled in TRNSYS, which is four times the size of the small building, as 

shown in Figure 3.16. The TE building and local buildings are each modelled to a large 

building. Thus, the building material specifications and all other building data are maintained 

except the new building size. The building partition wall specification is the same as the 

building's external wall.  

4.3 Results 

 

4.3.1 Monthly cooling and heating demand 

 

Analysing the daily cooling and heating loads allows the appropriate selection of the suitable 

cooling or heating equipment size to maintain the desired temperature and conditions within 

the building. The energy gains or losses, e.g., from internal heat gains, increase or decrease the 

temperature of the inner structural mass, furnishings, and zone air. The daily cooling and 

heating load results for the four climatic locations represented by the four case study cities are 

presented in Figure 4.3. The overall thermal effect of these gains or losses on the building's 
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internal zone air is called the load. The cooling load is the energy that needs to be removed 

from the building's interior space to maintain a zone's thermal condition.  

  

(a) Tunis (b) Volgograd 

  

(a) New Delhi (b) Swansea  

Figure 4.3: Monthly cooling and heating loads for TE and local buildings in Tunis, Volgograd, 

New Delhi, and Swansea. 

Likewise, the heating load is the energy that must be added to the building zone to maintain a 

specified zone condition [135,139]. For Tunis, there is an appreciable reduction in the overall 

heating load during the winter months by up to 150 kWh per month with the adoption of a TE 

compared to a building built using local materials. However, during early summer (May – 

June), the TE building produces an increased energy demand, with cooling required earlier in 

the year, Figure 4.3(a). For Volgograd, the TE building has a significantly lower energy 

demand during the Autumn and Winter months, with a peak disparity in energy being around 

1400 kWh in January. Only during August is the cooling demand higher for the TE building, 

Figure 4.3(b). For New Delhi, the building made with local materials provides the lowest 

cooling energy demands during the long summer months, but the TE building provides a 

consistently reduced heating load during the short winter, Figure 4.3(c). The reduction in 
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energy demand for the TE building is evident in the UK climate, where there is a consistent 

reduction in energy demand across the year, Figure 4.3(d). The relatively cool winter and warm 

summer mean only heating is required, with no cooling required during the summer months. 

4.3.2 Annual cooling and heating consumption 

 

The benefit of adopting thermally efficient building materials and additional solar energy 

capture devices is most commonly evaluated over an annual cycle such that any carbon saving 

can be established, and a likely payback period for adopting the technology can be calculated. 

Figure 4.4 shows the total annual net heating consumption, Figure 4.4 (a) and cooling energy 

consumption, Figure 4.4 (b), for a local, a TE building and a TE building fitted with solar 

capture device and cooling machine. Solar energy capture provides a net benefit in all 

instances, particularly where cooling is required in hot climates. For Tunis, there is a reduction 

of 77% in the cooling energy consumed over the year, from 667 kWh to 151 kWh. 

  

(a) Cooling (b) Heating 

Figure 4.4: Total annual cooling and heating loads for TE and local buildings for Tunis, 

Volgograd, New Delhi, and Swansea. 

In New Delhi, installing a cooling system reduces the net energy required by building by over 

60%, from around 2000 kWh to around 800 kWh. There is also a cooling energy consumption 

reduction in Volgograd from around 450 kWh to 90 kWh. As expected, building insulation is 

the primary factor dictating the heating energy consumption during colder winters. This is 

further reduced by around 28% through the use of solar capture for heating.  

4.3.3 Economic and environmental impact analysis  

 

The benefit of adopting a TE building design must be proven economically as well as 

thermodynamically. This sets the limits of the purely economic installation cost of the TE 
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building as part of NZEB Stage 1, as well as any further solar-related technology NZEB Stage 

2. Local variations in the unit cost of energy play a key role in determining this economic merit. 

The financial benefit can be calculated using local financial energy pricing, Table 4.5. 

Likewise, regional variations in the CO2 emission factors affect the environmental footprint of 

the building. The operational CO2 savings can be calculated using the latest published CO2 

emission factors for the climatic locations in Table 4.6.  

Table 4.5: Currency exchange rate and local energy costs at each location. 

Climatic location Local currency 

rate /$ ([249]) 

Electricity Price 

$/kWh ([250]) 

Gas Price 

$/ kWh ([251,252]) 

Tunis, Tunisia 3.1  0.067  0.029  

New Delhi, India 76.7  0.073  0.057  

Volgograd, Russia 82.2  0.630  0.007 

Swansea, UK 0.81 0.464  0.167  

 

Table 4.6: Local carbon dioxide emissions factors at each location. 

Climatic location Electricity Emissions 

kgCO2e/ kWh ([253] ) 

Natural Gas Emissions 

kgCO2e / kWh ([253]) 

Tunis, Tunisia 0.348 0.468 

New Delhi, India 0.661 0.951 

Volgograd, Russia 0.294 0.476 

Swansea, UK 0.187 0.38 

 

Assuming that heating is provided by gas and any cooling is supplied by electricity. An analysis 

of the total costs and subsequent savings from adopting a TE can be made, Figure 4.5. Although 

the total power demands are higher in countries with extreme temperatures, this only 

sometimes translates to economic operational cost, Figure 4.5. The annual cost benefit from 

adopting a TE design only benefits the building heating for all climatic locations. Although 

Volgograd has the most elevated building heating due to lower gas prices, the annual heating 

cost benefit from adopting a TE design is $35 compared to Swansea’s $717, Figure 4.5.  
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(a) Operational 

cost 

 

 

 

 

 

(b) Cost-saving 

 

 

Figure 4.5: Operational cost (a) and cost saving (b) of the annual cooling and heating loads for 

Tunis, Volgograd, New Delhi, and Swansea. 

The reduction in yearly operational costs reflects the local energy costs. An analysis of the total 

building operational CO2 savings and subsequent savings from adopting a T.E. building can be 

made in Figure 4.6. There are annual CO2 savings from adopting a T.E. design for heating 

energy for Volgograd and Swansea, at 2405 kgCO2 and 1631 kgCO2, respectively. In contrast, 

the yearly CO2 savings from adopting a T.E. design for Tunis and New Delhi are less than 400 

kgCO2, Figure 4.6. Volgograd annual total building operational CO2 emission and savings are 

higher than Swansea's because the emissions factor is higher for electricity and natural gas, 

Figure 4.6. Tunis records higher operational savings because of the higher heating energy 

demand for the local and T.E. buildings than New Delhi. However, Tunis has less carbon 

emission impact factor than New Delhi, and there are no cooling energy CO2 savings for the 
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four climatic locations. The reduction in annual operational CO2 savings reflects the local CO2 

impact factor. 

 

 

 

 

(a) Operational 

CO2 emissions 

 

 

 

 

 

(b) CO2 Saving 

 

 

Figure 4.6: Operational CO2 of the annual cooling and heating loads for Tunis, Volgograd, 

New Delhi, and Swansea. 

4.3.4 Large building 

 

The annual cooling and heating loads per unit surface area for the large and small TE and 

‘local’ buildings for the four climatic regions are shown in Figure 4.7. For all climatic regions 

and both TE and ‘local’ buildings, the large buildings deliver a higher annual heating load per 

unit surface area than the small buildings, while the yearly cooling load per unit surface area 

for the large building is smaller than the small building. Also, the large TE buildings have less 

annual cooling and heating loads per unit surface area than the local buildings for all climatic 

regions. The small local buildings have higher yearly cooling and heating load per unit surface 

area than the small TE buildings for all climatic regions except for New Delhi, where there is 



104 

 

no change at 19 kWh/ m2. However, there are differences between the cooling and heating load 

per unit surface area for the New Delhi small TE and local buildings.  

  

(a) TE building (b) Local building 

 

Figure 4.7: Annual cooling and heating loads/ surface area for large and small TE and ‘local’ 

buildings in Tunis, Volgograd, New Delhi, and Swansea. 

Analysis of the monthly cooling and heating loads for the large and small TE and ‘local’ 

buildings show the large differences in the building heating loads per unit surface area for all 

climatic regions, Figure 4.8. For Tunis, the large local building heating load per unit surface 

area doubles most of the months than that of the small local building, Figure 4.8 (a & b). 

However, the Tunis TE large and small building heating load per unit surface area remains 

unchanged except in March and November. For Volgograd, there is only change of 2 kWh/ 

unit surface area between the large and small TE building heating load, while there is 18 kWh/ 

unit surface area difference between the large and small local building heating load, Figure 4.8 

(c & d). Similarly, for New Delhi, the difference between the large and small ‘local’ building 

heating loads is 7 kWh/ unit surface area, and between large and small TE building heating 

loads is 1 kWh/ unit surface area, Figure 4.8 (e & f). 
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(a) Tunis – TE building (b) Tunis – Local building 

 

 

(c) Volgograd – TE building (d) Volgograd – Local building 

 

 

(e) New Delhi – TE building (f) New Delhi – Local building 

 

 

(g) Swansea – TE building (h) Swansea – Local building 

Figure 4.8: Cooling and heating loads/ surface area for large and small TE and ‘local’ buildings in Tunis, 

Volgograd, New Delhi, and Swansea. 
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For Swansea, the difference between the large and small ‘local’ building heating loads is 20 

kWh/ unit surface area, and between large and small TE building heating loads is 3 kWh/ unit 

surface area, Figure 4.8 (g & h).  

The results indicate that as the building surface area increases for all large buildings, the cooling 

load per unit surface area tends to reduce while the heating load per unit surface area increases. 

Heat transfer in building physics is the cause of this phenomenon. With a large surface area, 

the cooling load per unit surface area reduces because there is more opportunity for heat 

transfer between the building envelope surface area and the surrounding environment through 

heat transfer mechanisms like conduction, convection, and radiation. There is more cooling 

load per unit surface area reduction for the local building than the TE buildings because, at 

constant solar radiation and infiltration, well-insulated walls in the TE buildings reduce the 

heat gain from solar radiation and infiltration and minimise the heat loss via conduction, 

convection, and radiation to the surrounding environment.  

The heating load per unit surface area increases because the larger building surface area 

exposes a larger building envelope surface area to cold outdoor temperatures, causing more 

heat loss to the surrounding environment via infiltration, conduction, and radiation. As a result, 

a higher heating load per unit surface area is recorded because additional energy input is needed 

to maintain the 20 ℃ room temperature. Like the cooling load, at constant solar radiation and 

infiltration, the well-insulated walls in the TE building minimise the heat loss through the 

building envelope via conduction and radiation compared to the local buildings.  

4.4 Discussion 

  

Under the current climatic conditions, there is merit in utilising solar thermal collectors coupled 

with an absorption cooling machine for building cooling and heating. For the simple unit 

building, it is possible to meet the net daily cooling demand in hotter climates purely by using 

solar thermal collectors and an absorption cooling machine. Sufficient cooling can be obtained 

by utilising 60% (Tunis) and 90% (New Delhi) of the roofing space for solar collectors. Thus, 

there is sufficient scientific merit for a real-world feasibility study of the technology to evaluate 

the impact of practical issues and thermodynamic losses.  

The cost analysis has identified minimal direct operational economic benefit in hot climates 

from installing improved insulation, consistent with the common practice. The economic case 

for a solar-driven absorption cooling machine for this installation size is that it will save less 
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than $200 per annum compared to a conventional system using an electrically-driven 

equivalent. This saving is derived from local fuel costs, which sometimes, through subsidy, 

may make the less mature solar thermal systems unattractive compared to conventional 

photovoltaic (PV) – HVAC systems. This economic consideration is simplistic and ignores 

several factors. Longer-term sustainability issues such as recycling PV panels at the end of life 

[254,255] and significant leakage of greenhouse gas refrigerants [256,257] need to be 

examined. The capital cost of installation at scale is likely to be lower since the key components 

of a solar-driven system will likely have a lower cost. Being gravity-driven, the solar thermally 

powered absorption cooling system has few moving parts, and maintenance costs will probably 

be lower over the lifetime. If energy storage is also examined, the energy storage in an insulated 

vessel compares favourably with technology such as Lithium-ion batteries from economic and 

sustainability perspectives. Assessing the system's wider economic and environmental life 

cycle is a worthy exercise.  

The investigation has focussed on a relatively simple unit building, likely different from typical 

buildings in each climate. Further work should address representative designs with defined 

building materials and geometries in each location. For example, as the building grows into a 

larger dwelling, the surface area to volume ratio of the building will reduce with a net decrease 

in the energy lost per unit volume of the building, but this would be countered by the building's 

limited roof space footprint, restricting the energy capture opportunity. Further building design 

investigations could include modification of the building design specification such as the 

dwelling type, size, occupancy, building envelope material thermal characteristics, building 

techniques, geometry, climatic zone, and thermal comfort level. A refined model would also 

need to address the electrical power required for pumps and consider the transient impact of 

energy capture technology. 

A limitation of the heat transfer analysis is that the building surface area assumes equal heat 

transfer across the building envelope surface area when there will be differences, for example, 

between the ground and the building floor and differences in the solar gain between the building 

roof and the walls.   

The IEA’s projection of the global energy sector reaching NetZero by 2050 requires 

minimising energy demand growth through improvements in energy efficiency. It is most 

prominent in curbing energy demand and emissions by 2030 [258]. This research confirms that 

building energy efficiency measures yield financial savings depending on local fuel costs and 
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reduce energy use and emissions. Governments and regulatory agencies could use this research 

to promote energy-efficient and environmentally friendly building materials and highlight the 

practical implications of local economic and regulation factors.  

4.5 Conclusions 

 

In order to evaluate the energy and economic benefits of adopting NZEB, TRNSYS simulation 

software was used to determine the cooling and heating demand of a TE building in four 

climatically varying locations. It has evaluated the energy benefits of a thermally efficient 

building with lower U values than those locations, with reductions in heating demand by a 

factor of 3 in colder climates. Increases in cooling demand were observed with the more 

thermally efficient building materials. Utilising solar-sourced heating and cooling significantly 

reduces consumption, and hence CO2, in hot climates and reduces the heating demand during 

colder periods. The direct financial benefits are more difficult to justify due to the low cost of 

conventional fuel in some locations.  
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Chapter 5 : Solar collector heat energy production and storage 

 

5.1 Introduction  

 

Chapter Four discussed calculating standard and local buildings' heating and cooling loads. 

This Chapter presents the results of the solar power captured by an external concentrating 

parabolic solar collector (XCPC) in four climatically varying locations in Tunis, Volgograd, 

New Delhi, and Swansea. The solar collector and storage design are presented in section 5.2, 

and how TRNSYS is used to calculate the available solar power is presented in section 5.3. 

The energy performance results are described in section 5.4, followed by a discussion of the 

results (section 5.5) and the conclusion (section 5.6).  

5.2 Materials and Methods 

 

5.2.1 Solar collector and storage system design 

 

Solar thermal collectors convert solar radiation into heat energy and transfer the heat through 

a fluid in the collector for intended use, such as space heating, hot water service, and space 

conditioning equipment [60]. The Type 1245 XCPC component is selected as the heat source 

for the solar-powered DACS system in the TRNSYS software. The XCPC solar collector 

consists of glass evacuated tubes, manifolds of copper heat pipes, copper u-tube and aluminium 

heat spreading fins, concentrating collector reflector, aluminium frame, and rock wool 

insulation [65]. The XCPC solar collector is selected because it has high optical efficiency of 

around 0.62 and thermal efficiency of about 0.50 at 200 °C [64,67,222,223] and meets the 

solar-powered DACS’s operating temperature range of 135-230 °C [51,68].  

The XCPC was primarily selected to meet the temperature requirement of the solar-powered 

DACS. Nonetheless, the XCPC can generate energy for low-temperature applications such as 

space heating and domestic hot water service. The stationary XCPC has an east-west (E-W) 

orientation, i.e., the absorber is situated horizontally, and the optics are designed to accept the 

seasonal swing of sunlight. The E-W orientation produces higher solar concentration with 

improved performance at a higher operating temperature [67,223].  

The collector efficiency is the ratio of the useful thermal power generated to the available solar 

power. The parameters of the XCPC are taken from the Artic Solar Limited supplier and are 
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summarised in the Table 5.1. Widyolar et al. [67] define the useful thermal power from the 

XCPC can be calculated from: 

 
ƞ =   

𝑄𝑡ℎ𝑒𝑟𝑚𝑎𝑙
𝑄𝑠𝑜𝑙𝑎𝑟

 
5.1 

 

and  

 𝑄𝑠𝑜𝑙𝑎𝑟 = 𝐴𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑟𝐶𝑥  𝐺 5.2 

 

where 𝑄𝑠𝑜𝑙𝑎𝑟  is the available solar power (W), 𝐴𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑟, is the area of the absorber of the 

XCPC (m2), 𝐶𝑥, is the concentration ratio, and 𝐺 is the global solar radiation (W/m2). Also, the 

effective concentration ratio is the ratio of the collector aperture area, 𝐴𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒 , to the 

absorbing surface area as follows [67]: 

 
𝐶𝑥  =   

𝐴𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒
𝐴𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑟

 
5.3 

 

Artic Solar’s XCPC solar collector [66] is used to model solar thermal power. A schematic of 

the XCPC solar is shown in Figure 5.1, summarising the specification in Table 5.1.  

Table 5.1: Artic solar XCPC solar collector specification [66]. 

Parameter Value 

configuration East-west 

aperture area 2.41 m2 

length 2208 mm 

width 1220.63 mm 

height 295 mm 

weight (dry) 37.29 kg 

weight (wet) 39.29 kg 

fluid volume 2 litres 

concentration ratio 1.49X 

Outside diameter of the absorber riser tube 8 mm 

The thickness of the absorber riser tube 0.75 mm 

Absorber Fin Thickness 0.12 mm 

Absorber area 1.51 m2 

Flow Pattern A single U-bend flow tube 

Number of risers 3 per collector 

Recommended Flow Rate 3.29 litre/minute 
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Figure 5.1: Schematic of an XCPC medium-temperature collector (from Artic Solar [66]). 

 

The primary purpose of storage in solar heating and cooling systems is to overcome the 

mismatch between solar gains and heating and cooling loads [37,55,57]. For thermal energy 

systems, solar energy is generally stored as liquids, solids, or PCM [57]. Water is the most 

frequently used storage medium for liquid systems, even though other heat transfer fluids such 

as oil and water-glycol mixtures may be used. Additionally, the most common application of 

liquid system thermal storage is the integration of a hot water tank in the heating cycle of 

heating and cooling systems [53,55,57]. Water tank material includes copper, galvanised metal 

or concrete tanks, and the typical storage size is about 40-80 litres per square meter of solar 

collector area [57]. 

This solar design incorporates a hot water storage tank to store excess heat to be made available 

when the solar heat from the collector is not sufficient. Nonetheless, in some solar thermally 

powered cooling systems, such as absorption or adsorption chillers, excess cooling power from 

the solar-powered cooling systems can be stored in a cold storage unit [37,55]. This Chapter 

focuses on hot water storage tanks because the emphasis is on the power generated from the 

solar collector system and how solar heat can be used to meet building heating loads or the 

heating cycle of a thermally driven cooling system.      
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5.2.2 TRNSYS simulation model  

 

The total area of a solar collector array depends on the cost, available roof space, and the 

thermal load to be met by the solar power system. The building roof space area is 24.75 m2. 

Sixty per cent of the building roof space is expected to be covered with solar collectors so that 

the remainder can accommodate other system components such as storage tanks, pipes, pumps 

and chillers. Table 5.2 lists the parameters of the building and the solar, cooling and heating 

equipment used for calculating the available solar power and other energy performance 

calculations. The building roof space fill factor, in Table 5.2, is assumed to be 0.6, which is 

expressed as a fraction (1 being the total roof area). It is equivalent to 60% of the building's flat 

roof area being covered by solar thermal collectors. 

Artic Solar [66] data indicate the thermal efficiency of the XCPC solar collector when the mean 

temperature above ambient is 0-200 °C is between 60 - 74 %. As a result, 70 % solar collector 

thermal efficiency is selected for the solar and storage design. TRNSYS software calculates 

the global solar irradiance in Watts per square meter. Then, Equation 5.2 is used to calculate 

the available solar power. The heating power generated from the global solar irradiance is thus 

calculated using Equation 5.1. In contrast, the available cooling power from the cooling engine 

is calculated by multiplying the heating power calculated from Equation 5.1 by the cooling 

engine’s COP.  

Table 5.2: Artic solar XCPC solar collector specification 

 

Parameter Value 

Length of the building roof 5.5 m 

Width of the building roof 4.5 m 

Building roof space fill factor  0.6 

Building available roof area 14.85 m2 

CoP of solar-powered DACS 0.2 

The efficiency of the XCPC solar collector 0.7 

Room temperature setpoint (cooling)  24 °C 

Room temperature setpoint (heating)  20 °C 
 

 

The heating and cooling loads were calculated for the standard building in Chapter 4. The 

TRNSYS results are exported to spreadsheets for post-modelling analysis. Below are the 

fundamental questions solar and storage design would attempt to answer: 



113 

 

1. Can the dwelling’s heating and cooling needs be met using Artic Solar’s XCPC solar 

collector? 

2. What solar array and storage sizes would be required to achieve question 1? 

3. How significant are the heating and cooling power deficits if it is impossible? 

4. How can any power deficit be met? 

The assumptions used in the modelling of the solar and storage system design are described as 

follows: 

• The modelling focuses only on thermal energy analysis. Thus, any energy captured and 

stored is useful irrespective of the temperature. Also, the energy captured can be a finite 

number of small independent stores that can be raised to a desired useful temperature.  

• The XCPC solar capture is perfectly designed, aligned and oriented to capture the 

available solar energy.  

• There are no heat losses in transfer pipes in the operating system.  

• No pumps and parasitic energy are consumed in the operating system 

• A hot water storage tank is used to store excess heat.  

5.2.3 Solar energy capture  

 

The potential for direct solar heat capture to provide heating and cooling was evaluated for the 

TE house, as this is the next logical step after building insulation. The building roof was taken 

as the location of eight solar capture units, covering from 0.2 to 0.9 of the available area with 

specifications shown in Table 5.3. An assumption of zero loss and zero transient time was made 

between the capture location and its use in the building. No diurnal energy storage was assumed 

such that the net energy capture was reset to zero at midnight at the start of each day. In some 

ways, this "zero storage" scenario is a worst-case scenario, as some day-to-day energy 

accumulation would be expected. However, this modelling approach negates any issues related 

to the heat storage method (sensible, phase change or thermochemical), heat store loss, and 

buffering transient responses which might arise. The energy captured was used for direct 

heating using water for heat transfer.  

 𝑄ℎ𝑒𝑎𝑡 = ɳ𝐴𝑟𝑜𝑜𝑓𝑓𝑄𝑠𝑜𝑙𝑎𝑟  5.4 

 

where ɳ is solar capture efficiency, 𝐴𝑟𝑜𝑜𝑓 is the roof area (m2), 𝑓 is the fraction of the roof area 

covered by solar collectors, and 𝑄𝑠𝑜𝑙𝑎𝑟  is the available solar power (W/m2) from Equation 5.2. 
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Cooling was achieved using eight cooling machines proven for small-scale cooling [51,68]. 

The conversion from thermal energy input to cooling output for the cooling machine, 

effectively the COP, was taken from the literature [51] as 0.2 such that every 1 W/m2 of solar 

input resulted in 0.2 W/m2 of cooling.  

 𝑄𝑐𝑜𝑜𝑙 = ɳ𝐴𝑟𝑜𝑜𝑓𝑓β𝑄𝑠𝑜𝑙𝑎𝑟 5.5 

 

where β is the cooling system COP. The external concentrating solar collectors (XCPC) were 

used with a quoted thermal capture to solar irradiance efficiency of 0.7 under ideal conditions, 

resulting in a power rating of 1.235 KW peak for the 2.41 m2 solar collector area [66]. These 

solar collectors can generate hot water at a maximum temperature of 300°C, which is 

compatible with the absorption cooling system [51]. During the analysis, it was assumed that 

the mass flow through the solar collectors could be varied such that the cooling engine operated 

within its range of effective COP of 0.2 [51] with a water supply between 190 - 205 °C. The 

cost savings produced by adopting direct solar heating and cooling can be calculated by the 

product of the energy deficit and the unit energy cost. For cooling, this energy comes from an 

electrical supply, while heating is assumed to come from gas. 

Table 5.3: Solar heating and cooling simulation parameters. 

Solar Capture parameter Value 

Cooling machine COP (β) 0.2 

Energy capture efficiency (ɳ) 0.7 

Solar capture as fraction roof area (f) 0.6 fractional area unless otherwise stated  

(0.2 – 0.9 where varied) 

 

 

5.3 Solar energy performance results 

 

This section presents the solar energy and storage performance results for the four case study 

cities: Tunis, Volgograd, New Delhi, and Swansea. The following definitions are used in this 

section's presentation and analysis of solar energy performance. 
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• Deficit days are the number of days where insufficient energy could be harvested within 

24 hours to meet a day’s demand.  

• Days where required – is the number of days where there was a need to control the 

building room temperature.  

• Lag days are the number of days with some lag between demand and supply. This 

number usually equals the days when required, but not always.  

• Deficit hours are when insufficient energy can be harvested within the hour to meet the 

hourly load.  

• Power deficit– is the amount of wattage by which the building’s thermal load is over 

the available solar energy in a given time (e.g. per hour, day, and year). 

Figure 5.2 shows the typical year's total heating and cooling deficit hours for the four case 

study cities: Tunis, Volgograd, New Delhi, and Swansea. Swansea has the highest total heating 

deficit hours of 4024 hours, followed by Volgograd, Tunis and New Delhi at 3666 hours, 1925 

hours, and 432 hours, respectively. In contrast, for cooling, New Delhi has the highest total 

cooling deficit hours of 4260 hours, followed by Tunis, Volgograd, and Swansea at 1397 hours, 

1063 hours, and 0 hours, respectively. 

 

Figure 5.2: Cumulative deficit hours for Tunis, Volgograd, New Delhi, and Swansea. 

Figure 5.3 illustrates the typical year's total heating and cooling power deficits for Tunis, 

Volgograd, New Delhi, and Swansea. Volgograd has the highest total heating power deficit of 

1910 kW, followed by Swansea, Tunis and New Delhi at 1212 kW, 301 kW, and 42 kW, 

respectively. In contrast, for cooling, New Delhi has the highest total cooling power deficit of 
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945 kW, followed by Tunis, Volgograd, and Swansea at 140 kW, 120 kW, and 0 kW, 

respectively. Volgograd has more heating power deficit than Swansea, although its heating 

deficit hours are less than Swansea's.  

 

Figure 5.3: Cumulative power deficit for Tunis, Volgograd, New Delhi, and Swansea. 

5.3.1 Supply by solar  

 

With a TE building, the second stage of an NZEB can be modelled by adopting solar thermal 

technology. At a roof coverage of 0.6 fractional area of the solar collector, there is a number of 

days when there is a net deficit within the day, i.e., less energy is captured than is used, and the 

number of days where there exists some lag between the demand and the availability of supply, 

Figure 5.4.  

For Tunis, there are no days when there is a net deficit in energy, but there are over 150 days 

when there is a lag in demand/supply. For Volgograd, there are around 240 days when there is 

some lag between the demand and supply and a further 70 days when the quantity of energy 

could be insufficient to heat the building. For Swansea, there are 291 days when there is a lag 

between the demand and supply and 76 days when there is insufficient energy from the solar 

supply to meet the heating demand. For New Delhi, cooling is required for 280 days of the 

year, with most days lag between when cooling is needed and when sufficient solar energy is 

available to drive the cooling machine. There is also a lag of around 50 days between the early 

morning heat demand and the availability of solar energy for heating.  
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Examination of the hourly cooling and heating loads during peak demand times can be useful 

to determine the root cause of the energy demand. It can also help to identify any storage 

capability that may be required and the timing of any diurnal lag. Two time periods, February 

5-7 (winter) and July 22-24 (summer), were selected to study the hourly heating and cooling 

loads for the four climatic locations. The winter and summer comparison periods were chosen 

so that there were three consecutive days of recorded heating and cooling demand, respectively, 

for all four climatic locations.  

Figure 5.5 shows the hourly heating and cooling load, solar power, and ambient temperature 

variation for Tunis, Volgograd, New Delhi, and Swansea for winter (5-7 February) and summer 

(22-24 July). The available solar energy for heating and cooling was calculated according to 

equations 2 and 3. In all instances, sufficient solar-derived power is available in the middle of 

the day to meet the heating and cooling demand. However, there are considerable differences 

in the behaviour outside the middle of the day. 

 

  
 

Figure 5.4: Analysis of the number of days with an energy deficit and at least an hour's lag 

between demand and supply (An area roof fraction of 0.6). 

 

 

 

Tunis 

Volgograd 

New Delhi 
Swansea 
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 Winter (5-7th February) Summer (22-24th July) 

 

 

 

Tunis 

(a) (b) 

 

 

 

Volgograd 

(c) (d) 

 

 

 

New Delhi 

(e) (f) 

 

 

 

Swansea 

(g) (h) 

 

Figure 5.5: Hourly heating and cooling loads compared to solar availability for TE buildings 

in Tunis, Volgograd, New Delhi, and Swansea for winter (5-7 February) and summer (22-24 

July). 
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During the winter in Tunis, there is a heating demand which cannot be met by the available 

solar heating from the early evening to around 6 a.m., Figure 5.5 (a). During summer, there is 

a continuous demand for cooling in the 200 – 400 W range, but solar can only provide this for 

around 12 hours a day, Figure 5.5 (b). For Volgograd, there is a more continuous winter heating 

demand of approximately 1000 W throughout the day and night, which can only be met by 

solar for around 8 hours daily, Figure 5.5 (c). A similar lack of supply is created during summer 

when the cooling demand exceeds the available solar supply for all but 4 hours around mid-

day, Figure 5.5 (d). For New Delhi, there is minimal heat demand/supply lag of around 80 W 

in a winter morning while there is a continuous 400 – 600 W cooling demand, which is met by 

the solar supply for around 12 hours a day, Figure 5.5 (e & f). For Swansea, a continuous winter 

heating load of around 500 W is required, which is met by solar supply for approximately 5 

hours around mid-day, while the summer cooling load is readily surpassed by the available 

solar-powered cooling machine supply, Figure 7 (g & h).  

The primary cause of the temporal lag mismatch is cooling or heating at the start of each day 

as temperatures rise before sufficient solar energy is available to heat or cool the building. In 

heating and cooling, increasing the fraction of the roof covered by the roof area can, in some 

instances, reduce the number of deficit days, but it does not eradicate issues where demand is 

greater than the supply, Figure 5.6. For Tunis, the deficit days can be reduced to zero with 0.6 

fractional roof space dedicated to solar collectors, Figure 5.6 (a). Zero deficit cooling days can 

be achieved for Volgograd with only 0.5 fractional roof space allocated to solar collectors. 

However, there are always over 40 days per year when the solar collectors will not meet the 

heating demand, irrespective of the size of the solar collector, Figure 5.6 (b).  

This lag can be associated with the low local temperatures and the limited sunlight available 

during the coldest winter months. Extending the solar collector size to 0.95 fractional area of 

the available roof space eventually results in the entire year's cooling demand being met in 

New Delhi, but an area fraction of 0.25 means a cooling deficit for around half the year, Figure 

5.6 (c). The challenge of meeting the heat demand in Swansea follows a similar pattern to 

Volgograd, with a plateau of about 40 days when there is insufficient energy captured to heat 

the building, irrespective of the area of the solar collectors, Figure 5.6 (d). The surplus cooling 

energy during summer would be best stored as a cooling liquid within the building to meet any 

daily temporal lag between supply and demand, e.g., late evening or early morning. Storing as 

a cooled liquid is less challenging than storing at temperatures > 190 °C; from a safety 

perspective, temperature differences (hence losses) are lower, and a more significant dynamic 
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response will be achieved. The sizing and design of the storage will be examined in a later 

chapter. 

  

(a) Tunis (b) Volgograd 

  

(c) New Delhi (d) Swansea 

 

Figure 5.6: The impact of scaling the roof collector on the number of deficit days. 

5.3.2 Deficit hours/day and Watt deficit/day 

 

Figure 5.7 presents the deficit hours per day for the T.E. building in the four climatic zones in 

a typical meteorological year from Jan. 1 to Dec. 31. For Tunis, the heating deficit hours occur 

only in winter and spring, not summer because there is no heating load from May to October, 

Figure 5.7 (a). For Volgograd, the number of deficit hours for heating is more prominent in 

winter, and there are no deficit hours in summer from mid-May to early September, Figure 5.7 

(b). For New Delhi, the heating deficit hours occur only in winter (December to February) 

when there is a recorded heating load in the building, Figure 5.7 (c).  
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For Swansea, as expected, the number of deficit hours for heating is more prominent in winter 

and less in summer because the building heating demand is higher in winter than in summer, 

Figure 5.7 (d). Figure 5.8 shows the power deficit per day for the four climatic locations. Tunis 

and New Delhi have no power deficits throughout the year due to the available solar power to 

meet the heating demand in 24 hours, Figure 5.8 (a & c). For Volgograd, of the 70 days where 

power deficits were recorded, 0.6 – 20 kWh would be required to meet the building heating 

demand from November to January, Figure 5.8 (c). For Swansea, of the 76 days where power 

deficits were recorded, 0.4 – 10 kWh would be required to meet the building heating demand 

from November to February, Figure 5.8 (d). 

  

(a) Tunis (b) Volgograd 

 

 

(c) New Delhi (d) Swansea 

 

Figure 5.7: Deficit hours per day for heating over the year. 

Figure 5.9 shows the peak heating demand time for the four climatic zones. Most of the peak 

heating deficit occurs in the evening, with the pronounced deficits occurring between 0 and 7 
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a.m. For Volgograd and Swansea, no cooling peak is shown because there are no cooling deficit 

days, as shown in Figure 5.4.  

 

  

(a) Tunis (b) Volgograd 

  

(c) New Delhi (d) Swansea 

 

Figure 5.8: Power deficit per day over the year. 
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(a) Tunis (b) Volgograd 

  

(c) New Delhi (d) Swansea 

 

Figure 5.9: Hourly heating and cooling time of the day for the four climatic regions. 

5.3.3 Energy from the hot thermal store 

 

Figure 5.10 shows the cumulative energy captured in a perfectly insulated storage tank for the 

four climatic zones. For Tunis, the total annual heating load demand from the building is 339 

kWh; 237757 times more stored solar energy is available than the heating demand, even under 

different modelling start dates of January and July, Figure 5.10 (a). For all climatic locations, 

the energy stored for the July modelling start date starts higher than the January start date 

because of the high solar irradiance levels providing the heat source to the storage medium. 

For Volgograd, the total annual heating load demand from the building is 2566 kWh.  

Well over 22581 times more stored solar energy is available than the heating demand for the 

different modelling start dates of January and July, Figure 5.10 (b). New Delhi’s total annual 
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heating load demand from the building is 42 kWh; thus, more stored solar energy is available 

than the heating load for the different modelling start dates of January and July, Figure 5.10 

(c). Swansea’s total annual heating load demand from the standard building is 1677 kWh, 

approximately four times more stored solar energy available than the heating demand, even 

under different modelling start dates of January and July, Figure 5.10 (d).  

 

  

(a) Tunis (b) Volgograd 

  

(c) New Delhi (d) Swansea 

 

Figure 5.10: Cumulative heat energy available for a perfect thermal energy store over the year.  

5.4 Discussion 

 

TRNSYS modelling software has been used to model the heat production from a solar and 

storage design that meets a standard building’s cooling and heating loads for Tunis, Volgograd, 

New Delhi, and Swansea climates. The solar collector and storage system design includes the 
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type and sizing of an XCPC solar collector, water as the heat transfer fluid, and a water-based 

thermal store. The performance analysis was based on the heat energy production of the solar 

collector and storage design.  

The results showed that TRNSYS software could calculate the heat energy generation of  

XCPC solar collectors. Theoretical models presented by Widyolar et al. [67] allowed the 

calculation of the XCPC solar collector’s thermal energy outputs from the TRNSYS-modelled 

solar irradiance for the local climate. In any case, the design approach was to investigate how 

well the heat energy produced by the solar collector can be used to meet the standard building’s 

heating and cooling loads. The main emphasis has been on meeting the building’s heating 

demand, even though some comparable results for cooling are presented. This is because the 

energy analysis that does not consider the equivalent temperature will be more relevant for 

heating with low temperature (below 90 °C) than the solar-powered DACS, which needs high 

temperature (above 166 °C). Thus, Chapter Seven explores the temperature analysis for solar 

heat production for solar-powered DACS.  

As expected, the predominantly cold climates, Swansea and Volgograd, had higher heating 

deficit hours than the mostly hot climates, New Delhi and Tunis. Likewise, mostly hot climates, 

New Delhi and Tunis, recorded higher cooling deficit hours than the predominantly cold 

climates, Swansea and Volgograd. Although Swansea recorded the highest total heating deficit 

hours of 4024 hours compared to Volgograd’s 3666 hours, Volgograd recorded the highest 

total heating power deficit of 1910 kWh compared to Swansea’s 1212 kWh. Volgograd’s total 

heating power deficit results in a higher magnitude than Swansea’s because the building’s 

annual heating load is higher for Volgograd (2566.6 kWh) than for Swansea (1677 kWh).   

Tunis has a high total heating deficit hours, about 52% of that of Volgograd, and the total 

heating power deficit is 15.7% of that of Volgograd. This is because solar heat is more available 

in Tunis in the winter than Volgograd. Besides, most of the Tunis deficit hours occur at night 

with a low heating power deficit, compared to Volgograd’s large amounts of heating power 

deficits during the daytime with less available solar power. Additionally, Tunis has no heating 

deficit days compared to Volgograd’s recorded 70 heating deficit days in the year.  

The energy analysis for the four case study cities indicates that peak heating and cooling mainly 

occur between 0:00 and 07:00. Therefore, the indoor heating temperature setting of 20 °C can 

be lowered to reduce the building’s heating load, or warm clothing   
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can be worn in the building space. For Tunis and New Delhi, the design analysis showed that 

the solar collector sizing could be increased to cover the building roof space to meet all the 

building’s heating and cooling needs.  

In contrast, for Swansea and Volgograd, covering all the building roof space with solar 

collectors could meet the building cooling demand but have 40 and 48 annual heating deficit 

days, respectively. As a result, it was necessary to incorporate thermal energy storage for 

Swansea and Volgograd solar design to meet all the building’s heating loads. Thermal storage 

provides stored energy capable of meeting the heating demands of Swansea and Volgograd. 

However, the analysis is limited because it is based on the thermal store being a perfect thermal 

store with no account for the practical heat loss expected in energy storage systems. Future 

solar and storage design must include the heat loss rates typical of water-based thermal storage 

systems.  

Solar design has been applied to a standard building in four case studies of climatic regions. 

However, the design methodology applies to large buildings such as high-rise apartments, 

offices, hospitals, warehouses, and schools. Further solar design investigation can include 

modification of the solar collector type and efficiency, concentration ratio collector aperture 

and absorber area and how that impacts the solar thermal energy performance. Further 

investigation can include design modifications such as using diverse performance figures of 

various cooling engines and modifying the building’s room temperature setpoints.  

5.5 Conclusion  

 

TRNSYS modelling software has been used to model the heat production from a solar and 

storage design that meets a standard building’s cooling and heating loads for Tunis, Volgograd, 

New Delhi, and Swansea climates. The conclusions drawn from the study are: 

1. It is possible to calculate the solar heat energy generated from an XCPC solar collector 

using the data from solar irradiation recorded from TRNSYS software.  

2. Swansea recorded the highest total heating deficit hours than Volgograd. However, 

Volgograd's total heating power deficit is of a higher magnitude than that of Swansea 

because the building’s annual heating load is higher for Volgograd than for Swansea.  

3. Tunis’s total heating deficit hours is 52% of Volgograd’s. However, the total heating 

power deficit is at a lower value of 15% than that of Volgograd because solar heat is 
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more available for Tunis in the winter than for Volgograd, and Tunis has no heating 

deficit days compared to Volgograd’s recorded 70 heating deficit days.  

4.  For Tunis and New Delhi, the building's roofing space has enough area to cover the 

solar collector and meet all the building’s heating and cooling power needs. 

5. For Swansea and Volgograd, the solar collector area can be increased to cover the 

building's roof space and meet all the building’s cooling loads. Nonetheless, thermal 

storage is needed to generate enough energy to meet the Swansea and Volgograd 

buildings' heating energy demands. 
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Chapter 6 : Diffusion absorption cooling engine performance 

 

6.1 Introduction 

 

Chapter 5 presented the results for the solar power captured by an XCPC solar collector in four 

climatically varying locations in Tunis, Volgograd, New Delhi, and Swansea. This Chapter 

presents the thermodynamic modelling of the solar-powered DACS and compares the 

modelling results with experimental data in published literature. Also, this Chapter presents the 

optimum generator temperature and power to meet the building's cooling demand. The 

modelling results are presented in section 6.3. The modelling results are compared to the 

literature in section 6.4 before the conclusion in section 6.5.  

6.2 How the solar-powered, NH3-H2O-H2 DACS cooling system is modelled 

 

This section presents how a new model of NH3-H2O-H2, DACS cooling cycle, is developed 

using EES modelling software. The thermodynamic model used to study the DACC cooling 

cycle is based on mathematical equations presented by Starace and De Pascalis [142]. The 

thermodynamic model is widely cited in the published literature and has relative ease of 

implementation. This model is used because it was applied in the accompanying experimental 

model studied by Najjaran et al. [51].  

Mass balances are written for each DACS component as detailed in the equations presented in 

section 3.2.2.3, and the assumptions used in modelling the DACS are presented in section 

3.2.2.1. The thermodynamic equations, the model inputs and the mass, ammonia, and energy 

balances of each component are presented in Appendix B.  

Creating the diffusion absorption cooling cycle's thermodynamic model in EES can be 

challenging when writing many equations to prevent errors. The thermodynamic equations are 

entered in EES, component by component, to minimise complexity in modelling the DACS 

cooling cycle. It is standard practice in EES to break many equations into smaller subsections 

that can be checked more efficiently [114]. The sequence of the thermodynamic modelling 

procedure applied in EES is illustrated in Figure 6.1 and described in this section.  

The thermodynamic model of the NH3-H2O-H2 diffusion absorption chiller is based on the 

steady-state conditions of the mass and energy balances. The DACS cooling cycle consists of 

a generator, rectifier, condenser, evaporator, gas heat exchanger, absorber, reservoir tank, and 

solution heat exchanger [141]. The purpose of the modelling is to determine the capacity of the 
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generator and evaporator, the mass flow rates in the cycle, the pressure and enthalpy of each 

state point, and the CoP of the DACS system. The lowest generator temperature below which 

the cooling process will not operate is determined from the EES results. It is a good practice in 

EES to specify the unit system utilised at the start of the modelling steps [114,123].  

 

Figure 6.1: Schematic representation of the thermodynamic modelling procedure applied in 

EES. 

6.2.1 Model inputs – mass balance, mass fraction, temperature, quality, and pressure 

 

The fundamental strategy in mass balance analysis is to use the mass fractions from the known 

values in the literature and then solve the mass balances based on the known/assumed mass 

fractions to calculate the unknown mass flow rate. For each component in the cooling cycle, a 

number of mass balances are written equivalent to the number of species in the working fluid. 

The mass fractions of the streams are defined by other constraints in the respective component 

model equations, as detailed in the energy balances and heat transfer equations. For the 

theoretical analysis in EES, the mass fractions of all the streams are assumed to be known. 

Likewise, the temperature, quality and pressure data are known based on Najjaran et al. [51] 

paper.  
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In addition, the solution mass flow rate in the generator and the temperature of fluids in the 

stream are assumed to be known. The DACS components are treated as having a single inlet 

and output. The solution heat exchanger falls into this category because the different streams 

in the exchanger do not mix. The working stream composition is assumed to not change across 

the component, so the inlet and outlet mass flow rates are equal. Pressure losses are neglected; 

thus, two pressure levels exist in the cooling cycle [51]. The low pressure is determined by the 

saturation conditions at the evaporator exit [45,142], and it is calculated from EES property 

relations for temperature, mass fraction, and quality. The high pressure is defined by the 

saturation conditions at the generator exit towards the condenser [142], determined from EES 

property relations based on temperature, mass fraction, and quality.    

The model inputs are computed in a few lines under the sub-heading of mass balance, mass 

fraction, temperature, quality, and pressure. That way, errors are minimised, and it is easy to 

trace and rectify any issues in the model as it is being developed [114]. 

6.2.2 Mass, ammonia, and energy balances for each component 

 

The next step is to write the energy balances. The energy balance is written for each DACS 

component, and it accounts for the energy flowing in and out from the cooling system with 

mass flow rates and heat transfer mechanisms. An inter-joining of adjacent state points exists 

that couples between DACS components and enables systems equations to be solved 

simultaneously in EES [259]. The thermodynamic set of steady-state equations is non-linear, 

coupled, algebraic equations. Thus, the equations are coupled in that the operating conditions 

in one component affect the adjacent component (or components) through the changes in state 

points and flow rate. The assumption that the working fluid exiting the generator and bubble 

pump, the absorber and the condenser are saturated liquid and the fluid exiting the evaporator 

is a saturated vapour ignores sensible heat effects and simplifies the modelling [142]. 

The mass and ammonia balances precede the energy balance assessment for the component 

modelling. The mass balance is based on the mass flow rates for the state point; the ammonia 

balance is based on a combination of mass flow rate and mass fraction or quality. For example, 

the ammonia balance for the generator is based on the derivation based on mass flow rate and 

mass fraction. At the same time, the ammonia balance for the rectifier is derived from the mass 

flow rate, quality, and mass fraction [141,142].  
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Herold et al. [260] have demonstrated that the Newton-Raphson calculation method can be 

used to solve algebraic equations because it can be formulated in multiple dimensions such that 

each unknown cycle variable represents one dimension. A fundamental requirement of the 

method is the number of equations equals the number of unknowns, and there must be an initial 

guess value for each unknown. In this modelling, the guess values are the known inputs from 

the experimental research paper. Each iteration in the Newton-Raphson method brings the 

entire system closer to a solution by calculating a correction to each unknown. Where the 

problem is formulated in vector notation, the unknowns can be represented in vector form, such 

that the correction at each iteration is a correction vector [114,123].  

Linearisation of the set of equations based on the guess values computes the correction vector. 

The numerical linearisation is achieved by evaluating the derivative of each equation for the 

independent variables. Two limitations of using the Newton-Raphson calculation method in 

solving the sets of nonlinear algebraic equations are multiple solutions and lack of convergence 

from a specific guess value. Firstly, solving non-linear equations can lead to multiple possible 

solutions. Thus, when the EES iterative solver converges on a solution, care must be taken to 

examine whether the solution is valid for the problem of interest. The second issue is the 

divergence of the iteration, which can occur when the guess values for the independent 

variables are far from a solution [114].  

EES is incorporated with the required property data for ammonia, water, and hydrogen [199]. 

The specific enthalpy values are related to other state-point variables such as temperature, 

pressure, mass fraction and quality. As a result, the specific enthalpy for each state is used to 

evaluate the energy balance. The specific enthalpy values rely on the thermodynamic state, 

which depends on the operating conditions of the adjacent state points. For example, the 

specific enthalpy can be determined since the temperature, pressure, and quality at state 3 

(generator exit) are known. Likewise, the known mass fraction, pressure, and quality at state 5 

(rectifier exit) allow the specific enthalpy at that point to be calculated [114].  

The specific enthalpy calculation for the other DACS components follows a similar fashion, 

except for the state points for the inert gas at the top of the absorber (ℎ8,𝑖𝑔) and at the evaporator 

exit (ℎ10,𝑖𝑔). Starace and De Pascalis [142] suggest that the evaporator and the GHX can be 

treated as a single control volume, and the specific enthalpy, ℎ10,𝑖𝑔, can be deduced from the 

product of the specific heat of hydrogen and the temperature at the evaporator exit. Likewise, 

ℎ8,𝑖𝑔 , is determined from the product of the specific heat of hydrogen and the corresponding 
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temperature measured at the absorber entry. Besides, to determine ℎ10,𝑖𝑔 and ℎ8,𝑖𝑔 , it is assumed 

that the refrigerant temperature equates to the auxiliary gas temperature at the GHX exit and 

the absorber entry. The modelling ends with calculating the coefficient of performance (CoP), 

the ratio of the evaporator cooling output power to the generator heat input [51,142].  

6.3 Simulated performance evaluation  

 

This section presents and discusses the results showing the DACS system performance using 

the thermodynamic equations presented by Starace and De Pascalis [142] for different 

boundary conditions [16]. Research by Jakob et al. [16] indicates that the rich solution in the 

thermally driven bubble pump strongly depends on the generator heating temperature and the 

external heating circuit mass flow rate. Also, the generator temperature affects the internal 

bubble pump temperature and, as a result, the corresponding enthalpies.  

The modelling results for the DACS illustrate its thermodynamic performance under steady-

state design conditions. The COP of the DACS is defined as the ratio of the useful cooling 

effect produced to the energy input required, Equation 3.7. The evaporator delivers the cooling 

capacity while the heat energy input is achieved at the generator compartment. The modelling 

results comprise the COP and cooling capacity with the corresponding generator power, Figure 

6.2.  

The COP increases to a peak value of 0.3 as the generator increases from 258 W to 407 W. 

After that, the COP reduces to 0.01 as the generator power increases from 407 W to 658 W. It 

is seen that the cooling capacity increases from 13 W to 114 W as the generator power increases 

from 258 W to 407 W and then reduces to 7 W as the generator power increases from 407 W 

to 658 W. Najjaran et al. [51] suggest that at higher generator power, there is higher water 

vapour content carried from the rectifier through the condenser to the evaporator, consequently 

reducing the achievable cooling output. The excessive heat is rejected in the rectifier at lower 

generator power, resulting in condensation and a lower flow rate of the ammonia refrigerant 

delivered via the condenser to the evaporator, consequently reducing the achievable cooling 

output. 

The system pressure is assumed to be constant at a given generator power. However, during 

operation, the system pressure is expected to decrease by as much as 15-20 % based on the 

continuous supply of heat at the generator [51].  
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Figure 6.2: Simulated DACS system generator power plotted against coefficient of 

performance (CoP) and the cooling power from the evaporator (Qevap). 

6.4 The model comparisons with published literature 

 

Many studies have been published on the theoretical and experimental energy performance of 

the DACS cooling cycle. This section presents the key findings from such theoretical 

simulations and experimental results published in the literature. Some of the main work and 

results are summarised in Table 6.1.  

Yildiz and Ersoz [231] performed theoretical and experimental analyses of an ammonia-water 

DACC cycle with helium as the auxiliary gas based on energy balances and the coefficient of 

performance (CoP). Their research used the REFPROP software to model ammonia-water 

solution thermodynamic properties at various components. It demonstrated that heat gain 

occurs in the evaporator and generator components as the heat losses occur in the absorber, 

condenser, rectifier, and solution heat exchanger (SHX). Yousfi et al. [261] performed 

experiments with a DACS chiller at varying generator temperature, cooling water and chilled 

water temperatures and demonstrated that increasing the generator temperature does not always 

increase the CoP and suggested this could be due to the system heat and mass transfer 

limitations and irreversibility.  
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Table 6.1: Summary of main published work 

Authors Main work Main results 

Yildiz and 

Ersoz [231] 

Theoretical and experimental 

analyses of NH3-H2O-He DACS 
cycle based on mass and energy 

balances and CoP.  

Temperature and pressure are the dominant 

determinants of the DACS system's 
characteristics.  

Cooling capacity and CoP were 10 W and 

0.19, respectively.  
  

Yousfi et al. 

[261] 

Theoretical and experimental 

analyses of NH3-H2O-H2 DACS 

cycle investigating the influence of 
varying generator temperature, 

cooling water and chilled water 

temperatures.  

Operating DACS at low generator 

temperature and controlling chiller cooling 

capacity is preferable. 
The inlet temperature of the water-cooled 

condenser affects the total system pressure 

and efficiency of ammonia condensation.  
Cooling capacity and CoP were 4.5 kW and 

0.45, respectively.  

 

Mansouri et 

al. [140] 

Numerical simulations of NH3-

H2O-H2 DACS cycle using Aspen-

plus simulation software.  

The Aspen-plus simulation tool was used to 

show three primary pressure levels for the 

components in the cooling cycle. 

Optimal CoP of 0.16 at a generator 
temperature of 167 °C with a power supply 

of 46 W. 

Chaves et al. 
[259]  

Numerical simulations and 
experimental study of NH3-H2O-H2 

DACS cycle based on mass and 

energy balances.  

The ambient temperature influences the 
operating temperature in the evaporator, 

rectifier, generator, reservoir, and condenser.  

It is preferable to operate DACS at low 
generator temperatures.  

Pérez-García 

et al. [43] 

Theoretical modelling and 

experimental study of NH3-H2O-H2 
DACS cycle focussed on 

determining component outlet 

temperatures, bubble pump fluid 

mass flows and the system.  

The geometrical characteristics of the DACS 

influence the operational conditions of each 
component of the cooling cycle. 

The maximum recorded CoP was 0.15. 

Jacob et al. 

[16] 

Development, experimentation, and 

simulation of a solar-powered NH3-

H2O-He DACS for air-conditioning 
application. 

The bubble pump's rich solution mass flow 

rate highly depends on the generator 

temperature and the heating source's fluid 
mass flow rate. 

It is preferable to operate DACS at low 

generator temperatures. 

Cooling capacity and CoP were 2.5 kW and 
0.38, respectively. 

Najjaran et 

al. [51] 

Theoretical analysis and 

experimental evaluation of NH3-
H2O-H2 DACS cycle of a 100 W 

cooling capacity DACS unit under 

varying heating source power and 
generator temperature.  

It is preferable to operate DACS at low 

generator temperatures. 
The measured cooling output ranged between 

24 and 108W, with CoP between 0.11 and 

0.26; a peak CoP of 0.26 was recorded at the 
300 W generator heat source. 
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Also, their research indicates that it may be possible that the total surface area in the evaporator 

chamber is not utilised for the liquid ammonia such that residual ammonia liquid falls directly 

into the absorber chamber. Furthermore, their research demonstrates that inlet cooling water 

temperature directly affects the total system pressure and high efficiency of ammonia 

condensation and lower heat rejection temperature in the condenser (less than 24 °C) is 

preferred because there is high-purity ammonia liquid reaching the evaporator to improve the 

cooling output.  

Mansouri et al. [140] used an Aspen-Plus modelling software to predict the steady-state 

operation of DACS and three primary pressure levels for the components in the cooling cycle. 

The evaporator, GHX, and absorber had a low-pressure level (< 5 bar); the solution heat 

exchanger was at a mid-pressure level (around 10 bar); and the generator, rectifier, and 

condenser were at a high-pressure level (> 20 bar).  Chaves et al. [259] performed numerical 

simulations using EES software. Their results indicate that the ambient temperature influences 

the operating temperature in various components such as the evaporator, rectifier, generator, 

reservoir, and condenser. Like Yousfi et al., their results indicated that the refrigerator’s 

performance increases as the generator’s power decreases.  

Pérez-García et al. [43] used EES software to undertake theoretical modelling along with an 

experimental study of a small capacity DACS that demonstrated the impact of geometrical 

characteristics and operational conditions of the different components of the cooling cycle. 

Jacob et al. [16] presented the development, experimentation and simulation of a solar heat-

powered ammonia-water DACS. They showed that for a thermally driven bubble pump, the 

rich solution mass flow rate in the bubble pump is highly dependent on the generator 

temperature and the heating source’s fluid mass flow rate. Also, the generator temperature 

influences the various specific enthalpies of the components.     

Najjaran et al. [51] performed a detailed experimental evaluation of a 100 W cooling capacity 

DACS unit. The heating source varied between 150 and 700 W, resulting in a corresponding 

generator temperature range of 175 to 215 °C. The measured cooling output ranged between 

24 and 108W, with CoP between 0.11 and 0.26, the highest CoP recorded at a 300 W generator 

heat source. The cooling output increases as the generator heat input increases from 103 W to 

400 W, after which it plateaus to a maximum value of 103 W ± 5 W, followed by a decrease 

in cooling output at generator inputs greater than 650W. Likewise, the measured CoP reaches 

a peak value of 0.26 at a generator heat source of 300 W. Their results are in sync with the 
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previous observation of this theoretical research study, where higher generator temperature 

does not lead to higher CoP throughout the design. Their research suggests that the possible 

reason for this phenomenon is that excess heat makes it difficult to be rejected in the rectifier, 

causing progressively higher water vapour to the condenser and evaporator, limiting the 

resultant cooling output.  

Figure 6.3 shows the cooling power plotted against the generator power from the experimental 

results received from Najjaran et al. [51]. The maximum cooling output is recorded when the 

generator heat input is between 500 and 650 W. 

 

 

 

(a) Cooling 

power 

 

 

 

(b) COP 

 

Figure 6.3: Comparing the generator power and the cooling capacity and coefficient of 

performance (CoP) (theoretical results from this study  and experimental data received from 

[51]). 
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Figure 6.4 shows the cooling power plotted against the generator temperature, where the 

maximum cooling capacity is recorded for the generator temperature between 190 and 205 °C. 

The manufacturer’s stated system pressure is 22 bar, yet the pressure was not measured in the 

experimental setup. The EES modelling results agree with other theoretical study patterns, e.g., 

smaller generator power capable of achieving high cooling capacity and heat gain to the 

generator and evaporator from the building's cooling demand. The calculated EES modelling 

results based on Starace and De Pascalis thermodynamic model did not closely follow the 

experimental data in the published literature [51]. Likewise, other theoretical studies 

[141,262,263] do not closely follow the experimental data in the published literature [51]. The 

theoretical modelling results outside the peak generator power are poor, under-predicting the 

cooling power and the COP.  

 

 

Figure 6.4: Experimental DACS system cooling power plotted against generator temperature 

(data received from [51]). 

Practical DACS cooling engines involve simultaneous, complex multi-component heat and 

mass transfer processes, each with unique thermophysical properties of the refrigerant (NH3), 

absorbent (H2O), and inert gas (H2) working fluids [43,45,46]. Theoretical modelling of an 

absorption refrigeration unit by Micallef et al. [264] suggests the limitations in the simplicity 

of the mass and heat transfer equations, such as the inability to simultaneously change each 

variable, influences accurately predicting the nonlinear behaviour and temperature and mass 

concentration gradients. The working fluids of the DACS cooling engine could develop non-

ideal gas behaviour deviating from the liquid mixture behaviour predicted by Raoult’s Law 
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[136], affecting the cooling engine system performance deviating from the static vapour 

pressures [46,217,218] assumed in the simple mass and heat transfer theoretical models. Any 

deviation in the DACS’s operating pressure will likely impact the modelling performance, 

considering that Yildiz and Ersoz's [231] research indicates that system operating pressure and 

temperature are the dominant determinants of the DACS system's characteristics.   

Moreover, the simplified mass and heat transfer thermodynamic equations do not adequately 

account for the critical geometric surface irregularities [218,265,266], such as the wick 

structures in the absorber and evaporator, and the local surrounding conditions [51,261], e.g., 

the humidity, ambient temperature, and wind speed, that could influence component 

performance in practice or experiments. A theoretical thermodynamic model such as the DACS 

cooling engine's accuracy depends on the reliability of the thermophysical property data 

[43,44,141], including density, thermal conductivity, viscosity, and solubility of NH3-H2O 

mixtures. Whist EES software [199] in-built functions for the thermodynamic and transport 

properties of the NH3-H2O-H2 working fluids were used, and the experimental measurement 

could be used to accurately determine the real thermophysical properties together, particularly 

at equilibrium. Coquelet et al. [267] suggest developing experimentation equipment utilising 

small sample quantities and in-situ analysis techniques is essential.  

6.5 Conclusion 

 

The EES software is an effective tool for modelling the diffusion absorption cooling cycle 

using thermodynamic equations. The EES modelling results compare well to other patterns, 

such as the expected heat gain pattern in the evaporator and generator, showing that smaller 

generator power can achieve high cooling capacity. However, the EES modelling results do 

not follow closely with the experimental data in published literature, which could be due to 

factors such as the impact of geometrical characteristics and operational conditions such as 

mass flow rate, total system pressure, the efficiency of ammonia condensation, and lower heat 

rejection temperature. As a result, the experimental data is used for the subsequent design of 

the solar collector and storage tank systems needed to meet the building cooling loads.  
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Chapter 7 : Solar collector and storage design for a diffusion absorption cooling engine 

in New Delhi and Volgograd 

 

7.1 Introduction  

 

Chapter 6 identified the generator's temperature and power needed to meet a building's cooling 

demand. This Chapter presents the design approach for determining the optimum dimensioning 

and sizing of solar collectors and storage required to meet the generator temperature or power 

requirements identified in Chapter 6. Thus, this section presents the design philosophy for the 

solar and storage part of the solar-powered DACS system. Section 7.2 explains the design 

methodology used to complete the solar and storage design modelling. Section 7.3 presents the 

results of the solar and storage design, followed by the discussion of the results and the 

conclusion in sections 7.4 and 7.5, respectively.  

7.2 Methodology  

 

7.2.1 The design approach and dimensioning 

  

This section presents the rationale for choosing an optimised solar energy capture and storage 

to meet the required generator temperature or power for building cooling. Henning [37,55] 

proposes designing a solar capture and storage system implies dimensioning and sizing the 

solar collector and heat storage units. As a result, this design aims to maximise the energy 

generation based on solar collectors and storage as practically as possible. Any lag in the heat 

demand can be explored with an auxiliary heating source. Figure 7.1 illustrates the connection 

between the DACS, solar collector, hot store, and heat exchanger delivering cold air to the 

building.  

Figure 7.2 shows the design approach for the solar collector and heat storage systems required 

for the solar-powered DACS. The design uses the solar collector area specified by the 

manufacturer Artic Solar in their technical specification datasheet [66]. The Artic Solar XCPC 

solar collector datasheet indicates the solar collector can achieve temperatures over 200 °C at 

more than 50% efficiency and has a 2.41 m2 collector aperture area. After selecting the 

minimum solar collector, the next step is to apply the rule of thumb to determine the required 

storage volume [55].  



140 
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Hot Store

Heat Store Mode

Hot store loop

Valves

Simplified DACS – SHX, GHX, reservoir, rectifier, 

bubble pump (not shown)  

Figure 7.1: Schematic showing the connections between the solar collector, DACS, hot store, 

and heat exchanger delivering cold air to the building. 

The collector area

Rules of thumb for initial 
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Computer design 
simulation using TRNSYS

Maximise solar thermal 
energy capture 
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Figure 7.2: The design approach for the solar collector and heat storage systems. 

A buffer storage system is employed in the solar design to store the solar fluid from the 

collector and return the stored liquid to the generator component of the DACS when needed. 

Mugnier et al. [230] suggest that a typical hot water storage volume for an absorption cooling 

system ranges from 10 – 50 litres/m2 of collector area; the lower end of the range is 

recommended for solar cooling and to minimise heat loss. Based on Mugnier et al. [230] 
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recommendation, the lowest end of 10 litres/m2 of the collector area is selected as the starting 

point for the computer design simulation in the TRNSYS software. TRNSYS software is 

applied for solar design because it has the unique capabilities to model solar collector and 

thermal energy systems [171,174,268]. The parameters investigated are summarised in Table 

7.1. Figure 7.3 illustrates the strategy based on the mass flow rate, the storage tank volume, 

and the optimum collector and tank temperature needed for optimum COP and cooling 

capacity, presented in Chapter 6. 

 

Figure 7.3: Explanation of the reason for the modelling study. 

 

Table 7.1: Parameters investigated in the solar and storage design 

Parameters investigated Operating range/ results Justification 

Solar collector mass flow rate 0.1 – 100 kg/hr Literature: [37,55,66,171] 

 

Solar collector area 2.41 – 4.82 m2 Literature: [37,55,66,171] 

Solar collector volume  2 litres/ collector area Literature: [37,55,66,171] 

Thermal energy storage 

volume 

2-20 litres/m2 of the 

solar collector area 

Literature: [37,55,230] 

Solar collector temperature results recorded Literature: [37,53-55,57,228,230] 

Heat storage tank temperature results recorded Literature:[37,53-55,57] 

 

The optimisation strategy employed in TRNSYS is to maximise the solar thermal energy yield 

by modifying the fluid mass flow rate to achieve higher solar fluid temperatures needed to drive 

the DACS's generator. Thus, a range of fluid mass flow rates is used in the TRNSYS simulation 

to determine the ideal solar collector and heat storage temperatures. The mass flow rates used 
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in the simulation study were 0.1 - 100 kg/h, and resultant solar fluid temperatures were 

recorded.  

7.2.2 Solar energy yield maximisation using the mass flow rate 

 

The rate of useful energy gain, 𝑄𝑢, by the solar collector fluid is calculated from the equation 

[171]: 

 𝑄𝑢 =  �̇�𝑐𝑝(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛) 7.1 

 

where �̇�, is the mass flow rate of the fluid exiting the solar collector (kg/hr), 𝑐𝑝, is the specific 

heat of the solar fluid (J/kg°C), 𝑇𝑜𝑢𝑡, is the temperature of the fluid exiting the solar collector 

array (°C), and 𝑇𝑖𝑛, is the inlet temperature of the solar collector array (°C).  

Thus, the mass flow rate of the solar fluid can be calculated from Equation 7.1. The energy 

source from the sun does not always match the times when heat is required at the generator to 

meet the building's cooling demand. As a result, the generated heat from the solar collector is 

stored in a small buffer thermal store. The buffer store is applied to deliver a uniform 

temperature for the generator to meet cooling demand at night or during the day. The heat 

source for the generator is then supplied from the buffer store rather than directly from the solar 

collector.   

Firstly, the TRNSYS modelling starts with the lowest possible solar collector aperture area of 

2.41 m2. Then, the results for a higher solar collector area of 4.82 m2 are used for the TRNSYS 

modelling, and the results are presented. Once the optimum fluid mass flow rate is recorded, 

the next step is to use the chosen mass flow rate to model various sizes of the heat storage 

system.   

7.2.3 Sizing the volume of the buffer storage tank 

 

The buffer storage volume ranging from 2-20 litres/m2 of the solar collector area is modelled 

to determine the optimum generator temperature, and results are presented in section 7.3.2. The 

simulation is completed over a year to analyse the results for the peak cooling demand days. 

Like the mass flow rate, the TRNSYS modelling starts with the lowest possible solar collector 

aperture area of 2.41 m2. Then, the results for a higher solar collector area of 4.82 m2 are used 

for the TRNSYS modelling, and the results are presented.   

The result based on the optimal volume is recorded as the optimised design parameter. The 

ideal generator temperature published in Najjaran et al. [51] work is compared with the 
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optimised modelling result. The solar design is complete if the optimised design meets the 

required generator temperature. Other design routes can be pursued where the solar power 

output does not meet the necessary generator temperature or power demand. Auxiliary energy 

or backup energy may meet any shortfall in the demand for generator energy. Alternatively, 

the solar design process can be restarted by amending the solar collector area as practically as 

possible until all the generator temperatures or power are met. The research strategy employed 

focused on solar and storage design.     

7.3 Results  

 

7.3.1 Solar energy yield maximisation using the mass flow rate 

The target operating temperature for the solar collector and the buffer storage tank is between 

190 and 205 °C, as discussed in Chapter 6. The energy assessments presented in Chapter 5 

indicate the available energy as the heat source for cooling. However, the temperature 

assessments provide a balanced approach to assessing how high temperatures can be generated, 

transferred and stored to meet the heat source requirements. The temperature assessments help 

to highlight practical safety considerations, thermodynamic limitations, efficiency and losses, 

and material and design constraints.  

Figure 7.4 shows the results of the fluid mass flow rates and the corresponding maximum tank 

temperature and collector temperature for New Delhi and Volgograd at collector areas 2.41 m2 

and 4.82 m2. For New Delhi, the highest collector temperatures are recorded as 300 °C at 

different mass flow rates of 0.1 kg/hr and 1 kg/hr, while the highest maximum tank temperature 

is recorded as 181 °C at the 1kg/hr mass flow rate. For the 4.82 m2 New Delhi collector area, 

the 5 kg/hr mass flow rate generates the highest tank and solar collector fluid temperature. For 

Volgograd, the 2.41 m2 collector area results show that the highest collector temperatures are 

recorded as 300 °C at different mass flow rates of 0.1 kg/hr and 1 kg/hr, and the highest 

maximum tank temperature was 201 °C at the mass flow rate of 5 kg/hr. For the 4.82 m2  

Volgograd collector area, the 5 kg/hr mass flow rate generates the highest tank and solar 

collector fluid temperature.  

There are practical implications with operating with water at 300 ℃ because the water well 

above its boiling point of 100 ℃ behaves differently depending on the pressure conditions. The 

water at that temperature becomes a superheated liquid, which may exhibit properties of liquid 

and gas phases, significantly depending on the pressure conditions, leading to unique solvent 
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properties [136,199,269]. Higher operating pressures of around 85 bar [136,269] are needed to 

maintain water in a liquid state, and the water is less dense and flows easily than at room 

temperatures. The water’s thermal conductivity and specific heat capacity remain high, making 

it an efficient heat transfer medium and storing heat effectively at elevated temperatures 

[136,269]. Handling superheated water at high temperatures and pressure poses significant 

safety risks, which require adequate safety measures and fail-safes to prevent accidents 

[53,87,126]. 

Additionally, substantial energy, e.g., from using pumps [38,87], may be needed to maintain 

the water at high pressure and temperature to achieve the expected generator temperature in 

the 190 – 205 °C range for each location. Materials that can withstand the corrosive nature of 

hot water must be selected, which could increase the cost and complexity of design, equipment, 

and containment.  

 2.41 m2 4.82 m2 

 

New Delhi  

  

 

Volgograd  

  

Figure 7.4: Fluid mass flow rates and the corresponding maximum tank and collector 

temperature for New Delhi and Volgograd at 2.41 m2 and 4.82 m2 collector areas. 

7.3.2 Sizing the volume of the buffer storage tank 

Figure 7.5 shows the results of the buffer tank volume and the corresponding maximum tank 

temperature and collector temperature for New Delhi and Volgograd at collector areas 2.41 m2 

and 4.82 m2. For New Delhi, the 2.41 m2 collector area results show that the maximum collector 

temperatures remained at 300 °C. In contrast, the recorded maximum tank temperature 

optimum 

optimum 

optimum 

optimum 
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gradually reduces from 232 °C to 153 °C when the buffer tank volume increases from 4.82 - 

48.2 litres. For the 4.82 m2 New Delhi collector area, the maximum collector temperatures 

remained at 300 °C, while the recorded maximum tank temperature gradually reduced from 

247 °C to 186 °C when the buffer tank volume increased from 9.64 to 96.4 litres. The results 

show that a smaller buffer storage tank delivers higher tank temperatures in both collector 

areas, 2.41 m2 and 4.82 m2. The results are as expected because the solar collector temperature 

does not influence the size of the volume of the storage tank used. Thus, the solar fluid mass 

flow rate impacts the recorded solar collector temperature.  

 2.41 m2 4.82 m2 

 

New Delhi  

  

 

Volgograd  

  

Figure 7.5: The buffer tank volume and the corresponding maximum tank and collector 

temperatures for New Delhi and Volgograd at collector areas are 2.41 m2 and 4.82 m2, 

respectively. 

For Volgograd’s 2.41 m2 collector area, the maximum collector temperatures were in a small 

range of 255-263 °C, while the recorded maximum tank temperature gradually reduced from 

222 °C to 176 °C when the buffer tank volume increased from 4.82 to 48.2 litres. For the 4.82 

m2 Volgograd collector area, the maximum collector temperatures remained at 300 °C, even as 

the various buffer tank volume maximum temperatures were reduced from 248 °C to 189 °C. 

Like New Delhi, the results are as expected because the solar collector temperature does not 

influence the size of the storage tank volume. Figure 7.6 shows the maximum solar collector 

optimum 

optimum 

optimum 

optimum 
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and tank temperatures and the optimum storage tank volume for small and large collector areas, 

2.41 m2 and 4.82 m2, respectively, for New Delhi and Volgograd. The results show that small 

mass flow rates (below 10 kg/hr) can achieve the optimum collector and tank temperature for 

both New Delhi and Volgograd. 

 

 

 

 

 

 

 

New Delhi 

 

 

 

 

 

 

 

 

 

Volgograd  

 

Figure 7.6: The maximum solar collector and tank temperatures and the optimum storage tank 

volume for New Delhi and Volgograd at collector areas 2.41 m2 (small) and 4.82 m2 (large). 

At the same time, small buffer tank sizes (2 litres/m2 of the solar collector area) can achieve 

the optimum storage tank sizes and achieve the optimum DACS generator temperature. Also, 
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operating at large mass flow rates (> 10 kg/hr) requires large storage tank volumes, although it 

does not generate high collector or tank temperatures.   

7.3.3 Justification for selecting the optimum solar collector area, buffer tank volume, 

and fluid mass flow rate 

 

For New Delhi, the 2.41 m2 solar collector is the selected collector area because it requires a 

low mass flow rate (1 kg/hr) and a smaller tank volume (4.82 litres) to deliver maximum tank 

temperatures of 232 °C, Table 7.2. The 4.82 m2 solar collector is not selected because it needs 

a higher mass flow rate (5 kg/hr ) and tank volume (9.64 litres) to deliver maximum tank 

temperatures of 247 °C. The 4.82 m2 solar collector area achieves a maximum tank temperature 

of 247 °C, greater than the 232 °C maximum tank temperature recorded in the 2.41 m2 solar 

collector. Nonetheless, the maximum tank and collector temperature of the 2.41 m2 solar 

collector are still above the expected generator temperature in the 190 – 205 °C range. 

Table 7.2: Optimum operating window for selected parameters to achieve expected generator 

temperature in the 190 – 205 °C range for each location. 

  

Mass 

flow rate 

Storage 

volume 

Maximum collector 

temperature 

Maximum storage 

tank temperature 

Collector 

area 

Unit  kg/hr litres ℃ ℃ m2 

New Delhi 1 4.82 300 232 2.41 

Volgograd 5 4.82 300 222 2.41 

 

For Volgograd, the 2.41 m2 solar collector has an optimum mass flow rate and buffer tank 

volume of 5 kg/hr and 4.82 litres, respectively, while the 4.82 m2 solar collector has an optimum 

mass flow rate and buffer tank volume of 5 kg/hr and 9.64 litres, respectively. The 4.82 m2 

solar collector area achieves a maximum tank temperature of 248 °C, greater than the 222 °C 

maximum tank temperature recorded in the 2.41 m2 solar collector. However, the 2.41 m2 solar 

collector is selected because it needs a smaller tank volume and mass flow rate, and the 222 °C 

maximum tank temperature and up to 300 °C collector temperature are still above the expected 

generator temperature in the 190 - 205°C range. Like New Delhi, the small collector area and 

buffer tank volume for the Volgograd climate means less capital and operating costs and less 

space needed within or around the residential building. 
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7.4 Discussion  

 

TRNSYS modelling software has been used to model the solar collector and storage design to 

meet the high-temperature requirements for a solar-powered DACS to meet the standard 

building's cooling demand in New Delhi and Volgograd. The sensitivity analysis of the solar 

collector and storage design confirmed that the mass flow rate of solar fluid, the solar collector 

area, and the buffer storage tank influence the optimum generator temperature that can be 

generated.   

The Volgograd and New Delhi results show that the small, single XCPC solar collector unit, 

2.41 m2, is sufficient to reach the required operating temperature range of 190- 205 °C for the 

DACS's generator. Consequently, the small solar collector area needed a small buffer storage 

volume. As a result, a small collector area and buffer tank volume mean less space required for 

installation and fewer capital costs for the operating system. 

The results show that the solar collector achieves higher operating temperatures at low fluid 

mass flow rates. The solar collector temperature reduces as the fluid mass flow rates increase. 

Thus, the fluid mass flow rates must be operated below 10 kg/hr for New Delhi and Volgograd 

to achieve high collector operating temperatures. The XCPC solar collector reaches higher 

operating temperatures at low fluid mass flow rates because the fluid spends more time in the 

collector, allowing it to absorb more heat from the sun, leading to a higher rise in temperature.  

The buffer tank achieves lower temperatures than the solar collector because the solar fluid is 

fed to the diffusion absorption cooling engine from the buffer tank. The optimum mass flow 

rate is between 1 and 5 kg/hr when high amounts of heat from the solar collector are transferred 

to the buffer tank. As the mass flow rate increases, the buffer tank temperature reduces 

significantly because the high mass flow rate causes less heat from the solar collector to be 

transferred to the buffer tank.  

At fixed solar fluid mass flow rates, increasing the buffer storage tank volume does not affect 

the maximum solar collector temperature but influences the tank's maximum temperature. This 

phenomenon happens because as the buffer tank size increases, the solar heat from the collector 

has a larger volume to fill, thus reducing the tank temperature.  

In practice, a control system linking the variable speed pump must be installed to control the 

solar collector's output temperature and the buffer tank to reach the desired 190-205 °C. A 

variable speed pump may need to increase its rate to reduce the collector output temperature to 
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the optimum range of 190-205 °C. Likewise, a variable speed pump may be necessary to reduce 

its speed to increase the buffer tank temperature to meet the desired operating temperature of 

190-205 ℃. 

Further economic analysis is needed to ascertain a cost comparison between a solar-driven 

system and a solar and storage system to meet the temperature requirements of the DACS's 

generator. The economic analysis will be critical in solar-assisted systems that may use backup 

energy to meet all the building cooling demands. A small buffer storage tank volume of 4.8 

litres could be embedded in the DACS's generator to save space and minimise heat, such as in 

tank-in-tank energy storage systems. Alternatively, the buffer tank between the XCPC collector 

header and the DACS's generator can be installed. However, tank-in-tank storage systems 

would have issues with adequate maintenance access.  

The solar and storage design has been applied to New Delhi and Volgograd climatic regions. 

Nonetheless, the design methodology can be used in other hot climate regions with 

significantly high summer cooling demand for residential buildings or offices. Further solar 

design investigation can include modification of the solar collector types to high-temperature 

solar collectors alternatives [53,54] such as concentrating solar collectors, parabolic trough 

collectors, and linear Fresnel reflectors. Moreover, the solar design methodology can be applied 

to other solar thermally powered cooling systems [32,188,189], such as single-stage and 

double-stage absorption cooling systems.  

7.5 Conclusion  

 

TRNSYS modelling software has been used to model the solar collector and storage design to 

meet the temperature requirements for the generator part of a solar-powered DACS in New 

Delhi and Volgograd. The following conclusions are drawn from this study: 

1. It is possible to calculate the temperature of the solar fluid in an XCPC solar collector 

and a buffer storage tank using TRNSYS software. 

2. For Volgograd and New Delhi, a small, single XCPC solar collector unit, 2.41 m2, mass 

flow rates between 1-5 kg/hr, and 4.8 litres buffer volume is sufficient to reach the 

required operating temperature range for the DACS's generator of 190-205 °C. 

3. For Volgograd and New Delhi, the fluid mass flow rates must be operated below 10 

kg/hr to achieve high collector operating temperatures. The optimum mass flow rates 

to reach higher buffer tank temperature are 1-5 kg/hr. 
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4. Increasing the buffer storage tank volume does not influence the solar collector's 

temperature or power at a fixed solar fluid mass flow rate.  

5. The hot water storage volume for a DACS ranges from 2 – 10 litres/m2 of collector 

area; the lower end is recommended to minimise heat loss and save on space and costs. 
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Chapter 8 : Solar energy capture and storage and backup energy performance 

 

8.1 Introduction 

 

Chapter Seven presented the optimum solar collector and storage design to generate the 

required generator temperature to maximise solar energy capture and storage. This Chapter 

explains the strategy and the design approach needed to meet the deficit between the building 

cooling energy demand and the cooling energy that the solar-powered DACS system can 

produce. Thus, this section quantifies the backup energy required and identifies the variation 

of the backup hours per day throughout the year. Section 8.2 explains the methodology used to 

complete the solar and storage design modelling. Section 8.3 presents the results of the solar 

and storage design, followed by the discussion of the results and the conclusion in sections 8.4 

and 8.5, respectively.  

8.2 Methodology  

 

8.2.1 Strategy for how the lag is to be met 

 

The primary motivation for deploying solar air-conditioning systems is to save primary energy 

usage from fossil fuels and lower the running costs for the user [31]. The solar-powered DACS 

is designed to meet all the cooling energy demands throughout the year, Figure 8.1 (a).  

 

(a) 

Direct 

collector 

supply 

 

 

(b) 

Collector 

and 

electrical 

backup 
 

Figure 8.1: Schematic for direct solar collector supply and electrical backup via hot store to 

DACS. 
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As a result, any shortfall in the heat requirements to meet the building cooling demand is 

expected to be generated with backup energy. For the building cooling process, there are times 

when the temperature in the solar collector is insufficient to drive the DACS for reasons such 

as inadequate solar insolation and cloudy days. There are days when some heat is available 

from the solar collector, and the backup electrical energy, Figure 8.1 (b), must be used to fulfil 

the heat requirements of the DACS generator. For example, the temperature in the solar 

collector or storage is 110 °C, and backup heat must be applied to increase the fluid temperature 

to, e.g., 190 °C, depending on the cooling demand.  

8.2.2 System design, input, and assumptions 

 

The inputs used in the solar and storage design are summarised in Table 8.1, and the 

justification for the selected values is presented in Chapter 7 (section 7.3.3 and Table 7.2). 

Chapter Seven discussed the solar and storage design parameters, fluid mass flow rate, solar 

collector area, and buffer tank volume. The solar collector volume is 2 litres, as confirmed by 

the equipment supplier, Artic Solar [66], and the selected specific heat of water used for the 

modelling study is 1.16 Wh/kg.K [31].  

Table 8.1: Inputs used in the solar and storage design 

  New Delhi Volgograd 

Hours of cooling load 

annually 6200 2275 

Mass flow rate 1 – 6 kg/hr 

Solar collector area 2.41 m2 

Solar collector volume 2 litres 

Buffer tank volume  4.82 litres 

Specific heat of water  1.16 Wh/kg K 

 

The backup energy consumption is calculated for the design using a buffer tank and directly 

via solar collector (no storage), each completed for New Delhi and Volgograd. The following 

control strategy must be implemented in the solar-powered DACS and the electrically driven 

backup heat source. 

1. The pump which moves the solar collector fluid is switched on only when a set 

temperature difference between the collector outlet and the buffer tank is reached.  

2. When there is a cooling demand on the DACS, the stored heat in the buffer tank delivers 

the heat requirement for the generator if the minimum tank temperature meets the 

required generator tank temperature.  
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3. When there is a cooling demand on the DACS, but the buffer tank's temperature is 

below the required generator temperature. The auxiliary heat source is activated to meet 

the cooling demand.  

The backup energy required is assumed to be electrically generated by supplying electrical 

energy to the solar fluid in the solar collector or the buffer tank. The backup energy is calculated 

based on the hot water heat requirement, 𝑄𝐻𝑊 [31]: 

 𝑄𝐻𝑊 = 𝑉𝐻𝑊𝐶𝑤 △ 𝑇 8.1 

 

where 𝑉𝐻𝑊 , is the average hot water quantity (litres), 𝐶𝑤, is the specific heat capacity of water 

(=1.16 Wh/kg K), and △ 𝑇, is the temperature difference between hot and cold water (° C).   

The backup heating is supplied via an electrical heating device. The electrical heater is 

thermally controlled and designed to accept preheated water from the solar collector or heat 

fluid in the buffer tank. The electrical heater heats as much as is required to reach a set exit 

temperature. The experimental data presented in Chapter 6, supplied by Najjaran et al. [51], 

indicates that a generator temperature setting of 190 °C delivers a cooling capacity of 100 W 

from the DACS chiller. Thus, a temperature of 190 °C is used as the temperature setting for 

the electrical heater to deliver backup energy when required. Hence, each solar-powered DACS 

can deliver 100 W of cooling power. The distribution of the number of cooling loads for New 

Delhi and Volgograd is shown in Figure 8.2. As a result, eight and five solar-powered DACS 

will be required to meet an 800 Wh (New Delhi) and 500 Wh (Volgograd) cooling load, 

respectively.  

  

New Delhi  Volgograd 

 

Figure 8.2: Frequency distribution of the number of cooling loads in a year in New Delhi and 

Volgograd. 
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8.3 Modelled Results and Energy Performance 

 

8.3.1 Backup hours/day 
 

Table 8.2 shows the number of hours with temperature recordings in the collector or the buffer 

tank below the 190 °C temperature setting (deficit hours), New Delhi. When the buffer tank is 

used to boost the temperature of the solar collector and supply the heat source to the generator, 

there are 3693 hours where a deficit is recorded. In contrast, when heat is provided directly 

from the solar collector, there are 3930 hours where a deficit is recorded. The electrically 

powered backup heating is applied to supply the extra heat required to achieve the 190 °C 

temperature setting. The total recorded energy consumed for the buffer tank and directly via 

the solar collector is 3829 kWh and 3696 kWh, respectively. By comparison, more auxiliary 

energy is consumed directly with the solar collector than via a buffer tank.  

Also, Table 8.2 shows the hours with temperature recordings in the collector or the buffer tank 

below the 190 °C temperature setting (deficit hours), Volgograd. When the buffer tank is used 

to boost the temperature of the solar collector and supply the heat source to the generator, there 

are 1818 hours where a deficit is recorded. When heat is provided directly from the solar 

collector, there are 1716 hours where a deficit is recorded. The electrically powered backup 

heating is applied to supply the extra heat required to achieve the 190 °C temperature setting. 

The total recorded energy consumed (Wh) for the buffer tank and directly via the solar collector 

is 1499 kWh and 1091 kWh, respectively. By comparison, more backup energy is consumed 

via a buffer tank than directly with the solar collector.  

Table 8.2: The hours with temperature deficits (backup hours) and the total backup energy 

consumed for New Delhi and Volgograd. 

  

New Delhi Volgograd 

Buffer  

tank 

Solar 

collector 

Buffer 

tank 

Solar 

collector 

Total backup hours in a year (hours) 3693 3930 1818 1716 

Total backup energy (kWh) 3829 3696 1499 1091 

 

Figure 8.3 shows the backup hours per day for the buffer tank and directly via a solar collector 

for New Delhi and Volgograd. The backup hours per day for the buffer tank and via solar 

collector change similarly, though the solar collector has more total backup hours in a year. As 

expected, New Delhi has more backup hours per day in the summer months from June to 
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September than in February, March, October, and November. For Volgograd, all the backup 

hours per day occur when there is a cooling load in the summer months from May to September. 

 Buffer tank Solar collector 

 

 

 

New Delhi 

  

 

 

 

Volgograd  

  

Figure 8.3: Backup hours/day via buffer tank and solar collector for New Delhi and 

Volgograd. 
 

8.3.2 Backup energy/day 

 

Figure 8.4 shows the backup energy per day for the buffer tank and directly via a solar collector, 

New Delhi and Volgograd. For New Delhi, the maximum backup energy consumed for the 

buffer tank was 81 kWh recorded in July, while the maximum backup energy consumed for 

the solar collector was 33 kWh recorded in July.  

For Volgograd, the maximum backup energy per day consumed for the buffer tank is 44 kWh, 

recorded in July, while the maximum backup energy consumed for the solar collector is 25 

kWh, recorded in July. The backup deficit hours per day are similar for the buffer tank and the 

solar collector. However, the backup energy per day for the buffer tank is significantly larger 

than the backup energy for the solar collector because the buffer storage tank volume (4.82 

litres) is larger than the solar collector volume (2 litres).  
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 Buffer tank Solar collector 

 

 

 

New Delhi 

  

 

 

 

Volgograd  

  

 

Figure 8.4: Backup energy/day via buffer tank and solar collector for New Delhi and 

Volgograd. 

8.3.3  Solar fraction 

 

The solar fraction is calculated to determine the percentage of the generator's heat requirement 

generated by the solar collector and buffer tank. Figure 8.5 illustrates the solar fraction for a 

number of solar collectors and the corresponding buffer tank at different mass flow rates. For 

both climatic locations of New Delhi and Volgograd, larger buffer tanks required high mass 

flow rates to deliver higher solar fractions. In comparison, all the solar collector areas had the 

highest solar fraction at a lower mass flow rate of 1 kg/hr. The buffer tank delivers a higher 

solar fraction than the solar collector for all collector areas, primarily due to the tank’s capacity 

to optimise performance by smoothing out the variability of the solar radiation and the tank 

temporarily storing hot water to be used at night when there is a cooling load. The solar fraction 

is calculated by determining the deficit hours in a year when the cooling load is not met.  

When the design focus is to maximise solar fraction for the buffer tank, the mass flow rate is 

kept constant to suit the buffer tank, Figure 8.6. The deficit hours for the buffer tank reduce as 

the solar fraction increases. Maximising the solar collector's solar fraction uniformly reduces 

the buffer tank's solar fraction as the deficit hours increase and the collector area increases.  
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New Delhi Volgograd 

 

Figure 8.5: Mass flow rate and solar fraction for various solar collector areas and buffer tanks 

for New Delhi and Volgograd. 

 

 Buffer tank Solar collector 

New 

Delhi 

  

Volgog-

rad  

  

 

Figure 8.6: Deficit hours and solar fraction at fixed mass flow rate (1kg/hr)  for various solar 

collector area and buffer tank for New Delhi and Volgograd. 

For New Delhi, the 7.23 m2 solar collector area incorporating a buffer tank must be selected to 

meet a minimum of 50% solar fraction. Thus, two DACS units, each with a 7.23 m2 solar 
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collector area incorporating a buffer tank, will be sufficient to meet all the building cooling 

loads in New Delhi. For Volgograd, a 2.41 m2 solar collector area embedded with a buffer tank 

delivers a minimum of 50% solar fraction. Thus, two DACS units, each with a 2.41 m2 solar 

collector area incorporating a buffer tank, will be sufficient to meet all the building cooling 

load in Volgograd. 

8.3.4 Hot store heat loss 

 

The solar fraction for the buffer tank is limited because there is a significant heat loss from the 

buffer tank to the environment, Figure 8.7. For Volgograd, the temperature for fluid in the 

buffer tank reduces from 221 °C at 20:00 hours to 121 °C at 10:00 hours the next day, indicating 

a 100 °C temperature reduction over 10 hours through the night when there is a cooling load. 

Subsequent periods from 20:00 to 10:00 hours the next day show a similar 100 °C temperature 

reduction pattern over time. Similarly, New Delhi has a typical 100 °C temperature reduction 

from 20:00 to 10:00 hours the next day when there is cooling demand. Such a significant 8 °C 

temperature reduction per hour encourages cold energy storage. For example, the energy from 

the hot store at 20:00 hours is used to generate cooling and stored to be used later in the evening 

till the morning when the solar collector generates enough heat.  

 

  

New Delhi Volgograd 

 

Figure 8.7: Solar collector and buffer tank temperature and cooling load variation over three 

days (12-14 June), New Delhi and Volgograd.  

8.4 Discussion 

 

This Chapter presented the amount of backup electrical energy required to meet the deficit 

between the building's cooling load and the cooling power supplied by a solar-powered DACS. 
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The results compared the needed backup energy from a solar collector and backup energy from 

a buffer storage tank for two case study cities, New Delhi and Volgograd. The volume of the 

buffer storage tank is more than twice that of the solar collector. Consequently, the backup 

energy required for the buffer tank is significantly larger than that the solar collector needs. 

The total backup hours of the solar collector are higher than that of the buffer tank. Thus, a 

reduced buffer storage tank for solar-powered DACS is essential when backup energy is to be 

utilised.  

The results show that solar collector and storage design, which purely considers the optimum 

generator temperature, will be inadequate until the amount of backup energy to be applied is 

factored in a balanced energy supply analysis. Nonetheless, using backup energy in the solar-

powered DACS improves the cooling system's reliability. The backup energy design has been 

applied to New Delhi and Volgograd climatic regions. The design methodology can be used in 

other hot climate regions with significantly high summer cooling demand for residential 

buildings, offices, or building types.  

Further investigation can include modification of the backup heat sources, such as gas-fired 

heaters, and cost and environmental impact analysis of the solar-powered DACS cooling with 

or without the backup energy system. Incorporating the hot store in the solar thermally driven, 

hot-water fired DACS compared to cooling with conventional, electrically powered AC system 

offers advantages in energy efficiency from using renewable energy from the sun, reduced 

operational carbon impact and reliance on fossil fuels, and suitable for cooling in off-grid areas. 

However, the hot water fired DACS may require additional hot water distribution in building 

types, and they have a lower cooling capacity [40,68] than the conventional AC system 

[79,123,139] for a wide range of climates and building types.     

8.5 Conclusion 

 

The following conclusions are drawn from this study: 

1. For both New Delhi and Volgograd, the backup energy required for the buffer tank is 

significantly larger than that needed for the solar collector, primarily due to the volume 

of the buffer storage tank being more than twice that of the solar collector. 

2. For New Delhi and Volgograd, the buffer tank system requires more backup energy 

than the solar collector. However, the buffer tank system for New Delhi has fewer total 
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backup hours in a year than the solar collector. In contrast, for Volgograd, the buffer 

tank system has fewer total backup hours in a year than the solar collector. 

3. Applying backup energy in a solar-powered DACS system helps the cooling system 

meet all the building cooling load, thus improving the cooling system's reliability. 

Incorporating backup electrical energy is energetically and economically advantageous 

for direct solar collector use than the buffer tank, and could potentially maximise the 

benefits for buildings with large solar fraction and high thermal loads.  

4. Using a small buffer store of 2 litres/ m2 of solar collector area, the solar fraction was 

between 40-65 %. 
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Chapter 9 : Cold energy storage 

 

9.1 Introduction 

 

The optimised solar and storage system modelled with TRNSYS was presented in Chapter 7, 

and in Chapter 8, electrical backup energy was used to meet the lag in cooling demand. This 

Chapter evaluates cold energy storage as an alternative to the hot storage analysis previously 

presented. The methodology used is described in section 9.2. The results are presented in 

section 9.3, followed by the discussion and conclusion in sections 9.4 and 9.5, respectively. 

9.2 Methodology 

 

9.2.1 System description and design logic 

 

Cold energy storage, as utilized in the building cooling application, is the storage of cooling 

capacity in a storage medium at temperatures below the nominal temperature of the building 

space [125]. Figure 9.1 illustrates the connection between the chiller, solar collector, cold store, 

and heat exchanger delivering cold air to the building. Three operating modes are implemented 

in the cold storage design. Firstly, during the charging process, the cooling capacity generated 

by the chiller’s evaporator is stored in the cold storage device. Secondly, the cooling capacity 

from the evaporator can be used directly by the heat exchanger to meet the building's cooling 

demand. Thirdly, during the discharge process, the stored cooling capacity of the cold storage 

device is delivered to the heat exchanger.  

Figure 9.2 illustrates the combined cooling and heating where a hot store is added to the cold 

store mode (Figure 9.1). Cold and hot storage allows for efficient utilisation of surplus energy 

from the solar collector, reducing energy wastage to balance the supply of solar energy and 

cooling and heating. Combining cold and hot storage enhances flexibility in varying cooling 

and heating demands. However, using cold and hot stores requires space around the residential 

building.  

Figure 9.3 illustrates the cooling and cooling storage logic applied in the operating system. The 

logic starts with an assessment of the difference between demand and supply. Where the deficit 

is not tolerable, the cold store is used if available, or electrical backup is used to cover the 

deficit. On the other hand, where demand exceeds the supply, the cooling capacity is stored in 

the cold store until the cold store is full. Alternatively, excess solar energy supply past the cold 

storage capacity is stored in the hot store or sent to a dump heat exchanger.  
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Figure 9.1: Schematic showing the connections between the solar collector, DACS, cold 

store, and heat exchanger delivering cold air to the building. 
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Figure 9.2: Schematic showing the connections between the solar collector, DACS, cold 

store, and heat exchanger delivering cold air to the building. 

Figure 9.4 illustrates the piping scheme for the chiller, cold storage, and air handler, where the 

locations of the valves and pumps are indicated. While charging the cold store, valve V2 closes, 
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and valve V1 opens, so the chiller pumps cooling capacity via pump P1 and valve TWV1 to 

the cold store.  
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Figure 9.3: Logic diagram for cooling and cooling storage. 
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Figure 9.4: Piping scheme for the DACS, cold storage, and air handler (adapted from 

ASHRAE handbook [125]). 

During discharge of the cold store, pump P1 is utilised to pump the cooling capacity from the 

cold store to the air handlers via valve V2 open and V1 closed. During direct cooling from the 
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chiller to the handlers, TWV1 closes the cold store, valve V1 is closed, and valve V2 opens. In 

the three scenarios, the return from the air handlers to the chiller is via valves V3 and V4 and 

through pump P2 and three-way valve TWV 2.   

9.2.2 Cold storage capacity  

 

In sensible heat storage (SHS), thermal energy is stored by utilising the heat capacity and 

changing the temperature of the material during the charging and discharging processes [71]. 

The amount of sensible thermal energy stored in the storage tank for cooling is determined 

[72]:   

 𝑄 𝑠𝑐−𝑠ℎ𝑠 =  𝑚𝐶𝑝(𝑇𝑓 − 𝑇𝑖) 9.1 

 

where 𝑄 𝑠𝑐−𝑠ℎ𝑠 is the sensible heat energy stored for cooling (J), 𝐶𝑝 is the specific heat capacity 

of the medium (kJ/kg⋅K), 𝑚 is the amount of storage material (kg), 𝑇𝑓 is the final temperature 

of the storage medium (°C), and 𝑇𝑖 is the initial temperature of the storage medium (°C). The 

energy stored for the SHS system, 𝑄 𝑠𝑐−𝑠ℎ𝑠, is equal to the amount of heat stored for cooling 

calculated as:  

 𝑄 𝑠𝑐 =  𝑘 (𝐸𝑎 − 𝐸𝑑) 9.2 

 

where 𝐸𝑎  is the available energy for cooling (J), 𝐸𝑑 is the building energy demand (J), and 𝑘 is 

the coefficient of performance of the cooling system. Thus, Equations 9.1 and 9.2 can be used 

to calculate the mass of material stored with the known amount of heat stored.  

Latent heat storage (LHS) is based on the heat absorption or release when a storage material 

changes phase from liquid to solid or liquid to gas or vice versa [70,71]. The storage capacity 

of the LHS with a material that undergoes a phase change is determined [72]:  

 𝑄 𝑠𝑐−𝑙ℎ𝑠 =  𝑚 [𝐶𝑠𝑝(𝑇𝑚 − 𝑇𝑖) + 𝑎𝑚 △ ℎ𝑚 + 𝐶𝑙𝑝(𝑇𝑓 − 𝑇𝑚)] 9.3 

 

where 𝑄 𝑠𝑐−𝑙ℎ𝑠  is the latent heat energy stored for cooling (J), 𝐶𝑠𝑝 is the average specific heat 

between 𝑇𝑖 and 𝑇𝑚 (J⋅kg−1⋅K−1), ), 𝐶𝑙𝑝 is the average specific heat between 𝑇𝑚 and 𝑇𝑓  

(J⋅kg−1⋅K−1), 𝑚 is the amount of storage material (kg), 𝑇𝑓 is the final temperature of the medium 

(°C), ), 𝑇𝑚 is the melting temperature from the medium (°C), 𝑇𝑖 is the initial temperature of the 

storage medium (°C), 𝑎𝑚 is the fraction melted, and △ ℎ𝑚 is the heat of fusion per unit mass 
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(J/kg). Likewise, 𝑄 𝑠𝑐−𝑙ℎ𝑠  is equal to 𝑄 𝑠𝑐 , thus, the mass of stored LHS material can be 

calculated from Equations 9.2 and 9.3. 

9.2.3 Model of the cold store heat loss 

 

There is potential for a cold storage tank with the stored cooling capacity to lose or gain heat 

with the surrounding environment. Thus, the cold store heat loss is modelled [233]: 

 𝑄 𝑙𝑜𝑠𝑠 = 𝑘𝑐𝑠𝑡𝐴𝑐𝑠𝑡(𝑇𝑒𝑛𝑣 − 𝑇𝑐𝑠𝑡) 9.4 

 

where 𝑄 𝑙𝑜𝑠𝑠  is the cold store heat energy loss between the cold storage tank and the 

environment (W), 𝑘𝑐𝑠𝑡 is the heat loss coefficient of the cold tank (W/m2°C), 𝐴𝑐𝑠𝑡 is the heat 

transfer area of the cold storage tank (m2), 𝑇𝑒𝑛𝑣 is the environment temperature around the cold 

storage tank (°C), and 𝑇𝑐𝑠𝑡 is the temperature of the cold storage medium (°C). The heat transfer 

coefficient and the tank transfer area must be reduced as much as possible and are constant for 

a given cold store.      

9.3 Results 

 

The potential cooling energy is calculated from the energy stored due to the net heat collected 

from the solar collector, Figure 9.5. The cumulative energy stored for cooling is determined by 

the difference between the building's cooling energy demand and the energy available from the 

solar collector. Throughout the year, there are over 142 MJ and 123 MJ running total of 

potential cooling energy that can be stored or used for New Delhi and Volgograd's eight and 

five diffusion absorption cooling systems, respectively.  

Calculating the heat loss of the cold storage medium is essential to determine how long it will 

take for the cold storage to lose thermal energy over time. The cooling engine requires a 

minimum of 60 litres of cold storage per square meter of collector area for the SHS system 

[234]. In contrast, the LHS system storage size is selected to be a third of the SHS system [71].  

Figure 9.6 shows the heat energy loss from the cold store, with a U-value of 0.27 W/m2°C, as 

a function of the ambient temperature for the SHS and the LHS systems. For an SHS system 

with a cylindrical tank volume of 144 litres and at an ambient temperature of 25 °C, it takes 

about 10-20 days to lose the heat energy from the cold store temperature of -5 °C. For the LHS 

system with a cylindrical tank volume of 48 litres and at an ambient temperature of 25 °C, it 

takes about 10-20 days to lose the heat energy from the cold store temperature of -5 °C. 



166 

 

 

 

 

New Delhi  

 

 

 

 

Volgograd 

 

 

Figure 9.5: Cumulative energy for net cooling, net heating, and potential cooling energy for 

New Delhi and Volgograd. 

Figure 9.7 shows the mass of cold storage material and the energy stored for LHS and SHS. 

The sizing strategy is that the cooling system operates with the cooling engine running at full 

capacity using the cold store for 24 hours to meet the building cooling load. Excess cooling is 

stored when the chiller output exceeds the building load. On the other hand, when the chiller 

output is less than the building load, the cold store meets the deficit requirement. The building 

energy analysis in Chapter Four indicated that the maximum daily cooling load for New Delhi 
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and Volgograd TE buildings ranged between 28800 and 50400 kJ daily. As a result, for the 

New Delhi LHS cold storage medium, 200 kg of storage material can be used to meet the daily 

cooling load demand throughout the year. 500 kg of cold storage material is needed for the 

New Delhi SHS cold storage medium to meet the daily cooling load throughout the year. For 

the Volgograd LHS cold storage material, 120 kg of storage material can be used to meet the 

daily cooling load demand. In contrast, 270 kg of cold storage material is needed for the SHS 

cold storage medium to meet the daily cooling load throughout the year. 

 

 

Figure 9.6: Cold store heat loss with a variation of the environment's temperature for SHS and 

LHS. 

 

 

Figure 9.7: The mass of cold storage material and the energy stored for LHS and SHS.  
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9.4 Discussion 

 

From an energy source, the solar collector perspective, sufficient cooling energy can be stored 

in the SHS cold store or LHS cold storage medium. The SHS storage material's mass is larger 

than that of the LHS storage medium because LHS stores 3-14 times more heat per unit volume 

than SHS, such as water [71,72]. LHS system has less cold tank energy loss rate than the SHS 

because of the smaller tank volume and surface area exposed to the environment.  

Nonetheless, LHS systems must exhibit desirable thermodynamic, kinetic, and chemical 

properties such as high thermal conductivity, high density, high fusion heat, suitable phase 

change temperature range, compatibility with tank construction, and not be flammable 

[72,73,232].  

Ethylene glycol and water mixture are selected as the fluid for the SHS system to avoid freezing 

in the cold storage tank at -5 °C temperature at the target store [270]. On the other hand, a 

eutectic water-salt solution (e.g., Na2CO3-H2O, wt.% of salt 0.059) is chosen as the material 

for the LHS system due to its high fusion heat (310.23 kJ/kg) and suitable phase change 

temperature range (-2.1 °C) [232]. However, eutectic water-salt solution as phase change 

materials are prone to issues such as phase separation, supercooling, and corrosion between the 

material and the storage container [72,73,232]. The unit mass costs of the nitrate salts are 

moderate (0.4-0.9 $/kg) compared to the alternative storage material, glycols (2 $/kg) [69,70]. 

Low heat loss at low ambient temperatures suggests that storing the cold tank on the ground 

will lose less energy over time. Also, when excess cold air from the absorption cooling system 

is not needed to cool the building, such cold can be dumped around the cold tank to minimise 

heat loss.  

The practical application of the LHS in the cold energy storage would need a heat exchanger 

such as screw, shell and tube, and module PCM heat exchangers [271], between the phase 

change material and the energy transfer medium via the cold store to the air handler units. The 

sizing of the cold storage tanks is between 120-500 litres compared with domestic hot water 

tanks sizing of 90 litres/person/day and residential cold water cisterns with a minimum capacity 

of 230 litres [126]. The cold store can be situated within or outside the residential building. 

However, underground installations save space, and there could be advantages with 

temperature control compared to storing to ambient air temperature [271]. The cold storage 

tank's material, less than 100 m3, is likely rectangular and typically made of galvanised sheet 
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steel [55]. Further development of this research will include characterising the discharge phase 

of the storage unit for dynamic analysis and the thermal effects of different system geometries 

and heat transfer coefficients. 

9.5 Conclusion 

 

This Chapter provides a fundamental study on storing cold energy using a sensible and latent 

heat energy storage medium. The energy capacity is the same as that of a solar collector system; 

however, the mass of storage material differs. The material stored for the LHS system is smaller 

than that for the SHS system, dictating a smaller space requirement and heat loss. However, 

several phase change material issues, such as phase separation, supercooling, and corrosion, 

must be addressed for the LHS system to deliver a reliable operation.  
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Chapter 10 : Economic evaluation and environmental impact assessment 

 
 

10.1 Introduction 

 

The optimised solar and storage system modelled with TRNSYS was presented in Chapter 7, 

and in Chapter 8, electrical backup energy was used to meet the lag in cooling demand. This 

Chapter presents the economic evaluation and the environmental impact of the solar-powered 

DACS system with cold storage for building cooling and direct heating from solar collectors 

for building heating. The financial and environmental evaluation criteria and method are 

presented in section 10.2. The results are presented in section 10.3, followed by the discussion 

and conclusion in sections 10.4 and 10.5, respectively.  

10.2 Economic and environmental evaluation method 

 

The benefit of adopting a solar-powered DACS must be proven economically and according to 

avoided operational CO2 emissions, as well as thermodynamically. Local variations in the unit 

cost of energy play a key role in determining this economic merit. The financial benefit and 

avoided carbon emissions can be calculated using locally available energy pricing and carbon 

impact factors (Table 4.5 and 4.6). It is assumed that electrically powered heat pumps power 

heating and cooling.  

Using solar thermal energy avoids using electricity and natural gas to meet building cooling 

and heating demands. Table 10.1 lists the solar fraction for cooling and heating for all the 

climatic locations.  

Table 10.1: Solar fraction for cooling and heating at each location 

 Cooling energy  

(via cold store) 

solar fraction 

Heating energy  

solar fraction 

 

Tunis, Tunisia 100% 100 % 

New Delhi, India 100 % 100 % 

Volgograd, Russia 100 % 70 % 

Swansea, UK 100 % 74 % 
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The payback time is when the cumulative fuel savings equal the total investment [229], as 

defined in section 3.7.1. The discounted payback time is used because the calculation discounts 

the fuel savings. The discounted payback time, 𝑛𝑃, is calculated using the equation [229]: 

 

𝑛𝑃 = 
ln [

𝐶𝑠(𝑖𝐹 − 𝑑)
𝐹𝐿𝐶𝐹1

+ 1]

ln (
1 + 𝑖𝐹
1 + 𝑑)

 

10.1 

 

where 𝐹 is the solar fraction, 𝐿 is the load (kWh), 𝐶𝐹1 is the first-year unit energy cost delivered 

from fuel, and it is the product of fuel heating value and heater efficiency (/kWh), 𝐶𝑠 is the 

total cost of the solar system, 𝑖𝐹 is the fuel inflation rate, and 𝑑 is the annual market discount 

rate.   

10.3 Results  

 

10.3.1 Annual operational costs of solar-powered DACS compared to heat pumps. 

 

The operational costs for implementing a solar-powered DACS and the heat pumps to deliver 

the cooling and heating demands for a T.E. building are shown in Figure 10.1.  Electricity is 

assumed to cover any backup energy and the power for the heat pumps (HPs).  

There are no operational costs for the solar-powered DACS because all the cooling energy is 

provided by solar thermal energy via cold storage. On the other hand, the operating costs for 

the heat pumps, as expected, reduce with increasing HP’s coefficient of performance. 

Volgograd HPs have higher cooling costs because of the high costs of electricity price coupled 

with the high cooling energy consumption. New Delhi HPs have the second-highest cooling 

costs due to the higher cooling energy than Tunis and Swansea. Swansea has the lowest cooling 

cost due to the small cooling energy demand.  

For heating costs, Volgograd and Swansea climatic locations incur costs to meet the T.E. 

building heating demand via DACS. Besides, DACS costs for Volgograd are higher than 

Swansea’s due to higher heating energy and electricity costs. The operational heating costs for 

Swansea and Volgograd are less than HP, with COPs up to 3. HP operational heating costs for 

Tunis and New Delhi are below $25.  
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(a) Cooling cost 

 

(a) Heating cost 

 

Figure 10.1: Comparing the operational energy consumption of the solar-powered DACS and 

other heat pumps for Tunis, Volgograd, New Delhi, and Swansea. 

10.3.2 Annual operational carbon emissions of solar-powered DACS compared to heat 

pumps. 

 

The operational carbon emissions for a solar-powered DACS compared to the heat pumps used 

to deliver the building cooling and heating demand for a T.E. building are shown in Figure 

10.2.  Like the operational costs, there are no cooling operational carbon emissions for the 

DACS because all the cooling energy is provided by solar energy.  Moreover, operational 

carbon emissions for the heat pumps, as expected, reduce with increasing HP’s coefficient of 
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performance. New Delhi HPs have higher cooling carbon emissions because of the high carbon 

emission factor and cooling energy consumption. Tunis HPs have the second-highest cooling 

carbon emissions due to the higher cooling energy and emission factor than Volgograd and 

Swansea. Swansea has the lowest cooling operating carbon emissions due to the smallest 

cooling energy demand.  

 

(a) Cooling carbon emissions  

 

(a) Heating carbon emissions 

 

Figure 10.2: Comparing the operational carbon emissions of the solar-powered DACS and 

other heat pumps for Tunis, Volgograd, New Delhi, and Swansea. 
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For heating costs, Volgograd and Swansea climatic locations emit operational carbon to meet 

the T.E. building heating demand via DACS. Besides, DACS operational carbon emissions for 

Volgograd are more than twice that of Swansea due to higher heating energy and electricity 

emission factors. The heating operational carbon emissions for Swansea and Volgograd are 

less than all the HP, except the HP (COP =4) that emits 4 kgCO2 than the DACS. Due to high 

heating energy, Tunis HPs have the third largest carbon emissions than New Dehli. New Delhi 

has the lowest HP operational heating emissions, below 29 kgCO2. 

10.3.3 Payback time 

 

Table 10.2  presents the discounted payback time for the four climatic locations based on 

cooling and heating loads. The costs of the solar-powered DACS comprise equipment costs 

(€9,724) and installation costs (€7,000). The equipment costs were taken from estimates 

suggested by Altun and Kilic [189], and the installation costs were taken from low-end 

estimates reported in the industry for air source heat pump installation costs [272].  

The payback time for the cooling-dominated climates, Tunis and New Delhi, is higher than the 

heating-dominated climates, Swansea and Volgograd, because of the high cost of electricity. 

The higher the building's thermal energy and higher energy prices, the lower the payback time. 

The DACS payback compares with air source heat pumps, which are reported to have payback 

between 3 to 15 years, depending on the local electricity cost and subsidy level [273]. 

Table 10.2: Discounted Payback time for combined cooling and heating at each location 

 Payback time, discounted 

(years) 

Cooling and heating loads 

(kWh) 

Tunis, Tunisia 12.7 1006 

New Delhi, India 6.77 2130 

Volgograd, Russia 0.84 3203 

Swansea, UK 2.13 1678 

 

10.4 Discussion  

 

The solar-powered DACS, despite the effective COP of 0.2, saves on the operational cooling 

costs for all climatic locations, with the most significant savings made at small heat pump COPs 

for Volgograd, New Delhi and Tunis. The most significant operational cost savings are made 

for heating for Volgograd and Swansea due to the high heating energy and electricity costs for 
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both zones. These operational cost savings are likely to be pronounced in extreme cold climates 

like Volgograd, where air source heat pumps are likely to operate with COPs between 1 and 2 

in extreme cold climate conditions in the winter [274]. In that case, though there are DACS 

backup costs, over $1100 can be saved when HP COP =1 and $323 when HP COP =2. For 

Swansea, where the mean air source heat pump in winter is likely between 2 and 3 [274], 

similar costs are incurred when comparing the DACS backup costs with those of the HPs. Hot 

thermal storage implemented in the DACS heating systems presents the opportunity to increase 

the DACS solar fraction, thereby reducing the DACS backup costs and improving the cost 

competitiveness with HP COPs greater than 3.  

From the environmental impact perspective, the DACS avoids cooling operational carbon 

emissions in all climatic locations, which contributes to the decarbonisation of the energy 

supply system. Likewise, for the heating system, the DACS potential to reduce operating 

carbon emissions increases as the building energy increases and HP COPs are low. Thus, the 

solar-powered DACS has a significant potential to reduce the 28% of global energy-related 

CO2 emissions in buildings [3,5]. This environmental impact assessment is based on the 

assumption that HPs are powered by electricity from fossil fuel primary energy sources. Thus, 

the environmental impact of the HPs could be improved when the electricity powering the HPs 

is supplied from renewable energy sources such as solar photovoltaics. Nonetheless, the 

operating carbon savings apply to combustion or gas-powered (fossil fuel) heating systems that 

have an efficiency of less than 1 [135,144].  

The payback time for the cooling-dominated locations is not likely to be improved for air 

source heat pumps with COPs similar to those around 1.172 [275] to the alternative air 

conditioners. Similarly, the payback of heat pumps during very cold winter efficiency is likely 

to be similar to the alternative gas boilers (efficiency around 85%) [87,144], thus reducing the 

heat pump's annual energy savings. At constant fuel inflation and discount rates, bigger 

buildings with higher thermal loads will likely have lower payback times than calculated in 

this research because more solar savings will be achieved. The equipment and installation costs 

for the solar-powered DACS are likely to be lower than the estimated prices taken from 

published literature. As the DACS technology matures, the uptake increases to the mass market 

and installers become familiar with the system; there is likely a cost reduction in capital costs 

compared to current costs. Additionally, the solar-powered DACS are likely to qualify for the 

financial support currently benefited by heat pumps in some parts of the world, lowering uptake 
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costs. Future economic analysis can incorporate operational costs such as maintenance, 

inspection, and local financial incentives.    

10.5 Conclusion  

 

Utilising solar-sourced heating and cooling leads to a significant reduction in energy fossil fuel 

consumption, and hence CO2, in hot climates and reduces the heating demand during colder 

periods. The direct financial benefits are more difficult to justify because of the low cost of 

conventional fuel in some locations. 

The operating cost and carbon emissions analysis has shown that the solar-powered DACS 

significantly contributes to decarbonising the energy supply system and providing cost savings. 

Thus, the research has shown that energy analysis of heating and cooling energy systems must 

include environmental and economic analysis.  

Payback time analysis shows that buildings with higher thermal loads will likely have higher 

solar savings, leading to an improved payback period.  
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Chapter 11 : Discussion 

 

This thesis has focussed on studying the design of a solar-powered diffusion absorption cooling 

and heating system to meet building cooling and heating demand for a TE building in four case 

study locations in New Delhi, India, Volgograd, Russia, Tunis, Tunisia, and Swansea, UK. The 

research has highlighted many scientific and practical issues, from designing and operating 

solar-powered diffusion absorption cooling and heating systems to meeting building cooling 

and heating loads. This Chapter collates the individual Chapter discussions so that the overall 

implications of the research findings can be made.  

11.1 Modelling and simulation of building energy performance  

 

New buildings and some existing buildings must have thermally efficient envelopes and are 

likely to require renewable energy systems to reduce thermal energy consumption and achieve 

the NetZero goals for 2030 and beyond. The research demonstrates the benefits of adopting 

thermally efficient building envelopes. In hot climates, the use of TE buildings can result in a 

reduction of over 70% in fossil fuel consumption for cooling, while in colder climates, the 

reduction in heating consumption can be around 28%.  

Cost analysis reveals that in some countries, the direct economic benefits of installing thermally 

insulating materials and adopting sustainable technology may be minimal. Local fuel costs, 

often influenced by subsidies, discourage the use of such materials as the reduction in energy 

costs is not significant enough to offset the additional construction expenses, resulting in long 

payback periods. However, this economic consideration oversimplifies the broader local and 

global costs associated with higher CO2 emissions, such as flood defence, crop irrigation, and 

land loss. It also overlooks the local advantages of price stability, energy security, and 

improved cash flow for building occupants. 

Further analysis is needed to examine representative buildings that reflect typical homes in 

each climate, considering various design aspects such as building materials, geometries, and 

construction techniques. As buildings increase in size, the surface area to volume ratio 

decreases, leading to reduced energy loss per unit volume. Further investigation of building 

design can encompass modifications in dwelling type, size, occupancy, thermal characteristics 

of building envelope materials, building techniques, geometry, climatic zone, and desired 

thermal comfort level. Efficient behaviour should be considered, including occupant habits, 

room temperature settings, and efficient building envelope components such as windows, 
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walls, roof, and flooring. A refined model should also address the electrical power requirements 

for pumps and account for the transient effects of energy capture technology. 

The IEA’s projection of the global energy system reaching NetZero by 2050 includes curbing 

energy demand through energy efficiency improvements. This research indicates that building 

energy efficiency through the thermal envelope could yield financial savings as well as reduce 

energy usage and avoid carbon emissions.  

11.2 Solar heat energy production and storage 

 

The heat energy generated by the XCPC solar collector was modelled to meet the heat source 

requirement for meeting the TE building’s cooling and heating loads for Tunis, Volgograd, 

New Delhi, and Swansea climatic regions. The emphasis has been on assessing the heat energy 

generated from the solar collector to meet the building’s heating demand, though comparable 

results for cooling were presented.  

As expected, the predominantly cold climates recorded high heating power deficits, while the 

predominantly hot climates recorded high cooling deficits. Comparing the predominantly cold 

climates, Swansea and Volgograd, the Volgograd heating deficit is higher than that of Swansea 

because of the higher heating load. Although, Swansea recorded higher deficit hours than 

Volgograd. The heating power deficit for Tunis and New Delhi occurs at night because there 

is some solar radiation in the day to meet the heating demand in the day.  

The peak heating and cooling loads mainly occur between 0:00 and 06:00 for the four case 

study locations. Thus, the 20 °C indoor temperature setting can be lowered to reduce the 

building’s heating load, or warm clothing can be worn in the building space at nighttime. 

It was enough to meet all the building’s heating and cooling needs for Tunis and New Delhi by 

covering the building roof space with solar thermal collectors. In contrast, for Swansea and 

Volgograd, covering all the building roof space with solar collectors could meet the building 

cooling demand but have 40 and 48 annual heating deficit days, respectively. Therefore, it was 

necessary to incorporate thermal energy storage to meet the heating demands for Swansea and 

Volgograd. However, the thermal analysis is limited because it does not account for the heat 

loss rates typical of water-based thermal storage systems.  
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11.3 Cooling engine performance  

 

The EES modelling software was used to model the diffusion absorption cooling system, 

demonstrating the software’s capability to model thermally driven engines based on 

thermodynamic models. The EES modelling results agree with other theoretical study patterns, 

such as smaller generator power capable of achieving high cooling capacity and heat gain to 

the generator and evaporator from the building's cooling demand.  

Nonetheless, the calculated EES modelling results did not closely follow the comparative 

experimental data in the published literature [51]. The possible reasons for this mismatch could 

be due to the impact of geometric characteristics of the experimental setup and other 

operational conditions such as system pressure, the mass flow rate in the cooling system and 

from the solar heat source, the efficiency of ammonia, and the heat rejection temperature in the 

absorber and condenser.  

Thus, the experimental data is used for the subsequent design of the solar collector and storage 

systems needed to meet the cooling load of the TE building. Analysis of the experimental 

results indicates that the optimum temperature for supplying heat to the generator is 190-205 

°C.  

11.4 Solar collector and storage design to meet generator temperature requirements 

 

The optimum operating temperature for the solar-powered DACS falls in a medium to high-

temperature range of 190-205 °C. Thus, TRNSYS is used to model the solar collector and 

storage design to meet the temperature requirements of the DACS’s generator, which is applied 

to the building cooling demand for New Delhi and Volgograd. New Delhi was selected because 

it has the highest annual cooling load, and Volgograd was chosen because while it has a 

predominantly cold climate, it has a significant cooling load during summer.  

The sensitivity study on the solar and storage design confirmed that the solar collector area, 

mass flow rate, and storage tank size affect the optimum generator operating temperature. For 

Volgograd and New Delhi, a single XCPC solar collector unit, 2.41 m2, can reach the required 

optimum operating temperature for the DACS generator. Consequently, a small collector area 

implies a small buffer tank volume can be utilised in the system design to save space and have 

fewer capital costs.  
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The solar collector achieves higher operating temperatures at low fluid flow rates. Additionally, 

the solar collector temperature reduces, as the fluid mass flow rate increases; thus, no more 

than 10 kg/hr mass flow rates are recommended to achieve higher operating temperatures for 

New Delhi and Volgograd climatic regions. The solar collector reaches high operating 

temperatures at low mass flow rates because, at low flow rates, there is high solar fluid 

residence time in the collector to allow more time to absorb more heat from the sun to reach 

higher temperatures. At low flow rates, the fluid flows through the solar collector at low 

velocity; thus, the heat transfer coefficient between the fluid and the collector decreases, 

leading to a lower overall heat transfer rate. As a result, there is a trade-off between achieving 

higher operating temperatures and maintaining a higher heat transfer rate that requires a higher 

fluid mass flow rate.  

The buffer storage tank achieves a lower maximum temperature than the solar collector 

throughout the various mass flow rates. This phenomenon occurs because the solar fluid is fed 

from the buffer tank to the diffusion absorption cooling engine, thus reducing the temperature 

in the buffer tank through the process. New Delhi and Volgograd's optimum mass flow rate to 

achieve the highest buffer tank temperature is 1-5 kg/hr.  

At a fixed fluid mass flow rate, increasing buffer storage size does not influence the maximum 

solar collector temperature. However, increasing the tank’s size reduces its maximum 

temperature because the solar collector fills a larger volume, and the draw of heat from the 

absorption cooling engine further reduces the tank temperature.  

Practical operation requires adopting a variable speed pump and control system to regulate the 

solar collector’s output temperature so that the collector and the buffer tank achieve the desired 

optimum operating temperature range. The buffer tank can be installed inside the generator 

compartment to save installation space and minimise heat loss. However, such tank-in-tank 

storage systems would have issues with adequate access for maintaining the tank. The solar 

and storage design can be applied to other climatic regions and different solar collector types, 

e.g., concentrating solar collectors, parabolic trough collectors, and other solar thermally 

powered cooling systems. 

11.5 Solar energy capture and storage and backup energy performance  

 

Based on the collector and buffer tank temperature assessments, the calculated energy deficits 

for New Delhi and Volgograd climatic locations were assessed against meeting such deficits 
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with backup electrical energy. The backup energy required for the buffer tank is significantly 

larger than that needed for the solar collector, primarily because the buffer tank volume is more 

than twice the size of the solar collector. However, in New Delhi's case, the collector's total 

backup hours are longer than those of the buffer tank. Thus, reducing the buffer storage volume 

is essential where backup energy is utilised. 

The temperature assessment of the heat from the solar collector and thermal storage design 

suggests backup energy may be required to meet generator temperature requirements. 

However, the heat energy assessment in Chapter 5 indicates enough energy is available to drive 

the DACS’s generator. As a result, the next step in the design is to pursue cold energy storage 

so that all the available energy from the solar collector is converted to cooling energy used 

directly by the building air handlers or stored for later use.  

For New Delhi and Volgograd climatic locations, the hot storage tank achieves 40-65% solar 

fraction for each DACS unit. As a result, backup energy may be used to deliver the remainder 

of the energy to meet all the building cooling loads.  

11.6 Cooling energy storage 

 

When the cooling energy from the DACS’s evaporator is stored for later use, sufficient cooling 

energy is available throughout the year, which is a significant improvement to using the thermal 

hot store. The two cooling energy storage systems designed are based on sensible heat cold 

storage and latent heat cold storage medium. The LHS storage medium stores more than three 

times more energy per unit volume than the SHS storage medium; thus, a smaller LHS storage 

size can be used. Moreover, using a smaller LHS storage size has less cold tank energy loss 

rate because the small tank volume has a smaller surface area exposed to the surroundings.  

The SHS system has an ethylene glycol and water mixture as the working fluid to avoid 

freezing in the cold store at the -5 °C temperature from the DACS’s evaporator. In contrast, an 

eutectic water-salt solution was chosen as the material for the LHS system due to its high heat 

of fusion and appropriate phase change temperature range. During the practical application of 

the LHS, additives and other measures must be implemented to avoid issues such as phase 

separation, supercooling, and corrosion between the material and the storage container. 

The LHS cold storage application requires exchangers, such as the shell and tube and module 

heat exchangers [271], between the PCM and the energy transfer medium transporting via the 

cold store. The cold storage tank size for the climatic regions ranges between 120-500 litres for 
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the LHS and SHS cold storage systems, which compares with residential hot water tanks sizing 

of 90 litres/person/day and cold water cisterns minimum capacity of 230 litres [126]. 

Additionally, the modelled cold storage volume compares with DACS systems applied in 

refrigeration systems with cold storage volume up to 200 litres [51]. The cold store materials 

are likely rectangular and made of galvanised sheet steel [55].  

Further research development of the cold storage design includes the discharge phase 

characterisation for dynamic analysis and the thermal effects of various system geometries and 

heat transfer coefficients.  

11.7 Economic evaluation and environmental impact assessment  

 

The building energy cost analysis revealed that in certain countries, there may be limited 

immediate economic advantages associated with installing T.E. materials in buildings and 

adopting sustainable technology. This situation can be attributed to local fuel costs, which, at 

times, are kept low through subsidies. As a result, the incentive to embrace thermally insulating 

materials is diminished, as the reduction in energy expenses is relatively small, necessitating 

extended periods to recover the likely additional construction expenditures. 

The most significant cooling cost savings occur in places like Volgograd, New Delhi, and Tunis 

at low heat pump COPs. Meanwhile, the DACS yields substantial heating cost savings in 

Volgograd and Swansea due to high heating energy demands and electricity costs. These 

savings are most noticeable in extremely cold climates, such as Volgograd, where air source 

heat pumps are reported to be likely to operate with COPs between 1 and [274]. Nonetheless, 

for mild cold climates such as Swansea, where heat pumps are said to likely operate with COPs 

between 2 - 3 [274], the costs are comparable between DACS backup and heat pumps. 

Hot thermal storage in the heating systems can increase the DACS combined cooling and 

heating solar fraction, reducing backup costs and enhancing cost competitiveness. The DACS 

helps reduce operational carbon emissions associated with cooling in all climate locations, 

contributing to decarbonising 28% of global energy-related CO2 emissions in buildings [3,5]. 

Regarding heating, the DACS's ability to lower carbon emissions is evident with increasing 

building energy demand and depends on the primary energy source used to generate electricity 

for the alternative heat pump system. 

The discounted payback times for Tunis, New Delhi, Volgograd, and Swansea are 12.7, 6.8, 

0.8, and 2.1 years, respectively. Higher building thermal energy and higher energy prices result 
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in lower payback time. Besides, the discounted payback time for the solar-powered diffusion 

absorption cooling and heating system compared with residential air source heat pumps is 

reported to have paybacks typically between 3 – 15 years, depending on the local energy costs 

and subsidy level [273].  Larger buildings with higher thermal loads will likely have lower 

payback time because more annual solar savings will be achieved. Moreover, as the uptake of 

the DACS increases and installers become familiar with installing the system, the capital 

installation costs are likely to reduce over time. Also, the DACS are likely to qualify for 

regional financial incentives, lowering the cost of uptake and reducing the payback.  
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Chapter 12 : Conclusions and Future Work 

 

This Chapter summarises the main conclusions of this research study. The recommendations 

for future work are presented based on the findings of this research.  

12.1 Summary of the main conclusions 

 

A modelling study has been performed for designing and optimising a solar-powered diffusion 

absorption cooling and heating system to meet building cooling and heating demand for a TE 

building in four case study locations in New Delhi, India, Volgograd, Russia, Tunis, Tunisia, 

and Swansea, UK. The following conclusions can be stated as a result of the study. 

1. In order to evaluate the energy, economic, and environmental benefits of adopting 

NZEB, TRNSYS simulation software was used to determine the cooling and heating 

demand of a TE building in four climatic locations. It has evaluated the energy benefits 

of a thermally efficient building with lower U values than that used locally in each 

location, with reductions in heating demand by a factor of 3 in colder climates. 

Increases in cooling demand were observed with the more thermally efficient building 

materials. The direct financial benefits are more difficult to justify due to the low cost 

of conventional fuel in some locations. 

2. The heat production from the XCPC solar collector on the TE building can be calculated 

using solar irradiation data recorded from the TRNSYS software and collector 

efficiencies for a given climatic location. Comparing the predominantly cold climates, 

climatic locations with higher building heating loads have higher heating power 

deficits, even though they may have lower deficit hours. The availability of solar 

radiation in winter months reduces the total heating deficit hours, e.g., Tunis's total 

heating power deficit is 52% of that of Volgograd; however, the total heating deficit 

hours is at a lower value of 15.7% than that of Volgograd. 

3. For hot climatic locations, i.e., New Delhi and Tunis, the building roof space has 

enough area to accommodate the solar collectors to meet all the TE building’s heating 

and cooling requirements. For the cold climates of Swansea and Volgograd, the solar 

collectors installed on the building roof are sufficient to cover the building cooling 

demand. However, thermal energy storage is needed to meet the building’s heating 

energy demands.  

4. The EES software can model the diffusion absorption cooling system using 

thermodynamic equations. The modelling results follow the expected pattern in the 
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evaporator and the generator, e.g., smaller generator power can achieve high cooling 

capacity. However, the EES modelling results do not closely follow the experimental 

data from published literature. The possible reasons for this anomaly are the impact of 

geometrical characteristics of the experimental setup and other practical operating 

conditions that are assumed to be constant in the theoretical model, such as the total 

system pressure, heat rejection temperature in the absorber and condenser, efficiency 

of ammonia condensation, and the mass flow rate of the working fluid.  Analysis of the 

experimental data indicates the optimum operating temperature for the solar-powered 

DACS is 190-205 °C. 

5. TRNSYS can be used to calculate the fluid temperature in the XCPC solar collector 

and buffer storage tank, and a sensitivity analysis confirms that the solar fluid mass 

flow rate, the solar collector area, and the buffer tank volume influence the optimum 

generator temperature.  

6. For New Delhi and Volgograd climatic regions, the solar collector achieves higher 

operating temperatures and small collector power at low fluid flow rates (no more than 

10 kg/hr). The hot buffer storage tank reaches a lower temperature than the solar 

collector because the solar fluid is fed from the buffer tank to the diffusion absorption 

cooling engine. The buffer tank inside the generator section saves installation space and 

minimises heat loss to the ambient. Smaller hot buffer tank sizes (up to 10 litres per m2 

of the solar collector area) are recommended to achieve the optimum generator 

operating temperatures when the solar collector operates at the recommended mass flow 

rates of up to 10 kg/hr. The practical operation of the solar and storage design requires 

adopting a variable speed pump and control system to regulate the fluid flow in the 

solar collector.  

7. The temperature assessments from the solar collector and the hot buffer tank design 

indicate backup energy is an option to meet any shortfall. However, backup energy use 

discourages using buffer tanks because the tank size is at least twice that of the solar 

collector. The backup energy assessment indicates the need to keep the buffer tank size 

smaller to minimise the cost of heating the fluid and raise the temperature to the 

optimum range where needed.  

8. Using a small hot buffer store of 2 litres/m2 of solar collector area, the solar fraction 

achieved for the solar collector and hot storage system was between 40-65 %. 

9. When a cold energy storage system is employed in the design, sufficient cooling energy 

is available throughout the year for the climatic regions. Using a latent heat storage 
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medium can be advantageous over sensible heat storage because the LHS storage 

medium stores more than three times more energy per unit volume than the SHS storage 

medium and causes less cold tank heat loss. However, the practical application of LHS 

requires appropriate measures to deal with potential operational issues with phase 

separation, supercooling, and corrosion between the material and the storage container. 

10. Using solar-derived heating and cooling results in a substantial decrease in the 

consumption of fossil fuels for energy and, consequently, reduces CO2 emissions in 

warm regions. Additionally, it lessens the need for heating during colder seasons. The 

direct financial benefits are more challenging to justify due to the low cost of primary 

fuel, such as natural gas, in some climatic regions. Nonetheless, the economic benefits 

of the DACS are more evident than those of the electrically powered heat pumps. Also, 

the DACS plays a significant role in decarbonising building cooling and heating energy 

systems.   

12.2 Future work 

 

This research has shown several areas for further investigation and design improvements that 

can be examined in further studies. 

1. This work evaluated the energy benefits of a thermally efficient building with lower U 

values of the building materials than that used locally in each location. Still, other 

building energy reduction techniques exist, such as passive cooling and thermally 

efficient windows. A further examination of thermally efficient buildings can focus on 

implementing passive cooling techniques in the building envelope, such as using 

selective and reflective coatings on the exterior building walls, solar shading of the 

outer building surfaces, or incorporating phase change materials into building 

construction materials.  

2. The thesis has demonstrated that optimum solar and storage design is required to meet 

the high-temperature requirements (190-205 °C) of the DACS generator. There is an 

opportunity for expanding the understanding of the solar and storage design and the 

diffusion absorption cooling system to apply to other solar-powered absorption cooling 

system variants, e.g., Libr-H2O single-stage absorption cooling systems operating 

under low temperatures (below 100 °C). 

3. The condenser of the diffusion absorption cooling engine is designed to be air-cooled 

to ambient temperature for theoretical and experimental studies. There is a scope to 
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potentially apply a water-cooled heat rejection system, including a heat exchanger, to 

improve the efficiency of the condenser and absorber heat rejection.  

4. The thesis has demonstrated the four different climatic locations impact the heating and 

cooling loads of the TE building. The weather datasets from Meteornorm in TRNSYS 

are based on a typical year and a ten-year average of the weather data. There is an 

opportunity to establish new building thermal system design based on data sets that 

factor in the impact of climate change.  

5. The work on the cold energy storage demonstrated that enough cooling energy is 

available for the climatic locations studied, and the hot thermal store can be 

implemented as a tank-in-tank in the generator compartment. There may be an 

opportunity to expand on understanding cold and hot storage for long-term storage, 

such as seasonal energy storage. Also, the surplus energy from the solar collector can 

be used for domestic hot water applications. 

6. There is a scope for additional work to establish how the cooling energy directly from 

the evaporator or indirectly from the cold store can be integrated into existing and new 

buildings.  

7. There is a scope for investigating how the coefficient of performance and the cooling 

capacity of the solar-powered DACS can be improved for the solar fraction, the 

operating energy cost savings and the avoided carbon emissions. 
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Appendices 

 

Appendix A: Specifications for each building envelope 

 

Table 1:Thermo-physical properties of the TE building wall (Net U-value = 0.132 
W/m2.K) 

Material (layer) 

Thickness Thermal 

conductivity 

Heat 

capacity 

Density Thermal 

resistance 

 
x λ Cp ρ R  

m kJ/h.m·K kJ/kg.K kg/m3 m2.K/W  

Internal surface resistance  - - - - 0.13  

Plasterboard finish 0.015 0.25 1 900 0.06  

Concrete block (hollow, 

mediumweight) 
0.15 0.62 0.84 1040 0.242 

 

 
Mineral wool Insulation 0.06 0.042 1.03 12 1.429  

Drained cavity (air-gap) 0.015 - - - 0.18  

Brick (burned) 0.115 0.75 0.84 1300 0.153  

External surface resistance - - - - 0.04  

 

 

Table 2: Thermo-physical properties of the TE building roof with U-value = 0.131 
W/m2.K  

Material (layer) 

Thickness Thermal 

conductivity  

Heat 

capacity  

Density  Thermal 

resistance 

 
x λ Cp ρ R  

m kJ/h.m·K kJ/kg.K kg/m3 m2.K/W  

Internal surface resistance  - - - - 0.13  

Plasterboard finish 0.015 0.25 1 900 0.06  

Mineral wool Insulation 0.08 0.042 1.03 12 1.905  

Concrete (cast, dense, reinforced)  0.2 1.9 0.84 2300 0.105  

Roof tiles  0.004 0.84 0.8 1900 0.005  

External surface resistance - - - - 0.04  
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Table 3: Thermo-physical properties of the TE building floor with U-value = 0.105 
W/m2.K 

Material (layer) 

Thickness Thermal 

conductivity  

Heat 

capacity  

Density  Thermal 

resistance 

 
x λ Cp ρ R  

m kJ/h.m·K kJ/kg.K kg/m3 m2.K/W  

Internal surface resistance  - - - - 0.17  

Floor covering (vinyl) 0.004 0.17 0.9 1390 0.024  

cement screed  0.06 1.4 0.65 2100 0.043  

Insulation (mineral wool, quilt) 0.1 0.042 1.03 12 2.381  

Concrete (cast, dry, heavyweight)  0.18 1.3 0.84 2000 0.138  

 tiles - sandstone tiles 0.02 1.2 0.84 2000 0.017  

External surface resistance - - - - 0.04  

 

 

 

Table 4: Thermal insulation glass performance data for window with U-value = 1.06 
W/m2.K  

Window glass 

pane 

Light (%) Solar radiant heat (%) 

Total shading 

coefficient 

U value 

[W/m2.K] 

T
ran

sm
ittan

ce 

R
eflectan

ce 

T
ran

sm
ittan

ce 

R
eflectan

ce 

A
b

so
rp

tan
ce 

Total solar heat 

transmittance 

 
Optitherm S3 

Double 

insulating 

Glass 

82 11 57 26 17 65 0.75 1.06 
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Table 5: Thermo-physical properties of the local building (Tunis and New Delhi) wall 
with U-value = 0.201 W/m2.K 

Material (layer) 

Thickness Thermal 

conductivity  

Heat 

capacity  

Density  Thermal 

resistance 

 

x λ Cp ρ R  

m W.m·K J/kg.K kg/m3 m2.K/W  

Internal surface resistance  - - - - 0.13  

Mortar 0.025 1.4 1.08 2200 0.01785714  

Stone 0.15 1.4 0.84 2200 0.107  

 

Insulation 0.04 0.038 1.4 20 1.053  

Brick 0.065 0.47 0.94 700 0.18  

Cement motar 0.025 1.4 1.08 2200 0.018  

External surface resistance - - - - 0.04  

  

 

 

Table 6: Thermo-physical properties of the local building (Tunis and New Delhi) roof 
with U-value = 0.784 W/m2.K 

Material (layer) 

Thickness Thermal 

conductivity  

Heat 

capacity  

Density  Thermal 

resistance 

 
x λ Cp ρ R  

m kJ/h.m·K kJ/kg.K kg/m3 m2.K/W  

Internal surface resistance  - - - - 0.13  

Lime mortar 0.02 1.15 1.08 1900 0.0173913  

Brick 0.16 0.94 0.9 820 0.170  

Concrete 0.15 1.75 0.96 2300 0.086  

Cement mortar 0.025 1.4 1.08 2200 0.018  

Felt 0.005 0.2 0.92 1080 0.025  

External surface resistance - - - - 0.04  
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Table 7: Thermo-physical properties of the local building (Tunis and New Delhi) floor 
with U-value = 0.894 W/m2.K 

Material (layer) 

Thickness Thermal 

conductivity  

Heat 

capacity  

Density  Thermal 

resistance 

 
x λ Cp ρ R  

m kJ/h.m·K kJ/kg.K kg/m3 m2.K/W  

Internal surface resistance  - - - - 0.17  

Mosaic 0.02 0.5 0.79 1700 0.040  

Cement mortar 0.02 1.4 1.08 2200 0.014  

Sand 0.03 0.33 0.79 1700 0.091  

Concrete 0.05 1.75 0.84 1600 0.029  

Stone 0.15 1.67 0.84 2250 0.090  

External surface resistance - - - - 0.04  

 

 

 

Table 8: Thermo-physical properties of the local building wall (Swansea and Volgograd) 
with U-value = 0.813 W/m2.K 

Material (layer) 

Thickness Thermal 

conductivity  

Heat 

capacity  

Density  Thermal 

resistance 

 
x λ Cp ρ R  

m W/m·K kJ/kg.K kg/m3 m2.K/W  

Internal surface resistance  - - - - 0.13  

Cement plaster finish 0.01 0.72 0.84 1760 0.01388889  

Brick (burned) 0.2 0.75 0.84 1300 0.267 
 

 
Cement plaster finish 0.01 0.72 0.84 1760 0.018  

External surface resistance - - - - 0.04  
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Table 9: Thermo-physical properties of the local building (Swansea and Volgograd) roof 
with U-value = 0.739 W/m2.K 

Material (layer) 

Thickness Thermal 

conductivity  

Heat 

capacity  

Density  Thermal 

resistance 

 
x λ Cp ρ R  

m kJ/h.m·K kJ/kg.K kg/m3 m2.K/W  

Internal surface resistance  - - - - 0.13  

Cement plaster finish 0.01 0.72 0.84 1760 0.01754386  

Concrete block (hollow, 

mediumweight) 
0.16 0.62 0.84 1040 0.242 

 

 

Concrete (cast, dense, reinforced)  
0.04 1.9 0.84 2300 

0.021 
 

Roof tiles  0.03 0.84 0.8 1900 0.036  

External surface resistance - - - - 0.04  

 

Table 10: Thermo-physical properties of the local building (Swansea and Volgograd) 
floor with U-value = 1.062 W/m2.K 

Material (layer) 

Thickness Thermal 

conductivity  

Heat 

capacity  

Density  Thermal 

resistance 

 
x λ Cp ρ R  

m kJ/h.m·K kJ/kg.K kg/m3 m2.K/W  

Internal surface resistance  - - - - 0.17  

Floor covering (vinyl) 0.003 0.17 0.9 1390 0.018  

cement screed  0.06 1.4 0.65 2100 0.043  

Concrete (cast, dry, heavyweight)  0.2 1.3 0.84 2000 0.154  

External surface resistance - - - - 0.04  
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Appendix B: EES modelling inputs and equations for the DACS. 

 

 

Figure 1: The model inputs in the EES modelling window are mass balance, mass fraction, 

temperature, quality, and pressure. 
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Figure 2: Mass, ammonia, and energy balances of each component. 
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Appendix C: TRNSYS simulation results 

 

Figure 1: XCPC solar thermal collector performance, Tunis. 

 

Figure 2: Building operative and ground temperature, Tunis. 
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Figure 3: Building cooling and heating demand and ambient temperature, Tunis. 

 

 

Figure 4: Total and beam horizontal solar radiation, Tunis 
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